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Abstract—The invention of Charge Coupled Devices made digital color imaging cost effective and easy. It captures fifty percent
of Green, twenty-five percent of Blue and twenty-five percent of Red color intensity of the original scene. Later those discarded and
missing color samples are being estimated for restoring the full color image. Different companies employ different Interpolation
Methods in reconstructing the full color image by estimating the missing color samples. In this research paper Non-adaptive and
Adaptive Interpolation Methods are mathematically analyzed and implemented using MATLAB. The resultant images are
presented for subjective evaluation. Minimum Mean Square Errors and Signal to Noise Ratios are obtained, and are presented for
Objective Performance Evaluation of the algorithms. All the artificial and embedded vision devices, robotic vision devices and
machine vision devices employ these color image reconstruction methods for digital color image restoration.

Keyword- CCD, Color Image Reconstruction, Interpolation Methods, MMSE, SNR.

I. INTRODUCTION

The 2009 Noble Prize winning invention of charge
coupled device (CCD) in 1969 by W.S. Boyle and G.E.
Smith revolutionized the way images are captured, stored,
processed and transmitted [1]. During an image capture
process, a digital camera performs various processing
mechanisms of the imaging pipeline, an important
component of it is colour filter array (CFA) interpolation
i.e., torecover a full-resolution image from its CFA data.

To produce a colour image, there should be at least three
colour samples at each pixel location. A more cost-effective
and relatively less complex solution is to put a CFA in front
of the sensor to capture one colour component at a pixel and
then interpolate the missing two colour components. Among
many CFA patterns, the most commonly used is the Bayer
pattern [2]. The Bayer CFA array is shown in Fig.1.

Fig. 1. Bayer Pattern of Color Filter Array

Here the Green filters are in quincunx (interlaced)
grid with Red, Blue filters fill up the empty locations. As
shown in Fig. 2, the rest of the sensor array is determined by
the repeating this pattern both horizontally and vertically, R.
Kimmel [3]. Here 50% of Green 25% of Red and 25% of
Blue pixels of the original image will be available after sub
sampling the datasets. The green channel is measured at a

higher sampling rate than the other two because the peak
sensitivity of the human visual system (HVS) lies in the
medium wavelengths, corresponding to the green portion of
the spectrum, D. Alleysson, S. Susstrunk and J. Herault [4].
Although we limit our discussion to the interpolation
problem with reference to the Bayer pattern here, the
interpolation methods developed for Bayer pattern can in
general be extended to other patterns. Because of the mosaic
pattern of the CFA, this interpolation process has been
widely known as “demosaicing”. Systematic analysis and
comparison of different CFA patterns are referred to recent
works.

1. LITERATURE REVIEW

The presence of CFA between lens and sensor
produces ‘mosaic’ of color samples. The mosaic of colors
needs to be undone to recover three color planes in order to
obtain a full color representation of the scene information.
This process interpolating the missing color sample is
referred to as demosaicking, Ngai Li, Jim S. Jimmy Li, and
Sharmil Randhawa [5]. There are a variety of methods
available for this interpolation process [6]- [7].

Interpolation Methods for Digital Color Image
Reconstruction are classified as Non -adaptive algorithms
and Adaptive algorithms. 1.Nearest Neighbor Replication
(NNR) also called as Closest Neighborhood Interpolation
Algorithm (CNA), 2. Bilinear Interpolation (BILIN), 3.
Median Interpolation(MIA), and 4. Smooth Hue Transition
Interpolation(SHTTA) belong to first category and 5. Edge
Sensing Interpolation-1 (ES-1) fall under Adaptive
algorithms category. These are the interpolation methods
studied, analyzed and implemented, and then their
performance is evaluated at subjective and objective levels
in this research article.
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Fig. 2. Bayer CFA Pattern for Interpolation Procedure

A. Non -adaptive Interpolation Methods for Digital Color
Image Reconstruction

1) Nearest Neighbor Replication (NNR) Method:
It’s also called as Closest Neighborhood Interpolation
Algorithm (CNA). It is the simplest Demosaicking
algorithm. It assigns a color value with the nearest known
red, green or blue pixel value in the same color plane. There
is usually some ordering as to which (left, right, top, or
below) nearest neighbor to wuse for the particular
implementation, Ozawa.N [8]. However, it does not do a
good job of interpolation, and it creates zigzag zipper color
artifacts that distort the image.

2) Bilinear Interpolation (BILIN) Method: This is
another Simplest and little faster method of interpolation
algorithms. The bilinear interpolation allocates the missing
color component with the linear average of the adjacent
pixels with same color component, Hamilton and Adams
[9]. For example, the pixel location (2,2) in Fig. 2 contains
blue component only. Hence the missing green component
can be estimated as average of the left, right, top and bottom
green pixel values. The missing red component can be
estimated as average of the four diagonally adjacent corner
neighbors containing red pixels. Arabic Numbers are used
to represent rows and columns of green, red and blue
colors.Bilinear Interpolation Process is given in steps below
from (1.1) to (1.3).

a) Interpolation of Green Pixel Gz in position Blue

Pixel By is given by
G = Gt Gyt Gy + Gy
1.1
2 4 (1.1)
b) Interpolation of Blue Pixel By in position Blue
Pixel Bz is given by
By,=B,, (1.2)

c¢) Interpolation of Red pixel Rz in the position of
Blue Pixel Bz is given by
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_ R+ Ryy+ Ry + Ry,
4

(1.3)

S

Similar Procedure can be followed for interpolating other
missing pixels.

3) Median Interpolation(MIA) Method: If median
interpolation is used at Bo; for interpolating missing color
samples Gz and Ry, it allocates the missing color
component with the “median” value of the adjacent pixels of
same color component, as opposed to the linear average
used in bilinear interpolation. This provides a slightly better
result in terms of visual quality as compared with the
bilinear interpolation. However, the resultant images are still
blurry for images with high frequency contents, and for high
resolution still imaging system, this is still not acceptable.
Median Interpolation Process is given in steps below from
(1.4)to (1.6). T. W. Freeman [10].

a) The Chrominance Bz at Bz isavailable

B,, =B,, (1.4)

b) To find the Chrominance R>> of the Bayer pattern
at By, we have to calculate the median of the neighbour
pixels R

R,, =Median(R,,,R3, Ry, R;3)

¢) To find the missing Luminance pixel lines G2, at
B2y, the median of the neighboring pixels of G2z is to be
calculated

Gy, = Median(G,,,G,;,G,,Gy,)

(1.5).

(1.6)

4) Smooth Hue Transition Interpolation ( SHTIA )
Method: The key problem of the color artifacts in both
bilinear and median interpolation is that the hue values of
adjacent pixels change suddenly (non-smoothly). On the
other hand, the Bayer CFA pattern can be considered as
combination of a luminance channel (green pixels) and two
chrominance channels (red and blue pixels). The smooth
hue transition interpolation method interpolates these
channels differently, David.R.Cok [11]. The missing green
component in every red and blue pixel locations in the
Bayer pattern can first be interpolated using bilinear
interpolation as discussed before. The idea of chrominance
channel interpolation is to impose a smooth transition in hue
value from pixel to pixel. In order to do so, it defines blue
"hue value" as B/G, and red "hue value" as R/G. For
interpolation of the missing blue pixel values m n B, in pixel
location (m, n) in the Bayer pattern, the following three
different cases may arise, as given in steps below from (1.7)
to (1.9).

a) As shown in pixel location in (2,3) Fig.2, If the
pixel location (m, n) contains Green color component only
and the adjacent left and right pixel locations contain Blue
color component only,then the Blue information in location
(m, n) can be estimated as follows:
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[B(mn I/G(mn 1)) ]F
[+(B(m n+1)/G(m n-l-l))J

(1.7)

b) As shown in pixel location (3,2) in Fig.2, If the

pixel location (m,n) contains Green color component only

and the adjacent top and bottom pixel locatins contain Blue

color component only, then the Blue information in the
location (m,n) can be estimated as follows:

B(m,n)=G(m, n)x x4

B(m,n):G(m,n)x1 x

5 £+(B(m+l,n)/G(m+L”))J

(1.8)

¢) As shown in pixel location (3,3) in Fig.2.; If the
pixel location (m, n) contains Red color component only.
Obviously, four diagonally neighboring corner pixels
contain Blue color only, Then BLUE information in location
(m, n) can be estimated as follows:

((B(m—l,n—l)/G(m—l,n—l)) N
B(m,n)=G(m, n)iﬁ ((m—l,n+1)/G(m—1,”+])}>
:EB%";H:Z;B/gémf,ﬁzﬁj'

l

1.9)
The interpolation of missing Red pixel values can be carried
out similarly. Depending on the location, interpolation step
happens, and the definition of "hue value" changes. For
example, if the pixel value is transformed into logarithmic
exposure space from linear space before interpolation,
instead of B/G or R/G, one can now define the "hue value"
as (B-G) or (R-G). This is coming from the fact that log(X/Y)
= log(X)—log(Y) = X'—Y'. Here X’ and Y’ are the
logarithmic values of X and Y respectively. Since the
linear/nonlinear transformation can be done using a simple
table look-up and all the division for calculating hue value is
replaced by subtraction, this helps reduce computational
complexity for implementation.

B. Adaptive Interpolation Methods for Digital Color Image
Reconstruction

These algorithms are relatively complex and do perform
better compared with Non-Adaptive Interpolation
Algorithms. In this research paper two Adaptive algorithms
viz., Edge Sensing Interpolation Algorithms 1 and 2 are
studied, implemented and their performance is evaluated at
subjective and objective levels.

1) Edge Sensing Interpolation-1 (ES-1) Method: The
edge sensing adaptive demosaicking algorithm uses a set of
threshold values to determine whether to average adjacent
pixels on the right and left side or adjacent pixels on the top
and bottom side of the pixel being interpolated. As the name
alludes to, this algorithm is especially important in
Demosaicking edges within a picture. Essentially the
algorithm determines where a particular direction of
adjacent pixels (top-bottom or left-right) is exclusively

J(B(m -1, ”)/G(m— l,n))

: "978-81-939386-2-1"

greater than a given threshold value, as shown in equations
below from (1.10) to (1.13). If this is the case, then most
likely a line or edge exists and therefore when averaging
adjacent pixels for Demosaicking, it is best not to smooth in
the direction where the gradient values are higher than a
given threshold value. Where this method fails is along
diagonal lines, since the gradients are only taken along the
horizontal ~and  vertical  directions.Edge  Sensing
Interpolation-1 process is given in steps below. Hibbard,
R.H, [12].

a) Finding the gradient in horizontal direction of
g}een pixel Gs;.

G(H)=Mod(G -G)

32 34

(1.10)

b) Finding the gradient in the vertical direction of
green pixel Gs3

G(V)=Mod(Gy—G,,) (1.11)
¢) Finding the threshold of the vertical and horizontal
gradient.
G(H)+G(V)

T = (1.12)
2

d) Finding Gss at R33
If
G(V)<T
The

G,.+G
G33= 23 243

Elseif
G(H)=<T
Then
— Gyt Gy,
33 2
Elseif
Gé + Gﬁ + GQ + Gﬁ
4

(1.13)

G

G

M. PERFORMANCE EVALUATION

The evaluation of performance of Interpolation methods
is done at two levels i.e., Subjective and Objective levels.
Wenmain Lu and Yap-peng Tan [14].

A. Subjective Performance Evaluation

Fig. 3 shows from top to bottom the original image, 2D
and 3D Bayer arrays of the test image 1 i.e., image of
Macaws, a standard test image taken from the Kodak test
image data base. Fig. 4 shows from top to bottom the
original image, 2D and 3D Bayer patterns of test image 2
i.e., image of St. Mary’s Engineering College, Hyderabad.
Fig. 5 to Fig. 9 show the resultant images of test imagel
obtained using Interpolation methods 1 to 5. Fig. 10 to Fig.
14 show the resultant images of test image 2 implemented
for Interpolation methods 1 to 5. MATLAB is used for
implementation. Fig. 3 to Fig. 14 are presented here for the
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evaluation of the interpolation methods at subjective level.
The viewer can observe and interpret the results for the
performance of the algorithms but this method is not a
perfect one. Hence Objective Performance evaluation is
necessary.

Fig. 3. Original image, 2D and 3D Bayer Array of Test Image 1

Fig. 4. Original image, 2D and 3D Bayer Array of Test Image2

Fig. 5. Resultant Image of test image 1 for interpolation method 1

Fig. 6. Resultant Image of test image 1 for interpolation method 2 Fig. 10. Resultant Image of test image 2 for interpolation method 1
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SNR is a measure used to quantify how much a signal
has been corrupted by the unwanted signal. It is
defined as the ratio of signal power to the noise power
corrupting the signal.

k=1 i-1

i kD) (kD)
SNR:[—101og]IﬁZZ‘(I°( 1A ))[dB]

255%

(1.15)

Where the product KL: Spatial Resolution of the
image; the numerator represents the squared average
pixel value of the image; and the denominator
represents the squared color resolution.

The objective performance metrics MMSE and SNR
values obtained using Interpolation Methods 1 to 5
(CNA/NNA, MIA, BILIN, SHITA and ES-1) for test
image 1 and 2 respectively are Tabulated in TABLEI

to TABLE IV.
TABLE L. OBJECTIVE PERFORMANCE METRICS-MMSE OF TEST IMAGE
1
S.No. Interpolation Minimum Mean Square Error
Method
Red Green Blue
1 CNA/NNA 6.9342 4.3953 7.1951
2 MIA 3.6307 2.3016 3.7778
3 BILIN 3.4694 2.3193 3.5620
= 1 SHITA 38672 | 23463 | 25114
= m'-é %
e 5 ES-1 37620 | 1.0892 2.2534
. » -
mid! ‘:x.ﬁr" o
- O { TABLE IL OBJECTIVE PERFORMANCE METRICS - SNR OF TEST IMAGE 1
,..ht"\w ~
i ‘?*
S.No. INTERPOLATION SIGNAL TO NOISE RATIO
METHOD
Fig. 14. Resultant Image of test image 2 for interpolation method 5 RED GREEN | BLUE
CNA/NNA
B. Objective Performance Evaluation 1 43.6874 | 45.6535 | 435272
The Objective Performance metrics used here to MIA
evaluate the performance of the interpolation methods are 2 46.1088 | 49.2817 | 45.9656
Minimum Mean Square Error (MMSE) and Signal to Noise
Ratio (SNR) obtained through the implementation of the 3 BILIN 46.4683 | 49.2485 | 46.3652
algorithms for test images land 2 using MATLAB.
* Minimum Mean Square Error (MMSE) 4 SHITA 459152 | 49.1982 | 47.5434
MMSE corresponds to the expected value of the
squared error loss or quadratic loss. It measures the 5 ES-1 459725 | 499153 | 47.8817
average of the squared error. Minimum is its value,
better is the performance of the interpolation method.

mn 2 TABLE III. OBJECTIVE PERFORMANCE METRICS- MMSE OF TEST
IMAGE 2
Y211 (xy))
_ x=ly=1
MMSE = (1.14) S.No. | Interpolation Method | Minimum Mean Square Error
(m X ”) RED | GREEN | BLUE
Where (mxn): size of the image, I, (x, y): Original 1 CNA/NNA 34.1288 | 26.7500 | 35.8306
I 1 ‘R tructed I 2 MIA 31.8643 | 21.0043 | 33.0435
mage, I (x, y): Reconstructed Image. 3 BILIN 32.9541 | 24.4220 | 335819
) ) ) 4 SHITA 33.0005 | 24.5569 | 34.7842
o Signal to Noise Ratio(SNR) 5 ES-1 30.6912 | 19.7867 | 32.8111




TABLE IV. OBJECTIVE PERFORMANCE METRICS- SNR OF TESTIMAGE
2
S.No. | Interpolation Method Signal to Noise Ratio
Red Green Blue
1 CNA/NNA 36.0550 | 37.7186 | 41.2688
2 MIA 36.5409 | 38.7566 | 36.4215
3 BILIN 36.4251 | 38.1801 | 36.3667
4 SHITA 36.2688 | 38.1603 | 36.0885
5 ES-1 36.7096 | 39.0134 | 36.2601
ES-1
SHITA
HBLUE
BILIN B GREEN
ERED
MIA
CAN
0 2 4 6 8

Fig. 15. Bar chart of MMSE values of test image 1 for interpolation
methods 1 to 5

ES-1
SHITA
H BLUE
BILIN O GREEN
ERED
MIA
CAN

40 45 50 55

Fig. 16. Bar chart of SNR values of test image 1 for interpolation methods
1to5

IV. INTERPRETATION OF THE RESULTS

The resultant images presented in Fig. 3 to 14 will help
the viewer in evaluating subjectively the performance of the
interpolation methods. But all images look alike to a naked
eye. Hence the Objective performance metrics MMSE and
SNR will help anyone to evaluate objectively which
interpolation method is better. Minimum is the value of
MMSE; and greater is the value of SNR, better is the
performance of the algorithm. From the graphic charts of
MMSE and SNR shown in Fig. 15 and Fig.16; and from
observing Table I to Table IV, it is clear that Edge Sensing-1
Interpolation method do better compared with other
algorithms. But its MMSE is least and SNR is greater
relatively. Graph chart of resultant MMSE and SNR values

Proceedings of 4th International Conference on Latest Trends in Electronics and Communication ISBN : "978-81-939386-2-1"

of interpolation methods 1 to 5 for test image 1. For want of
space, bar charts of MMSE and SNR values of Test Image 2
are not shown here but Tables.

V. CONCLUSION

In this paper, four non adaptive and one adaptive,
altogether five color image reconstruction algorithms are
implemented using MATLAB, after due theoretical study
and mathematical analysis. The comparative performance
analysis-subjective and objective quality (MSE& SNR) of
reconstructed images is done. For the digital design of
machine, robotic or artificial vision devices, if we were to
choose one only from the algorithms we have considered
here, and then edge sensing algorithm-1 can be preferred.

VL. FUTURE ENHANCEMENTS

The interpolation methods can be evaluated based on
their computational complexities. And other objective
performance evaluation metrics can also be explored and
implemented.
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Abstract

In this paper, four 4:2 compressors with high flexibility of
switching between the exact and approximate operating
modes is designed. Dual-quality compressors provide higher
speeds and lower power consumptions at the cost of lower
accuracy in approximate mode. The efficiencies of this
compressor can be evaluated using 32-bit Dadda multiplier.
Here, a Dadda multiplier is also designed and their results are
analysed. Dadda multiplier can be used to evaluate the
performance of compressor.

Index Terms—4:2 compressor, Dadda multiplier, accuracy,
approximate, computing, configurable, delay, power.

I INTRODUCTION

Among different arithmetic blocks, the multiplier is
one of the main Blocks, which are widely used in different
applications especially signal Processing
applications[1,2]. There are two general architectures for
the multipliers, which are sequential and parallel. While
sequential architectures are low power, their latency is very
large. On the other hand, parallel architectures (such as
Wallace tree and Dadda) are fast while having high-power
consumptions. The Parallel multipliers are used in high-
performance applications where their large power
consumptions may create hot-spot locations on the die. The
speed of a processor greatly depends on its multiplier’s
performance. This in turn increases the demand for high
speed multipliers, at the same time keeping in mind low
area and moderate power consumption. Over the past few
decades, several new architectures of multipliers have been
designed and explored. Multipliers based on the Booth’s
and modified Booth’s algorithm is quite popular in modern
VLSI design but come along with their own set of
disadvantages. [3]In these algorithms, the multiplication
process, involves several intermediate operations before

arriving at the final answer. In order to address the
disadvantages with respect to speed of the above
mentioned methods, and explored a new approach to
multiplier design based on ancient Vedic Mathematics.

The number of half and full adders count to the total
delay in Conventional multiplier [4]. The use of
compressor structures which perform more than three bit
addition. 4-2 compressor has five inputs and three outputs,
as shown in Fig. 1.1 The four inputs X0, X1, X2, and X3,
and the output have the same weight. C;, is the output carry
of preceding module and Coy, the carry output of current
stage is fed to the next compressor. The output Carry is
weighted one binary bit order higher. The compressor is
governed by the following basic equation:

Xo+X14+X2+X3+Cin=Sum+2(Carry+Cou)

X3 X2 X1 Xeo
Ixs o o«
F.A
X L( .t Sanin
Cour | I |
— I — = Cin
X1 %0 Cim
A
€ owr S
l ” 4:2 compressor

Carry Suam

Fig 1.1 Block diagram of a 4:2 compressor

Besides, to accelerate the carry save summation
of the partial products, it is imperative that the output Coy
be independent of the input Ci,. The conventional
architecture of a 4:2 compressor consists of two serially
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connected full adders. This circuit leads to a long critical
path delay[5,6]. Also of un even delay profiles of outputs

from different inputs.

N3 X2 X1 X0

: N NO Cin

l F.A

1 Comt S

Cout | J
! Cin
[ I

4:2 compressor
Carry  Sum

Figl. 2. Conventional 4-2 compressor scheme

The overall structure of the proposed structure is
shown in Figure 1.3.

...........

3 ———— Cout o f,_

R o N
) | Baddl —

X| —— Sum ol ompressor :’i{;l (ARRY

W=
|

n= [
| )
| |l.[§.l "
N e omcand St

Figl. 3 Approximate part and overall structure of DQ4:2C2

The previous structures, in the approximate
operating mode, had maximum power and delay reductions
compared with those of the exact compressor. In some
applications, however, a higher accuracy may be needed.
In the third structure, the accuracy of the approximate
operating mode is improved by increasing the complexity
of the approximate part whose internal structure is shown

IL. EXISITNG METHOD

The 4:2 compressors has five input signals, including
four main inputs and an input carry bit (Ci,), coming from
the previous stage, and three output signals including Sum
and Carry main outputs and an output carry signal (Cou)
which serves as the Ci, of the next neighboring block. It is

worth mentioning that the Coy signal is independent of the
Cin input due to the elimination of carry propagation
through the multiplier tree[14,15,16]. A 4:2 compressor
cell generates Sum, Carry and Coy outputs fromx1, x2, %3,
x4 and Cj, inputs.

Sum=x+x+x+x+C....... (1)
Carry = Majority [(x + x + x), X, C] ...... (i1)
C = Majority (X, X, X) ...... (ii1)

The gate-level and the transistor-level designs are two
different approaches for designing blocks such as 4:2
compressors. The major drawback of this approach is its
limited optimization capability.

III. PURPOSED METHOD

To reduce the delay of the partial product summation
stage of parallel Multipliers, 4:2 and 5:2 compressors are
widely employed. The focus of this paper is on
approximate 4:2 compressors. First, some background on
the exact 4:2 compressor is presented. This type of
compressor, shown schematically in Fig. 3.1, has four
inputs (x;—x4) along with an input carry (Ciy), and two
outputs (sum and carry) along with an output Cou. The
internal structure of an exact 4:2 compressor is composed
of two serially connected full adders, as shown in Fig. 2. In
this structure, the weights of all the inputs and the sum
output are the same whereas the weights of the carry and
Cou Outputs are one binary bit position higher.

Full Adder

Cin

COUt
Full Adder

]

Carry  Sum

Fig3.1. Conventional 4:2 compressor.

The proposed system of 4:2 compressor consist of
Half-adder, full —adder and 4 2 compressors, EXOR gates



tend to contribute high amount of area and power. For the
process of approximating half-adder, EXOR gate of the
Sum is changed with OR gate. This results in one error in
the Sum output. Sum = x1+x2; Carry = x1.x2. In the
process of approximation of full-adder in the multiplier,
one of the EXOR gates is replaced with OR gate to reduce
hardware complexity. Carry is altered in such a way it has
no error. The proposed dual quality 4:2 compressors
operate in two accuracy modes. They are Approximate
Mode and Exact Mode. Power gating technique is turn off
the unused components of approximate part. In the exact
operating mode, the delay of this structure is about same as
that of the exact 4:2 compressor. The structure of NAND
gate of the approximate part is not used during the exact
operating mode. The output sum, carry, Cou: can be obtained
from

Sum = x1Px2@x3PBx4PC ... (v
Carry=(x1Dx2Px3Px4)Cint+ x1 Dx2Px3Px4) x4...(v)
Cout = (x1Px2) x3+(x1 @ x2) x1I........... (vi)

Dual-Quality 4:2 Compressors are utilized in the
reduction module of four approximate multipliers. In terms
of transistor count, the first design has a 46% improvement,
while the second design has a 49% improvement. In terms
of power dissipation, the first design has a 57%
improvement and the second design has a 60%
improvement over CMOS implementation at feature sizes
of 32 nm. In terms of delay, the second design has a 44%
improvement compared to the exact compressor and 35%
improvement compared to the first design on average at
CMOS feature sizes of 32 nm. The proposed multipliers
show a significant improvement in terms of power
consumption and transistor count compared to an exact
multiplier. Advantages of proposed system includes signal
processing and data mining with tolerable error,
compressors can also utilize in multimedia signal
processing application, reducing the design complication,
increase in performance and power efficiency, and reduced
power and error rate.

VoD

Exact mode I
activation signal E Ll

Y X3 —
i !
| | - S B FL/
L ! xx L) . | -
X1 -~ | A > -
X2 — | ! - »—L——t+ CARRY
X3 44— = | } ¥ FL -
xa L 1 L) ot
o= 1T = =

X1 —§ T Cin ~ X
e > >o——3A>
X3 —% r Lw" 1 4 sum
xa —4_>"

Fig 3.2 Overall Structure of DQ4:2 compressors
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Description of the Structure consists of two main
parts of approximate and supplementary. During the
approximate mode, only the approximate part is exploited
while the supplementary part is power gated. During the
exact operating mode, the supplementary and some parts
of the approximate parts are utilized.

The language used is Verilog, a hardware description
language(HDL). It is a language used for describing a
digital system like a network switch or a microprocessor or
a memory or a flip—flop. Verilog supports a design at many
levels of abstraction. The software used here is Xilinx
software controls all aspects of the design flow. Through
the Project Navigator interface, you can access all of the
design entry and design implementation tools. You can
also access the files and documents associated with your
projects because implementation is dependent on up-to-
date synthesis results.

Iv. RESULTS AND DISCUSSIONS

In this section, first, the efficacies of the proposed 4:2
compressors in the approximate operating mode are
investigated.

DESIGN 1 OUTPUT: The proposed design 1 yielding an
error rate of 37.5%. This is less than the error rate using the
best approximate full-adder cell. The power consumption
is reduced when compared to other proposed system.
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A Fig 4.1. Design 1 output

RTL schematic: It models a synchronous digital circuit in
terms of the flow of digital signals between hardware
registers, and the logical operations performed on those
signals. The structural description of design 1 circuit may
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lead to easy identification of a process. The transistor
count is reduced to 48.

kPt Nt (541 - e 452 OSVSEE gl e - i L)
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Fig4.2. Design 1 RTL Schematic
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Design 2 outputs: A second design of an approximate
compressor is proposed to further increase performance as
well as reducing the error rate can be ignored in the
hardware design. The power dissipation up to 0.010096 in
design methodology.

I5im (RSH) - Detauttaiy) - |

ig4.3. Design 2 output

F
RTL schematic: The transistor count is further reduced to

42. In terms of delay, the second design has a 44%
improvement compared to the exact compressor and 35%

improvement compared to the first design on average at
CMOS feature sizes of 32 nm.
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Fig4.4. Design 2 RTL schematic

Output for Approximate part: In the process of
approximation of full-adder in the multiplier, one of the
EXOR gates is replaced with OR gate to reduce hardware
complexity. This results in change of values of

output in last two cases out of eight cases. Carry is altered
in such a way it has no error.

Fig4.5. Output for approximate part
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Fig4.6. Simulated output



Implementation of Dadda multiplier for comparative
Study: First, the efficacies of the proposed 4:2 compressors
in the approximate operating mode are investigated. In the
comparative study, which is performed by utilizing them in
the Dadda multiplier, the design parameters of the
multipliers are compared with the two approximate 4:2
compressors proposed.

Fig4.7: 32 bit dadda multiplier

Fig4.8 Technology schematic for dada multiplier

V. Comparison

Finally, the delay, area and power approximate 32-bit
Dadda multipliers using the proposed compressors are
lower compared with the exact Dadda multiplier, on
average, by 49.3%, 68% and 83.7%, respectively. Also,
when compared with the Dadda multiplier realized by the
proposed approximate compressors of, the delay, area,
power, energy, and EDP of the approximate 32-bit Dadda
multipliers realized by our proposed compressors are
better, on average, by 29% (69%) and 52% respectively.

11
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VL CONCLUSION

In this project, we presented four DQ4:2Cs, which
had the flexibility of switching between the exact and
approximate operating modes. In the approximate
mode, these compressors provided higher speeds and
lower power consumptions at the cost of lower
accuracy. Each of these compressors had its own level
of accuracy in the approximate mode as well as
different delays and powers in the approximate and
exact modes. These compressors were employed in the
structure of a 32-bit Dadda multiplier to provide a
configurable multiplier whose accuracy (as well as its
power and speed) could be changed dynamically
during the runtime. Our studies revealed that for the
32-bit multiplication, the proposed compressors
yielded, on average, 46% and 68% lower delay and
power consumption in the approximate mode
compared with those of the recently suggested
approximate compressors. Also, utilizing the proposed
compressors in 32-bit Dadda multiplier provided, on
average, about 33% lower NED compared with the
state-of-the-art ~ compressor-based approximate
multipliers. When comparing with no compressor-
based approximate multipliers, the errors of the
proposed multipliers were higher while the design
parameters were considerably better. Finally, our
studies showed that the multipliers realized based on
the suggested compressors have, on average, about
93% smaller FOM value compared with the
considered approximate multipliers.

VIL FUTURE WORK

The proposed work developed and designed a
new 4:2 compressor. In the future this can applied in
image processing and signal processing applications.
It ensures high speeds, low delay and small area of the
multipliers.
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ABSTRACT VHDL, synthesized and simulated using

' Xilinx ISE.
In this paper, we proposed a new

architecture of multiplier -and- accumulator LLINTRODUCTION

(MAC) for high-speed arithmetic and low
Digital signal processing is one of

power consumption. Multiplication occurs ) _ o

the important technologies applied in most
frequently infinite impulse response filters, . o

areas such as wireless communications,
fast Fourier transforms, discrete cosine

audio and video processing, and industrial
transforms, convolution, and other important

control. Digital signal processing (DSP)
DSP applications. The objective of a good o _ '

applications  constitute the important
multiplier and accumulator (MAC) is to

operations, which usually involve many
provide a less area, good speed and low

multiplications and accumulations. The
power consuming chip also to consume

main aim of MAC design has been to
significant power in VLSI design, and to )

enhance its speed, because speed and
reduce its dynamic power . The aim of this

throughput rate are always important in the
project is to design and implement the MAC o )

digital signal processing systems. Due to the
unit for high-speed DSP applications. For

increase of portable electronic products, low
designing the MAC unit using carry adders. ] ]

power designs have also become major
The MAC unit implementation is done using

considerations, because the limited battery

13



energy of these portable products restricts
the power consumption of the system.
Therefore, the motivation behind this project
is to investigate various pipelined MAC
architectures and circuit and the design
techniques which are suitable for the
implementation of high throughput signal
processing algorithms. The aim of this
project is to design the VLSI
implementation of pipelined MAC for high
speed DSP applications. For designing the
MAC, various architectures of carry adder
are considered. The total process is coded

with Verilog to describe the hardware.
I. MAC Architecture

A design of high performance 16 bit
Multiplier-and-Accumulator is  designed.
The Multiplier is designed using an array
multiplier and the adder is carry skip adder.
The attractive feature of the carry skips
adder structure is reducing the delay based
on the MAC unit. This will increase the
speed and improve the area utilization and
power consumption. The total design is

coded with Verilog-HDL and the synthesis

is done using Xilinx ISE Compiler.
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BLOCK DIAGRAM
n bit n bit
Multiplier

3
Adder

|

Accumulator

V.
Output unit

Fig : MAC architecture

MAC Unit is a fundamental block of the
computing devices, especially Digital Signal
Processor (DSP). The MAC unit performs
multiplication and accumulation process.
Basic MAC unit consist of multiplier,
adding and accumulator .Multiplier circuit is
based on adding and shift algorithm .Each
partial product is generated using the
multiplication of the multiplicand with one
multiplier bit. The generated partial product
are shifted according to their bit orders and

then added. An adder is a digital circuit

which performs addition of numbers. In



many computers and other kinds of
processor adders are used in the arithmetic
logic units or ALU. An accumulator is a
registered element used for short-term,
intermediate storage of arithmetic and logic
CPU(Central

data in a computer’s

Processing Unit ) .
A. Carry skip adder

A carry-skip adder (also known as a

carry-bypass  adder) is an  adder
implementation that improves the delay of a
ripple-carry adder compared to  other
adders. The worst-case delay can be

improved by using several carry-skip
adders to form a block-carry-skip adder. The
critical path of a carry-skip-adder begins at
the first full-adder, passes through all adders
and ends of the sum-bit .Carry-skip-adders

are chained to reduce the overall critical

path.
B10-3 Bi4-T Bit8-11 B 12-15
( Setup ]ll“"" Setup J, Selup ‘ Setup I
- | =
X . > 2 7
Carry ] [ camy LI .l Camy Cany
propegaion rpfonaga o | ["vooagaﬁon propagator]
l [l | |
i | J 11
) \ / \/ I/ v

faader = Ysoup * Migary # (N o + (M) * L

Fig : Block diagrm of carry skip adder
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B. Array Multiplier

An array multiplier is a digital
combinational circuit used for multiplication
of two binary numbers by employing an
array of half adder and full adders. They are
well known for their regular structure. N X
M bits are used for the generation of partial
product and some area of multiplier are
added to the N partial product and they
require N-1 bit adders. The shifting of
partial product is done by simple routing and
they do not require any logic. For the
performance optimization first the critical
timing path should be identified , which are
nontrivial. The critical path expression for

the propagation delay can be expressed as

T mulitiplier= [(M-1) +(N-2)]t carry + (N-

1) t sum+ tand

Where t represents the propagation delay
between the input and the output carry, tsum
represents the delay between the input carry
and a sum bit of the full adder, and t is the
delay of AND . In order to get the effective
processing elements linear pipeline 1is
implemented .The multiplication of the M
bit Multiplicand and N bit multiplier yields
N X M matrix of partial product. The
reduction of partial product is made by the
parallel application results in a matrix with a

height of two.
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D. Advantages
For 4'4 Array Multiplier, it needs o 10 Ay ba b o
:gﬁgegg)\es.‘iHAs, 8FAs (total & _l,_‘L 3 J_A’_L JT o Less ared
For mn Array Multiplier, it needs o T d L & L— e Less delay

m'n AND gates, n HAs, (m-2)'n
FAs, (total (m-1)'n Adders) [ = r

e [east gate count

=3

Fig: Array multiplier architecture

C. Comparison

The table shows the parameter analysis

of area, power and delay comparing the

conventional adder and proposed adder.

Parameter Conventional | Proposed
Adder Adder

AREA

No of LUT 88 98

Transistor 32 18

count

DELAY 5.978 4.392

POWER

Frequency 100 MHZ 100 MHZ
1.048 1.024

Fig : Comparison of Area ,Delay and Power
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[IILEXPERIMENTAL RESULT

In this paper, A design of 16 Software
Overview The Xilinx software controls all
aspects of the design flow. By the Project
Navigator interface, we can access all of the
design entry and design implementation
tools. We can also access the files and
documents related to our project. There are
four panel sub-windows in the Project
Navigator. The top left is the Start, Design,
Files, and Libraries panels, which implies
display and access to the source files in the
project as well as access to running
processes to the currently selected source.
The Start panel is used for quick access to
open the projects also frequently access
reference material, documentation and
tutorials. At the bottom of the Project
Navigator indicates the Console, Errors, and
Warnings panels, which display status
messages, errors, and warnings. The right is
a multi-document interface (MDI) window
which is referred as the Workspace. The
Workspace is useful to view design reports,
files, and simulation

text schematics,

waveforms. Windows can also be resized,
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undocked from Project Navigator, moved to
a new location within the main Project
Navigator window, tiled, layered, or closed.
We can use the View Panels menu

commands to open or close the panels. Bit

Multiplier-and-Accumulator (MAC) is
implemented and a static CMOS CSKA

Fig: Output of Carry skip Adder

structure called CI-CSKA was proposed
with MAC, which implements high speed
and consumes less power. The high speed
was achieved by altering the structure
through the concatenation and

instrumentation techniques. The multiplier is

designed using an array multiplier and the
adder is designed to carry skip adder. Also , Fig : Output of MAC unit
AOI and OAI compound gates were
exploited for the carry skip logics. Verilog-
HDL is used for coding and the synthesis is

done using the Cadence RTL compiler.
IV. CONCLUSION

In this paper, a design of high

performance 16-bit Multiplier-and-
Accumulator (MAC) is implemented which

exhibits a higher speed and lower energy

consumption .The speed enhancement can

Detu ity [

N o be modified through the concatenation and
Fig: Output of Array multiplier

Instrumentation technique. The carry skip
adder in the middle includes a parallel adder

structure to increase the slack time, which

17
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reduce the energy consumption by reducing

the supply voltage.
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ARCHITECTURE DEVELOPMENT OF COST-EFFICIENT

MICRO CONTROL UNIT FOR WBSN

Ms.S. Sajini and Mr.E.Sherjin Tintu

VLSI Design, Marthandam College of Engineering and Technology, Kuttakuzhi

Abstract-Data transmission of
Electrocardiography(ECG) signal over
Wireless Body Area Network(WBAN) is
currently a widely used system that comes
together with challenges in terms of
efficiency and affectivity.In this study,an
effective Very-Large-Scale
Integration(VLSI) circuit design of
lossless Electrocardiography(ECG) signal
transmission over WBAN.The proposed
design was realized based on a novel
lossless compression algorithm which
consists of an adaptive fuzzy prediction,a
voting-based scheme and a tri-stage
entropy encoder.The tri-stage entropy
encoder is composed of a two-stage
Huffman and LFSR(Linear feedback
shift register) encoders with static coding
table wusing basic comparator and
multiplexer components.A  pipelining
technique was incorporated to enhance
the performance of the proposed
design.The  proposed design  was
fabricated using a 0.18 CMOS technology
containing 8405 gates with 2.58Mw
simulated power consumption under an
operating condition of 100MHz clock
speed.

Index Terms—Wireless sensor networks,
micro control unit,lossless compression,very
large scale integration(VLSI).

LLINTRODUCTION

In modern days,applications of wireless
body sensor networks(WBSNs)have become

20

wider and wider.These applications provide
an effective solution for many health care.In
future trend of development,such as wireless
sensor system for analyzing infectious
disease nodes and efficiently protecting
sensitive  personal data in  network
security,the usage of WBSNs technique is
improved rapidly.As the result of light-
weight for wearable and portable
application,development of an efficient
device to monitor physical signals via the
VLSI technique has become an important
trend.

The author Lee et.al [8] proposed an
efficiency complementary  metal-oxide-
semiconductor(CMOS) sensor for body
temperature detection.The blood pressure
can be detected by a magnetoelastic skin
curvature sensor proposed in [9].The pH
value can be measured by an ISFET sensor
proposed in[10].Although all these sensors
provided efficient devices to capture the
various  physical  signals,the =~ WBSNs
suffered from the limitation of wireless
transmission bandwidth,computing resource
and energy in batteries.

Several studied concerned hardware-
oriented architecture of WBSNs has been
presented recently.For saving more power
consumption and keep longer using time, an
adaptive power controller and adaptive
fuzzy controller designed.A multi lossless
body-signals compressor was presented in
portable monitoring system.
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Fig.1 WBSNs system and the arichitecture of
wireless sensor nodes

Recently for handling various bio-signals
and processing physical signals in WBSNs,a
multi-sensor micro control unit(MCU) was
designed [11].A bio-signal processing
technique was used to improve siganl
quality in medical applications
successfully.By using specific mathematical
operations the physical signals can be
analyzed.

II. WIRELESS BODY SENSOR
NETWORK SYSTEM

Fig.1 shows the WBSNs system and the
architecture of wireless sensor nodes.A
typical WBSNs composed a bunch of
wireless sensor nodes.Each nodes consists of
analog-to-digital converter(ADC),a micro
control unit(MCU),and a wireless
transceiver with an antenna.

The ever-increasing interest in wireless
communications has resulted in the
development of new technologies and
applications for the personal use of radio

21

frequencies. Technologies advancement in
integrated circuits(Ics),coupled with that of
wireless technology and physiological
sensors,opens  up  opportunities  for
developing small, low power, light weight
and intelligent physiological monitoring
devices.These devices can form a Wireless
Body Sensor Network(WBSN), launching a

new era of using technology to
unobtrusively obtain physiological
measurements for improved well-being
monitoring. This paper aim to give a

comprehensive review on the use of wireless
sensor technology for monitoring behavior
related to human physiological responses.

In WBSNs are applicable in different
physical signals, such as
electroencephalography(EEG),
Electrocardiogram(ECG), thermal and blood
pressure(BP), are captured with the help of
different sensors.Now, the MCU needs to
process and merge the physical and image
data are then sent to processed and merge



data to a 2.4 GHz band communication
system for transmission.

III. ARCHITECTURE OF MICRO
CONTROL UNIT

The architecture of MCU has been
developed in order to develop a MCU
design for wireless body sensor networks, a
cost-efficient and power-efficient. Fig. 2
shows the architecture of the proposed MCU
design. First, the physical data are detected
from the four body sensors from human
beings.The detected data is in the form of
analog and then it can be transformed as
digital data by an analog-digital converter
(ADC) device. Second, these digital data are
processed by the proposed MCU design that
consists of an asynchronous interface, a
multi-sensor controller, a register bank, a
hardware-sharing  filter, a  lossless
compressor, an encryption encoder, an error
correct coding (ECC), a QRS complex
detector, a power management. At last, the
processed digital data will be sent to the
UART interface for transmission. All these
operations and functions in the proposed
MCU design are of low-complexity, which
is suitable for development of WBSNs and
implementation with a cost-efficient and
high performance architecture via the VLSI
technique.

A .Multi-Sensor Controller

The WBSNs contain sensors that are used
for detecting different physical signals from
the human body. By generating a control
signal to a 4-to-1 multiplexer, the multi-
sensor controller can handle four different
sensors, such as sensorl, sensor2, sensor3
and sensor4 as shown in Fig. 2.The multi -
sensor controller can select one of four
signals according to the control signal sent
from the MCU. Since the multiplexer selects
the sensor properly, with the help of MCU

22

Proceedings of 4th International Conference on Latest Trends in Electronics and Communication ISBN : "978-81-939386-2-1"

MCU

sensorl |

| sensord j

i

A
—\  Regster

Bank \_J\

S| Trending
#

| QRS Complex i>
_.Rccmll_"ilgumhlc_’i ™ et —}
Filter | |

Detector

Controller

Multi-Scnsor

|

Lossless
Encoder

1
e || .
Power |5 | Eneryption
Management r ‘ :

¥

Monitoring
Device

Encoder

: =D :Asychronous '| |, Error Comeet,|  UART LI

' Coding [ Interface W[}

| — Synchronous |

Fig. 2 Proposed micro control unit

successfully. More than one sensor is active
at any and sending signals to the MCU
simultaneously. In addition, the multi-sensor
controller also controls the signals to store
the data in one of four-line register buffers
in the register bank of the MCU. Therefore,
based on the design of the multi-sensor
controller, the proposed MCU design can be
efficient one and also prevent data from
missing.

B. Register Bank

The register bank was designed in order
to process four different signals, in the
proposed MCU. In the proposed architecture
of the register bank consists of four line
buffers Xi, X2, X3, X4, and one multiplexer.
There are 16 shifts-registers are used to store
the four values for each channel. The
proposed MCU produces a control signal by
the finite state machine circuit to classify
different sensor data. Each channel in the
register bank stores four values: one current
value X; (t) and three past values Xj (t-1), X;
(t-2) and X; (t-3) where “"i" is the index of
line buffer. Each register can receive only
one value of physical signal in each time.

C. Reconfigurable Filter



In order to process the signals in different
requirements, there are three types of filters
which is designed to achieve the abilities of
different physical signals filtering: sharpen
filter, binomial filter, and average filter.
Here the Sharpen filter can be represented
by G(x), Binomial filter can be represented
by P(x), Average filter can be represented by
A®X).

Sharpen filter G(x) uses Gaussian
equation [17] to increase the intensity of
high frequency and filter out low frequency
parts of the signal. Binomial filter P(x) can
be obtained by Pascal's triangle [18], and the
filter can enhance central value and cutoff
high and low frequency noises from the
signal. Average filter A(x) uses the same
weighting coefficients to calculate average
value of the signal stored in register bank.
By using these different kinds of filters, the
physical signals can be observed apparently.

D. QRS complex detector

In order to achieve the target of the proposed
multi control unit for WBSNs, heartbeats are
considered by a QRS complex detector. To
obtain the heartbeats information in the real
time, the proposed QRS complex detection
algorithm will detect the information and
record the QRS information by analyzing
the critical regions of the ECG signal. For
example, the R and S points usually appear
at the maximum (Max) and minimum (Min)
values in the ECG signals respectively.
Hence, the critical regions in the heartbeats
can be easily detected according to
information on the detected R and S points.
Two thresholds High and Low are used to
determine whether the values enter into the
critical regions while the process is taking
place. The R and S points are recorded as
Max and Min values in order to update the
values of High and Low thresholds,
respectively. The High threshold can be
evaluated by
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(Max — Min)

High = (Max — ( o

)

The Low threshold can be evaluated by

(Max — Min)

Low = (Max — ( o

)

E. Lossless Compressor

In order to reduce the power consumption
caused by the wireless communication and
maintain the integrity of physical signals, a
lossless compressor is used. The lossless
compressor includes two and they are, an
adaptive trending predictor and a hybrid
entropy encoder was created for the
WBSNs. Lossless Compressor is a class of
data compression algorithms that allows the
original data to be perfectly reconstructed
from the compressed data. To be able to
reduce the data redundancy efficiently, an
adaptive three-trending-prediction algorithm
was proposed. The current value Xj(t) was
forecasted by the past three values of the
Xi(t-1), Xi(t-2) and Xi(t-3).

Adaptive Trending Predictor
Input

o i) | o Xift-1) > Xie2) ] Xil=3) |

Trending L -
controller ol

Huffman Encoder GR Encoder
Extend Lixtend 000
- i)
Positive XN000 extend 0 100
Extend 00001 | 101
Negative
0 100 Giolomh-Rice L
PD(L) Table
Huffman Table
8 00111110 10 00110
K] 0111111 11 00111




Fig. 3  Architecture
Compressor

of proposed Lossless

Fig. 3 shows the architecture of the
proposed lossless compressor. It consists of
an adaptive trending predictor and an
hybrid entropy encoder. The predictor
contain 1 register, 3 subtractors, 1
multiplexer, 3 prediction  function
generators, and 1 trending controller. The
trending controller produced control signals
to select a result of Xt from three
predicted function generators FI, F2, and
F3. Finally, the prediction difference (PD(t))
can be produced by calculating the
difference between Xi(z) and X°(z). The
extensible hybrid-entropy encoder consists
of a modified Huffman and absolute GR
encoder.

F.Huffman Coding

Huffman coding [15] is a classic entropy
coding algorithm, it is mainly used for the
probability distribution of target values is
centralized. However, the silicon area of a
Huffman encoder will be enlarged for the
depth of the Huffman coding tree. Hence, a
limited Huffman coding technique was
selected as the rst stage of the proposed
entropy coding methodology.

The main idea of Huffman Coding is to
assign variable-length codes to input
characters, the length of the assigned codes
are based on the frequencies of
corresponding characters. The most frequent
character gets the smallest code and the least
frequent character gets the largest code.The
variable-length codes assigned to input
characters are Prefix Codes, means the
codes (bit sequences) are assigned in such a
way that the code assigned to one character
is not prefix of code assigned to any other
character. This i1s how Huffman Coding
makes sure that there is no ambiguity when
decoding the generated bit stream.
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On the other hand, two extending codes,
positive and negative extending codes, were
added to encode the values beyond the range
of the limited Huffman coding table, which
successfully improved the performance by
removing a sign bit of Golomb-Rice (GR)
codes and reduced half silicon area.

FLOWCHART OF HUFFMAN ALGORITHM

1

Arrange source symbols 1n descending order of
probabilities
N
v
Merge two of the lowest prob.
Svmbols into one suberoup

:

Assign zero & one to top and
Bottom branches. respectivelv

Isthere  more than
one unmerge node?

Stop, read transition bits on the branches from
top to bottom to generate codewords

Fig. 4 Flow chart of Huffman algorithm

G. Encryption Encoder

Encryption Encoder prevent the personal
information from being cracked. It is a
technique used to transfer the plaintext to
ciphertext for WBSNs. EEC is based on
ElGamal cryptography which is a kind of
asymmetric  encryption coding.ElGamal



algorithm is an efficient way to prevent the
personal information by using two key and
they are, public key and private key. Public
key s an confidential parameter and private
key is an open parameter.

XN

Multiplier Sub Sub Sub

PA.:I ) e R
e2f ¥ = = =
o 2] ]
ip 2p 2p
40 40 40

Fig. 5 Architecture of the proposed encryption

encoder

where p is the plantext,e2 is the public key
Fig. 5 shows the architecture of the proposed
encryption encoder. It consists of 1
multiplier, 3 subtractors, and 4 multi-
plexers. The remainder values ciphertext Ci
were calculated. Finally, the simplied
encryption encoder provides both low-cost
architecture, and produces better security for
the proposed MCU design.

To be able to decrypt the ciphertext which
is sent from sensor node, the private key is
used. The wireless sensor nodes used public
keys to encrypt the personal information, but
they cannot use the public key to decrypt the
ciphertext. However, the private key set by
the administrator is the only one which can
decrypt the text

H. Error Correct Coding

ECC can used to increase the reliability
for wireless transmission. The Encrypted
data is given to the block.ECC add an
additional bit called redundancy code before
transmission.So th receiver can able to
check whether transmission data are correct
or not before decoding.It is also used to
decrease the transmission error.
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H. Universal Asynchronous Receiver/

Transceiver Interface

UART is used to transmit the bit stream to

other devices. It communicate between
hardware and PC.

IV. EXPERIMENTAL RESULT

This work was synthesized by using a
Xilinx ISE software. Xlinx software controls
all aspects of the design flow.

Fig 6 shows the Design summary of
proposed MCU design.Design Summary
provides access to design reports, messages,
and summary of results data. Message
filtering can also be performed.Design
Utilities Provides access to symbol
generation, instantiation templates, viewing
command line history, and simulation
library compilation.User constraints
provides access to editing location and
timing constraints.

Fig.6 Design Summary of Proposed MCU

Fig.7 shows the coding window of the
proposed MCU design. In computing, a
linear-feedback shift register (LFSR) is a
shift register whose input bit is a linear
function of its previous state. However, an
LFSR with a well-chosen feedback function
can produce a sequence of bits that appears
random and has a very long cycle.



Fig.7 Coding Window of proposed MCU

Fig 8 shows the RTL schematic of
proposed MCU. By using this LFSR
technique various cryptography applications
can be generated by pseudo random
numbers. The overall number of random
state produced by the LFSR is determined
by the feedback polynomial which reduces
the delay to an considerable amount
compare to that of other methods.

T - — =
L =

e e sntaths

Fig.8 RTL Schematic of proposed MCU

Fig 9 shows the stimulation output of the
proposed MCU. When discussing a
sequence of random numbers, each number
drawn must be statistically independent of
the other.

Random number generator is a
computational device to generate a sequence
of numbers or that lack any pattern. LFSR
gives those random pattern generation
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Fig. 10 Stimulated Output

Compared with the previous studies, this
work is better in the block of QRS detector
and an encryption encoder, but has higher
performance, higher security, higher
reliability, higher compatibility, more
functions, and more exibility than previous
designs.

V.CONCLUTION

In this paper, a VLSI architecture of a cost-
efficient and micro control unit (MCU)
design for WBSNs was presented. The novel
hardware-sharing reconfigurable filter was
design for reducing the chip area. To reduce
the possibilities of misdiagnosis and
decrease the transmission power, the lossless
compressor consist of an adaptive trending
predictor and an extensible hybrid entropy
encoder was developed. Through adding an
asymmetric  architecture of encryption
encoder (EEC), the personal information can
be protected while wireless transmission. On
the other hand, an additional architecture of
QRS complex detector was design, which
provided more information of physical
signals such as heart-beats. The simulation
results shows, the proposed MCU design
was synthesized by the VLSI technique.
Compared with previous designs, this work
had better for lower cost, higher
compression rate, more functions, and
higher security than previous studies.
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Abstract — A Code Division Multiple Access
(CDMA) is implemented in an on-chip crossbar
due to its fixed latency, reduced arbitration
overhead, and higher bandwidth. The overloaded
CDMA interconnect (OCI) architecture used is
the Walsh code generator to enhance the capacity
of CDMA (Network on Chip) NoC by increasing
the spreading codes. In the serial OCI crossbar, it
can achieve 100% higher bandwidth, 31% less
resource utilization, and 45% power saving, while
in parallel OCI crossbar it achieves N times
higher bandwidth compared to serial OCI
crossbar at the expense of increased area and

power consumption

Keywords: Code Division Multiple Access (CDMA),
Overloaded CDMA Interconnect (OCI), Network on Chip
(NoC)

[. INTRODUCTION

System on Chip integrates several intellectual
property (IP) blocks into a single chip. All of these
IPs need to communicate in the Gbps range. So the
on-chip communication requirements for these
systems are very demanding. The IP blocks must
comprise an interconnection architecture and several
interfaces to connect the peripheral devices. The
interconnection architecture includes many physical

interfaces and communication mechanisms. On-chip
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data transfer affects the area, performance and the
power utilization of the System on Chips (SoC).
Developing a suitable high-performance on-chip
interconnect architecture has been of supreme
significance while considering the high-speed
computing technologies. Network on Chips (NoC)
provide a way to prevail over the restrictions inherent
in regular bus-based interconnection schemes and
offers several benefits like high throughput, lower
energy dissipation, flexible scalability, and design

reusability.

Code-division multiple access (CDMA) is another
medium sharing technique that leverages the code
space to enable simultaneous medium access. In
CDMA channels, each transmit-receive (TX-RX)
pair is assigned a unique bipolar spreading code and
data spread from all transmitters are summed in an
additive communication channel. The spreading
codes in classical CDMA systems are orthogonal
(cross-correlation between orthogonal codes is zero).
These codes enable the CDMA receiver to properly
decode the received sum via a correlator decoder. To
enable the medium sharing classical CDMA systems
to rely on Walsh— Hadamard orthogonal codes.
CDMA has been used as an on-chip interconnect
sharing technique for both bus and NoC interconnect
architectures. Reduced power consumption, fixed
communication and reduced

latency, system



complexity are the advantages of using CDMA for
on-chip interconnects. A CDMA switch has less
wiring complexity than SDMA crossbar and less
arbitration overhead than a TDMA switch and thus

provides a good compromise of both.

Overloaded CDMA is a well-known medium

access technique deployed in wireless
communications where the number of users sharing
the communication channel is boosted by increasing
the number of usable spreading codes. To increase
the interconnect capacity of on-chip interconnects,
overloaded CDMA concept can be used. Multiple
Access Interference (MAI) limits the capacity of the
CDMA system. By overcoming the MAI problems,
interconnect capacity of the CDMA  can be

significantly increased without degrading the
performance or increasing the resource utilization.
CDMA channel overloading is a known technique
mainly used in wireless communications to increase
the communication channel capacity. This technique
increases the number of elements sharing the
ordinary CDMA bus while keeping the system
complexity unchanged by using simple encoding
circuitry and relying on the accumulator-based
decoder with minimal changes. The conventional
method can be advanced by the TDMA OCI (T-OCI)
and Parallel-OCI (P-OCI) topologies to increase the
bus capacity by 100%. Code overloading for both
topologies relies on exploiting special properties of
the used spreading code set, namely Walsh code
family to add a set of identifiable non-orthogonal
spreading codes. NoCs provide a scalable solution for
large SoCs, but they exhibit increased power
consumption and large resource overheads. To make
the crossbar more efficient, a Parallel Compare and
Compress (PCC) based codec can be used in the

crossbar architecture. This reduces the surplus area
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needed to store the message data. Also, it provides a
security for the data that transmitted through the

crossbar.

The paper is organized as follows
Section II Network on Chip and section III covers
proposed the method of CDMA and section IV
covers Walsh Code Sequence and section V Results

and discussion and conclusion is given in section VI.

II. NETWORK ON CHIP

Network-on-Chip (NoC) is an advanced design
method of communication network into System-on-
Chip (SoC). It provides a solution to the problems of
traditional bus-based SoC. It is widely considered
that NoC will take the place of traditional bus-based
design and will meet the communication
requirements of next SoC design. A router is the key
component and known as the communication
backbone in NoC. Fig 1 shows the basic structure of

NoC.

Fig 1: Basic structure of NoC

The NoC is placed on a single chip, which is
separated into several regular tiles. A tile is a part of
the chip that contains an Intellectual Property (IP)
core or Processing Element (PE) and a network
router, which is the main component in NoCs. The
IP cores are usually heterogeneous in such design
because the applications are heterogeneous. The NoC

can have general purpose processors, application



specific cores, memory modules, input or output
devices and so on. The PE performs computation and
communicates with other PE by messages, which are
sent through the communication network. By using a
Network Adapter (NA), the PE is connected to the
network. Its function is to provide an interface
between the PE and the network. It also specifies

how the communication services are made available

to any PE type.

The NA provides mainly two interfaces: one for PEs
and another one for the network. It handles the
messages generated by the PEs by breaking them into
several smaller units called packets. A packet is the
logical unit of information that is transmitted through
a network route using routers. The packet is
composed of the following parts: a header, a data
payload, and a tail. The packet header is the front of a
packet and it contains the information about the
source and destination NoC routers. This helps the
NoC to decide the path of the packet. The data
payload holds the data transmitted by the PE core
across the NoC. The packet tail marks the end of the
codes for error

packet and typically contains

checking and correction.

The communication channel in NoC is the
combination of transmitter, physical links, and the
receiver. It makes the physical connection between
several PEs. The function of the transmitters is to
convert digital to analog signals and receivers are
used to convert analog signals to digital signal
respectively. Analog signals are carried by a set of
wires or fibers known as the physical link. Some
other important terminals used for communication
purpose in NoC’s are flit and phit. A packet is made

of flow control units, named as flits. A flit is the

minimum unit of information that can be transformed
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across a link and either accepted or rejected. Each flit
is made of one or more physical units called phits.
The phit is the minimum size datagram that can be
transmitted in one link transaction. In most of the

cases, both the flit and phit are equal.

The router is the another important NoC component
which drives the information through the network. It
uses a routing algorithm to determine which of the
possible paths, from source to destination are used as
routes and which route is taken by each particular
packet. Buffers are used at the input ports of the
router to store the flits until the router can handle
them. The router contains a crossbar switch that
provides the means to route the information. A
switching mechanism determines how and when the
data traverses its route in NoC architectures packet
switching is used. That means messages are broken
into a sequence of packets and that packets are

individually routed.

III. PROPOSED METHOD OF CDMA

CDMA is a spread spectrum technique which
encodes the information prior to transmission onto a
communication medium, permitting simultaneous use
of the medium by separate information streams. By
using CDMA encoding, the interconnecting wiring
can be reduced to a certain extent. It relies on the
principle of codeword orthogonality, such that when
multiple code words are summed they do not
interfere completely with each other at any point in
time and can be separated without loss of
information. The channel utilization can be increased
by spreading the channel bandwidth using the spread
spectrum technique. There are two types of mainly

used techniques; one is called Frequency Hopping

Spread Spectrum (FHSS) and is currently and the



second one is called Direct Sequence Spread
Spectrum (DSSS) which is generally used in civil
application systems. CDMA is a spread spectrum
multiple access techniques. A spread spectrum
technique is one which spreads the bandwidth of the
data uniformly for the same transmitted power. A
pseudo-random code which has a narrow ambiguity
function, unlike other narrow pulse codes, is known
as the Spreading code. In CDMA a locally generated
code runs at a much higher rate than the data to be

transmitted.

The main advantages of CDMA technique are listed

below,

» It increases the efficient wuse of

communication media.
» Anti-jam capability.
» Anti-interference capability.
» Low probability of intercept.
» Anti-multipath capability.
» Multi-access capability.

The CDMA technique uses various spreading
codes to encode and decode the message sent and

received. One of them is Walsh code.

Walsh-Hardmard sequences are used in the

CDMA to transmit and receive the signals.

Orthogonal codes are those, which provide a zero
cross-correlation when there is no offset between the
codes. They make use of Orthogonality property,
which refers to dot product between the two
spreading codes, is equal to =zero. Hadamard
transform is one of the best- known code expansion

techniques to generate orthogonal codes. Walsh
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sequences are generated by mapping codeword rows
of a Hadamard transform. Also, it can be generated
by using the Walsh code generator circuit which is
shown in Fig 2. The important property of the Walsh

spreading code is that it obeys the balancing property.

— =1 PARALLEL -

BINARY | GENERATION

docks | counTer

signal inputs
o
ontput of y —j_L/ |w__h
counter | D——L/ :|

signal inputs

Fig. 2 Walsh code generator circuit.

IV WALSH CODE SEQUENCE IN CROSSBAR
SWITCH

The Fig.3 illustrates the high-level architecture of a
CDMA-based NoC router.

"978-81-939386-2-1"

Network
Interface T 1

Fig 3 High-Level Architecture of a CDMA-
based NoC router

The physical layer of the router is based on the
classical CDMA Switch. The classical CDMA
crossbar as shown in Fig. 4 consists of three sections.
They are the encoder section, channel section, and
decoder section. In the encoder part, the spreading
code generator module (Walsh spreading code)

generates binary orthogonal code which has a chip



length of N is XORed with the transmitted data bit
and sent out serially. It indicates that a single bit is
spread in a duration of N clock cycles. The number of
TX-RX ports sharing the CDMA router equals M = N
— 1 for Walsh spreading codes. Serial streams from
all transmit PEs sharing the crossbar are added
together and the binary sum is sent to the decoding

section, which is connected to the receiving ports.

| Decoder for Port X |

Bata 1 . R

|Enﬂ.‘cis1smeAIlPths | ]
|
|
| Zero

. = # 7| 2ecumulator
Spreading code 1 7 COMA

Adder| coey
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Data b

Il = | .,
Spreading code M g | ’ -,
| De-spreading Code %
|
|

Fig.4 Conventional CDMA Crossbar Switch.

Binary  encoding and signalling is multilevel
signalling for implementing the channel adder due to
its superior performance, reliability, and its inherent
support by digital platforms. The decoder is
implemented as a wrapper that crosses correlates the
serialized channel sum with the signature code
assigned to the TX-RX pair. The decoding process is
periodic and the decoding cycle lasts for N clock
cycles. The spreading operation is realized using a
correlator decoder that correlates the received
channel sum with the spreading code assigned to the
TX-RX pair. Two accumulators are used to realize
the correlator decoder. According to the assigned
CDMA code, the received sum is passed to the zero
accumulator when the current chip value is “0” and to
the one accumulator when the chip value is “l,”
which is equivalent to multiplying the crossbar sum
by +1. At the end of the decoding cycle, the decoder

has received the sum of spreading codes or their

= One Damx
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complements encoded according to the data spread
by the transmit ports. Decoding the crossbar sum
containing an orthogonal code or its complement
using other orthogonal codes (cross-correlation)

results in adding the same value to both
accumulators. Decoding the crossbar sum containing
an orthogonal code or its complement using the same
code (autocorrelation) makes the value of one
accumulator greater than the other accumulator by
the number of ones in the code, which equals N/2
spreading codes. The cross-correlation between
orthogonal codes yields zero, while autocorrelation
(multiplying the code by itself or its complement)
yields £N/2. Therefore, the difference between the
one and zero accumulators is always *N/2 for
orthogonal spreading codes. This can be directly
derived for the accumulator decoder using the

correlation definition and Walsh code orthogonal

property.

Overloaded CDMA is a technique used to increase
the number of users sharing the communication
channel is boosted by increasing the number of
usable spreading codes. This concept can be applied
to on-chip interconnects to increase the interconnect
capacity. The CDMA router has M transmit/ receive
ports. The main difference between the overloaded
and classical CDMA routers is that M > N —1 for the
former due to channel overloading. Each Processing
Element is connected to two Network Interfaces
(Nis),

i.e., the transmit and receive Network

Interface modules.

During the data transmission from a PE, the packet
is divided into flits to be stored in the transmit NI
first-input first output (FIFO). The router arbiter then
selects M winning flits at most from the top of the

Network Interface FIFOs to be transmitted during



the current transaction. Each of the selected flits has a
destination address to avoid the conflicts and a
winner from two conflicting flits is selected. This is
done on the basis of the router’s priority scheme. The
employed priority scheme is the fixed winner that
takes all priority schemes; only one of the
transmitters is given a spreading code and is

acknowledged to start encoding.

Once this process is completed, the router then
assigns CDMA codes to each of the transmit and
receive Network Interface (NI). Network Interfaces
with empty FIFOs or conflicting destinations are
assigned all-zero CDMA codes such that they do not
contribute Multiple Access Interference (MAI) to the
CDMA channel sum. Afterward, flits from each NI
are spread by the CDMA codes in the encoder
module. The data are spread into N chips, where N is
the CDMA code length that equals the number of
clock cycles in a single crossbar transaction. Spread
data chips from all encoders are summed by the
CDMA crossbar adder and the sum is sent out
serially to all decoders. The encoding/decoding
process lasts for N synchronized via a counter. At
each decoder, a code is cross-correlated with the
received sum to decode the data from the summed
chips. The decoded flits are stored in the receive NI

FIFOs until they are read by the PEs.

Two architecture variants of the crossbar can be
implemented by using the same structure. They are
TDMA Overloaded on CDMA Interconnect (T-OCI )
and Parallel Overloaded CDMA Interconnect (P-
OCI). The non-orthogonal codes imitate the TDMA
signalling scheme. The encoding/decoding scheme
used in the architecture provides a novel approach
that enables coexistence between CDMA and TDMA

signals in the same shared medium. Therefore, the
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developed encoder is called TDMA overloaded on
CDMA (T-OCI). The Parallel
Overloaded CDMA Interconnect (P-OCI) crossbar

interconnect

employs the same Walsh and Overloaded Codes as
the T-OCI crossbar; however, the data spreading and

decoding are parallelized.

There are several advantages for the overloaded

CDMA crossbar when compared with the

conventional CDMA crossbar. They are:

> Increases the channel capacity

In Overloaded CDMA the number of users sharing
the communication channel is boosted by increasing
the number of usable spreading codes. This increases

the channel capacity.

> Reduction in area

The area can be reduced by using the PCC based
architecture. Because the area needed to store the
data bits can be reduced by the compression

technique.

> Fixed communication latency

The CDMA technique only offers fixed
communication latency. The conventional CDMA
and T-OCI crossbar variants exhibit the same latency,
which is N clock cycles because a single data bit is
spread in N chips. The latency of the P-OCI crossbar,

however, is only one cycle.
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V. RESULTS AND DISCUSSIONS

1. SIMULATION OUTPUT FOR CDMA

Fig.6 Simulation output for CDMA receiver
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2. SIMULATION OUTPUT FOR

TRANSMITTER SECTION

Fig.7 Simulation output for transmitter section
3. SIMULATION OUTPUT FOR COUNTER

[ I ————
eyl NNl Nl el

Fig.8 Simulation output for counter
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4. SIMULATION OUTPUT FOR
DEVELOPMENT OF COUNTER IN WALSH
CODE GENERATOR

Fig.11 Simulation output for non-orthogonal

sequence

6. RTL SCHEMATIC FOR ENCODER
Fig.9 Simulation for counter + walsh code output

5. SIMULATION OUTPUT FOR
ORTHOGONAL AND NON-ORTHOGONAL
SEQUENCES

i a8

Fig.10 Simulation output for orthogonal

Fig.12 Signal representation

sequence
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Fig. 13 RTL representation

Fig. 14 Technology
7. SIMULATION OUTPUT FOR ENCODER

v Hax
!

Fig.15 Simulation output for encoder
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Table I Hardware Utilization

Device Utilization Summary

Slice Logic Utilization Used | Available Utilization
Number of Slice Registers 25 126,800 1%
Numberused as Flip Flops 25
Number of Slice LUTs 18 63,400 1%
Numberused as logic 18 63,400 1%
Numberusing 06 output only 18
Number of occupied Slices 8 15,830 1%
Number of LUT Flip Flop 20
pairs used -

Number with an unused LUT 2 20 10%
Ng.mber of fully used LUT-FF 18 20 20%
pairs
Number of unique control sets 1
Number of slice register sites 7 126.800 1%
lost to control set restrictions
Number of bonded IOBs 13 210 6%
Number of 1 12 3%
BUFG/BUFGCTRLs
Numberused as BUFGs 1
Average Fanout of Non-Clock

e 1.72
Nets

From the table, the number of slice registers used
is 25 and the available bits are 126,800 and the
utilization is 1%. The total number used as flip-flops
is 25. The number used as logic and the number of
slice LUTs used is 18 and bits available is 63,400 and
the utilization is 1%. The number using O6 output
only is 18. The number of occupied slices used is 8
and the available bits are 15,850 and the utilization is
1%. The number of LUT flip-flop pairs used is 20.
The number with an unused LUT used is 2 and the
available bits are 20 and the utilization is 10%. The
number of fully used LUT-FF pairs used is 18, the
available bits are 20 and the utilization is 90%. The
number of unique control sets used is 1. A number of
slice register sites lost to control set restrictions used
is 7 and the available bits is 126,800 and the
utilization is 1%. The number of bonded 10Bs, used
in this project is 13 and available IOBs are 210 and
The

utilization is 6%. numbers of



BUFG/BUFGCTRLSs used are 1 and the available bits
are 32 and the utilization is 3%. The number used as
BUFGs is 1. The average fan-out of non-clock nets is

1.72.

It is clear that power consumption is low
compared to the previous works and also TRNG plus

digital processor produces high randomness number.

V. CONCLUSIONS

One of the most important factors which affect the
performance of the system on chips is on-chip
interconnects. The most suitable interconnection
method which is capable of addressing several high-
performance applications is Network on Chip. The
widely used method to implement on-chip crossbars
is Code Division Multiple Access (CDMA).
Overloaded CDMA is used to intensify the capacity
of the CDMA based Network on Chip and to
overcome the problems due to Multiple Access
Interference (MAI). In overloaded CDMA, the
communication channel is overloaded with non-
orthogonal codes to increase the channel capacity.
Two crossbar architectures that leverage the
overloaded CDMA concept namely, T-OCI and P-
OCI are advanced to increase the CDMA crossbar
capacity. To make the crossbar more efficient a PaCC
codec is implemented in between the adder and the
decoder section. It uses a PRLE scheme and observes
the continuous flow of 0/1. If they are all O or 1, all
the k bits are bypassed in one clock cycle. In addition
to the compression of data it also provides security by
encrypting the data. The simulation results show that
the PaCC based crossbar become more efficient by

effectively balance the area and performance.
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Abstract— In this paper, an adaptive relay node selection
algorithm based on the opportunity is proposed to balance the
network energy consumption. we analyze the SER and outage
probability of opportunistic relay selection in a set-up using
decode and forward and where the available channel state
information (CSI) is not available. The relay is selected
opportunistically to maximize the end-to-end signal to noise
ratio received at the destination. At destination Maximal Ratio
Combining(MRC) is done to exploit diversity. The statistics in
terms of (PDF) and (CDF) have been derived and used for
determining outage probability for varying channel conditions.
The outage performance and SER with fixed and opportunistic
relaying have been compared. It has been shown that the
proposed algorithm can improve the network performance by
deferring the earliest death time of the nodes, balancing the
energy consumption of each node, and extending the network
life cycle.

Keywords—pro-active relaying,Channel state information,
WSN, cooperative relaying, outage probability.

L INTRODUCTION

In recent years, there has been a rapid development in
building and deploying sensor networks which is promoted
by the recent advances in MEMs-based technologies and
low-power short range radios. With the advantage of
broadcast in wireless medium, cooperative communication
is proposed, which allows multiple nodes to simultaneously
transmit the same packet to the receiver so that the
combined signal at the receiver can be correctly decoded.
Since the cooperative communication can reduce the
transmitter power and extend the transmission coverage, it
has been widely advocated in terms of increased capacity,
improved transmission reliability, spatial diversity. The
research of classical cooperative relay communication
technology has focused on the improvement of system
performance, but takes no account of the energy efficiency
of the system. At present, from an energy efficiency stance,
the literature [2,3] demonstrated that the energy
consumption of the wireless communication network can be
improved by cooperative diversity techniques. This paper
proposes an adaptive relay node selection algorithm based
on opportunity with the purpose of balancing node energy
consumption, making the node to be more efficient and
working in longer hours, and improving the performance of
wireless sensor network (WSN), which can effectively and
greatly achieve a balance of network energy consumption
and extend the life cycle of the wireless sensor network.
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II.  RELATED WORKS

n [6], it has been shown that a decentralized relay
selection protocol based on opportunistic feedback from the
relays yields good throughput performance in dense wireless
networks. This selection strategy supports a hybrid-ARQ
transmission approach where relays forward parity
information to the destination in the event of a decoding
error. Such an approach, however, suffers a loss compared
to centralized strategies that select relays with the best
channel gain to the destination. This paper closes the
performance gap by adding another level of channel
feedback to the decentralized relay selection problem. It is
demonstrated that only one additional bit of feedback is
necessary for good throughput performance.

In [7], a fully opportunistic relay selection scheme to
study cooperative diversity is employed in a semi analytical
manner. In the framework, idle Mobile Stations (MSs) are
capable of being used as Relay Stations (RSs) and no
relaying is required if the direct path is strong. The relay
selection scheme is fully selection based: either the direct
path or one of the relaying paths is selected. Macro
diversity, which is often ignored in analytical works, is
taken into account together with micro diversity by using a
complete channel model that includes both shadow fading
and fast fading effects. The results show that the relay
selection gain can be significant given a suitable amount of
candidate RSs.

In [8], the authors develop a framework to analysis the
reliability-reliability tradeoff (RRT) and security-reliability
tradeoff (SRT) in the random CRNSs, where the security and
reliability are quantified in terms of secrecy outage
probability and connection outage probability. The RRT
evaluates performance tradeoff between the primary and the
secondary networks and the SRT evaluates the performance
tradeoff inside the secondary network. Furthermore, they
propose an opportunistic relay selection (ORS) scheme to
enhance the secondary confidential transmission. It is
demonstrated that the ORS scheme significantly improves
the RRT and SRT as the density of relays increases, and
outperforms the conventional direct transmission when the
density of relays is larger than a certain value.

Wireless Sensor Networks (WSNs) consists of a large
no. of sensor nodes which are usually battery powered and
designed to operate for a long period of time .Consequently,
minimizing the energy consumption is a very important
consideration in WSNs. In this paper the focus is on the
usage of opportunistic relay selection algorithm for the
purpose of improving the performance of cooperative
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network. The outage probability analysis of the proposed
relay selection algorithm has been compared with fixed
relaying system and it has also been shown that the network
performance is improved by extending network life cycle.

III. SYSTEM MODEL

We assume that wireless sensor cooperative
communication network contains n sensor nodes and a
destination node, in which n sensor nodes can work as a
source node to send data,

* Source node or
" candidate relaynode

§: Source node
R: RelayNode
D: Destination node

Figure 1: System Model

and also function as a relay node to forward data, as is shown
in Fig. 1. We assume that the relay node is selected from the
candidate relay nodes. According to the requirement of the
bit error rate (BER) threshold, we select the relay node that
BER is lower to assist the source node to send information to
the destination node. The BER threshold is the direct link
BER.

In this system, besides the channel between the source
node (S) and destination node (D), there also exist channels
between the source node and each relay node (R) and each
relay node and destination node. dsd represents the distance
from S to D, dsri between S and R, and drid between R and
D. In the model above, the entire relay process can be
divided into two time slots [7].

In time slot 1, S sends the information data to R and D,
then the received signals Ys»(#) and Ysa(2) come, respectively,
from R and D:

Yor(t) = NP ahg,x(t)+ns,
Ysa(t) = NPahgax(t)+ngq (1)

P, is the transmission power of S, A, and A4 are the
channel coefficients of S to R and to D, and n,, and n, are
the corresponding Gauss white noise.

In time slot 2, R will forward the message to D, at which
D receives the signal Yrq(?) from the relay node that is given:

Yra(t) =NPrhyax(t)+n,.q 2-1)
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PR means the transmission power of R, A, represents the
channel coefficient of R to D, and n.s shows the
corresponding additive Gauss white noise. Without loss of
generality, we suppose that ny,, nsq4, and n,q are subject to a
Gaussian distribution with a mean of zero and a variance of
Ny. If the relay node adopts the AF relaying mode, then there
is

Yra()= Phy.a Ysr(t) 41150 (2-2)

p is the relay amplification factor. If D adopts the
maximum ratio combination, the received signal of the
destination node is

Y(t)=w:Ysa(t)+w2Yra(t) 3)

w; and w; are weighted factors. This paper assumes that the
transmission adopts the BPSK modulation method.

IV. PROPOSED OPPORTUNISTIC RELAY SELECTION
ALGORITHM

We assume that all the nodes are half duplex; hence the
transmission between s-d takes place in two time slots. At
the start of each coherence time a relay 1+ is
opportunistically selected from the set of relays and this
method is called proactive relay selection which is more
energy efficient and outage optimal method [4]. We assume
that each terminal is equipped with a single antenna. Here
hss; hei and hig are denoted as fading coefficients of the
channels between the source s and destination d, the source
s and the i relay and the i" relay and destination d,
respectively. The channel is modeled as at fading Rayleigh
distributed with variances 6% 6%, and o624 Tespectively.
We assume that the additive noise is zero-mean complex
Gaussian with variance NO in all channels.

N first prese Source transmit o already decided best relay In second phase the best reley forward to the destination
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Figure 2: Proactive Opportunistic Relaying

The basic description of Proactive opportunistic relaying
here best relay is known to all before the communication
starts and in 2nd phase the best relay cooperates by
forwarding the information signal to destination.



The flow chart of the OAR selection algorithm proposed in
this paper is shown in the Fig. 2. In this paper, such a cycle
is called a round number or a wheel. The OAR selection
algorithm is considered from the goal of meeting the
minimum BER requirement. That is to say, the BER of the
data transmission from S to D is calculated firstly, and set it
as the threshold for selecting candidate relay nodes. Then,
the relay node calculates the average BER at the time of
forwarding data, and automatically determines whether the
average BER is less than the BER threshold. If so, these
relay nodes constitute a set of candidate relay nodes that
assist the source node to complete data transmission
efficiently.

In AF relay mode, the SNR (signal to noise ratio) of the
receiver with its maximum ratio is

Ya=7 + Z Ysr¥r.d
d s5.d 'J"S,r+}'r?".d+ 1 (4)

Vsd= Pa|hsdl?/ Mo represents the SNR of the direct link,
Vsr= Pa|hsr|2/ Mo represents the receiver SNR of R,
Via= Pr| hrd|?/ No represents the receiver SNR of D from R.

Under the circumstances of high SNR, 1 in formula (4) can
be ignored and be approximated as

Yor¥r.d

Ya = Vsg T+
? ]”s.r"i' ¥r.a %)

According to the basic knowledge of communication theory,
the BER formula based on SNR can be expressed as

P.=Qy ky,.

The constant & is related to the modulation mode.

V. SYMBOL ERROR RATE ANALYSIS

Symbol Error Rate is a metric which signifies that out of
transmitted symbols, what is the probability of getting
information signal in error at the receiver.

The constant k is related to the modulation mode. In binary
phase shift keying, the value of K is 2,

-1

-t
Q[_-xj = 111"10.'2?{ _I::m eTl'l'r .

In this way, the BER formula can be used to calculate the
direct transmission link. That is, the BER of Sto D is

F, (d) =@ (\."II@ (6)

Similarly, we can calculate the BER from S to the candidate
relay node R;, that is
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F, [S,R:-] = Q(\. "T‘f}'s.r) . (6.1)
The candidate relay node has two kinds of cases: correct
reception and incorrect reception.

set BER threshold

*' -

Select the relay node andcal average BER

v

Whether less than

threshold

constitute the candidate relay node set

Vl o

I
Relay nodes participate in the data forwarding from the candidate relay node set

'

| |
Caleulate the residual energy of the selected relay node

'

P
“hej:her the residual
energy is less than

<11]% of initial energy of
the selected node

Node die

Y

Figure 3: The flow chart of the Opportunistic relay selection
algorithm

When the candidate relay node R; receives correctly, with
the help of a single R; the BER from S to D can be
expressed as



PS {:S’ Ri’ D] = QJH(YS_.d + }rr,d) (6.2)

When the candidate relay node R; receives incorrectly, it
does not transmit power, which means that it does not assist
in transmitting information. At this time, the BER between S
and D can be expressed as

P,(5,D0) = Q(Vky.q) (6.3)

Thus, when a single relay node R; is selected, its average
BER can be expressed as

P,(i) = (1-P,(S,R)) *P,(S,R, D) + P,(S,R) = P,(S, D)
(7

In this Opportunistic relay selection algorithm, the relay

nodes that meet the requirement of BER P(i) < P«(d)

making up the candidate relay nodes assist the source node
to complete the efficient transmission of data together.

It has been shown that [8] the average SER can be
determined using Moment Generating Function(MGF)
based approach. The average SER expressions obtained are
tight lower bounds for the average SER
MGF can be expressed by using PDF as

) = [ £,6) e
o (8)

Where f.(x) is the PDF of the SNR. And with the help of
SNRs MGF average SER for M-ary PSK modulated signal
can be determined as

[M—-13yT
M

M, ( g

1
SER =— -
wiy sin‘d

df
) )

Where M is for M-ary PSK modulation and
T

g = Sin® (E)

SER for threshold opportunistic relaying (from this paﬁ)er)
SERgz = Foyr {Trsr:]&r {}’sdj + {1 = Poyr {Tsr':] }Pé*?' {}’3 (10)

WhereY s and Y denotes the SNR of link s - d and end-to-
end SNR respectively. The term Pou(Ys)Per(¥Yss) denotes
the event of error, when threshold at relay is not met means
the link s-r+ is in outage and so at destination the only
available signal is from source. While the term (1-
Pout(Ys-)PeY p) signifies the event of error, when at relay the
threshold criteria is met means the instantaneous SNR of the
link s-r+ is greater than the threshold, and so it cooperates by
forwarding the signal to destination and now the signals
available at destination are from source and relay both.

VI. OUTAGE PROBABILITY ANALYSIS
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The Outage probability is defined as the probability that the
end-to-end SNR falls below a certain threshold value Y as

Pout = By < yp) = E(r) = J‘”nﬂ.{x] dx (11)

Where fr(x) is the PDF of SNR.

VII. SIMULATION RESULTS

The plot in Fig 4 the SER of opportunistic relay selection
algorithm and Fixed relaying is compared and has been
Plotted. The SER expression derived in section IV. The
results shown are for k(no.of relays)=5.

Symbol Ermor Rate{SER)

25
SNR(dE)

Fig 4: Comparison of Symbol Error rate for
relaying and fixed relaying

opportunistic

Figure 5: Comparison of Outage Probability performance for
opportunistic relaying and fixed relaying.

The plot in Fig 5 the Outage probability of
opportunistic relay selection algorithm and Fixed relaying is
compared and has been Plotted. The results shown are for
k(no. of relays)=5.



The plot in Fig 6 aims to show that how is our system
performance going to change if the numbers of relays are
different here for the same channel condition different
number of relays have been taken into account. Here result
has been shown for 3; 4 and 5 number of relays are
cooperating in opportunistic relaying. For increase in the
number of relays the system performance improves
approximately by an order of more than 1 dB for increase in
number of relays BPSK modulation.

Outage Probability

35
SNR(dB)

Figure 6:0utage Probability of opportunistic relaying with
varying number of relays.
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Figure 7: The number of Dead nodes.

In order to verify the validity of the proposed OAR
selection algorithm, the number of network dead nodes of
three algorithms is compared under the same initial energy.
As shown in Fig 7, since the direct transmission is not taken
into account of the adaptive adjustment process of the node
based on the opportunity, the number of dead nodes in the
direct transmission is more than the minimum energy
consumption transmission and OAR selection algorithm
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transmission. At the same time, the minimum energy
consumption standard to select relay node, it does not count
the average energy consumption of all nodes, thus
accelerating the death time of the first node.

VIIL

Opportunistic relaying is one of the best relaying protocol
to get diversity it provides with a diversity gain of K+1,
where K is number of relays. Only one relay is engaged in
cooperation and only one additional time slot is required for
the overall communication and thus it increases the network
efficiency and bandwidth efficiency. The threshold based
opportunistic relaying performs better than non-threshold
based opportunistic relaying as propagation error is
minimized in former. It is found that the proposed OAR
algorithm can improve the network performance by
deferring the earliest death time of the nodes, balancing the
energy consumption of each node, and extending the
network life cycle.

CONCLUSION
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Abstract - To develop templates so as to do all the

combination of mathematical operations
occurring DSP is much simpler manner. In this
we develop a new architecture so as to develop
those combination of templates depending upon
the operation of the DSP. These templates can
be wused whenever the combination of

mathematical equations occur such as

A(X+Y)+k, for this equation we can develop
template with combination addition and
multiplication, the advantage of these templates
are, whenever these combination operation
make use of the

occur, we can directly

architecture and make the operation in DSP

easy.

Keywords:- Digital Signal Processing
(DSP)
I. INTRODUCTION

Digital Signal Processing normally

consists of lots of addition, multiplication and
subtraction operation for it different applications.
The multiplication operation is a vast and time
consuming process, which consists of partial
products. Booth multipliers are used in the
architecture to reduce the partial product since in
DSP we have multiplication operations also, as in
normal multiplication we have n partial products
so by using booth multiplier we can reduce the
partial product by n/2, which is also known as
radix-4. Modern high-end

systems  target

application domains  requiring  efficient
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implementations of computationally intensive

digital signal processing (DSP) functions. The

incorporation  of  heterogeneity through
specialized hardware accelerators improves
performance, gain and reduces energy
consumption.  Although  application-specific

integrated circuits (ASICs) form the ideal
acceleration solution in terms of performance and
power, their inflexibility leads to increased silicon
complexity, as multiple instantiated ASICs are
needed to accelerate various kernels

We  propose a  high-performance
architectural scheme for the synthesis of flexible
hardware DSP

accelerators by combining

optimization  techniques from both the
architecture and arithmetic levels of abstraction.
We introduce a flexible datapath architecture that
exploits CS optimized templates of chained
operations. The proposed architecture comprises
flexible computational units (FCUs), which
enable the execution of a large set of operation
templates found in DSP kernels. The proposed
accelerator architecture delivers average gains of
up to 61.91% in area-delay product and 54.43%
in energy consumption compared to state-of-art
flexible datapaths sustaining efficiency toward
scaled technologies. The arithmetic optimizations
at higher abstraction levels than the structural
circuit one significantly impact on the datapath

performance.



In timing-driven optimizations based on
carry-save (CS) arithmetic were performed at the
post-Register Transfer Level (RTL) design stage.
In common sub expression elimination in CS
computations is used to optimize linear DSP
circuits. Developed transformation techniques on
the application’s DFG to maximize the use of CS
arithmetic prior the actual datapath synthesis. The
aforementioned CS optimization approaches
target  inflexible datapath, ie., ASIC,
implementations. CS representation has been
widely used to design fast arithmetic circuits due
to its inherent advantage of eliminating the large
chains. CS

carry-propagation arithmetic

optimizations rearrange the application’s DFG
and reveal multiple input additive operations (i.e.,
chained additions in the initial DFG), which can
be mapped onto CS compressors. The goal is to
maximize the range that a CS computation is

performed within the DFG.

II. TEMPLATES

The paper already existing templates
consists of either full of addition operation or either
multiplication, there was no combination of both

multiplication and addition operation in a single

template was available. So in this available
templates it can only be used for either
addition/subtraction and next template for

multiplication, so if in DSP a combination of
addition/subtraction and multiplication occurs, we
have to make use of two template combination to
form that equation, which makes the work and
operation complicated. The Booth recorder which
is used to reduce or minimize the partial product
consists of SMB section for addition of the inputs
and then to the output of the same the third input as
X is given for multiplication. The CSA is the
arithmetic used to do the multiplication process, the

main advantage of CSA is that is reduces the carry
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and the final block used is Carry Look Ahead
(CLA).
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Fig 1:- Block of Combinational Templates

This templates can be used for equation
such as (A+B) +C-D, we have just multiplication
operation templates which can be used for equation
such as (A.B),
(A+B).(C+D) we should make use both the

and for operation such as
templates which hence results in complication and
vast operation. So in order to avoid this we develop
new architecture to develop the combination of
templates with addition/subtraction and
multiplication available in single template which
makes the work easy by increasing the performance
and reducing the delay and more makes the work

simple.

The figure shows the modified templates
with combination of addition and multiplication
combination. The Modified booth is used to reduce
the partial product by n/2 to make the
multiplication operation with minimum number of
partial product. In the already existing architecture
of Booth we have adder for addition of inputs and
then the output of it as Y is given to the MB section
with a third input X for multiplication. Since the
adder used separately for addition causes some
amount of delay because of critical path delay. So
in order to reduce this delay we develop a new
architecture for this MB where we fuse the MB

with Sum to get a new section known as SMB,

where the inputs for addition is directly given to the



SMB and we get an output as Y to which we give a
third input X to the SMB itself. So all the inputs are
directly given to SMB, this reduces the critical path
delay which was caused because of separate adder
used. It shows the already existing MB and shows

the Booth with new introduce architecture as SMB.

In the SMB we have three different
schemes to the operations which mainly consists of
adders such as full adder, half adder, conventional
full FA* and FA**

conventional half adder as HA* and HA**,

adder as and also
So in
order to avoid this we develop new architecture to
develop the combination of templates with
addition/subtraction and multiplication available in
single template which makes the work easy by
increasing the performance and reducing the delay
and more makes the work simple. Since the adder
used separately for addition causes some amount of
delay because of critical path delay. So in order to
reduce this delay we develop a new architecture for
this MB where we fuse the MB with Sum to get a

new section known as SMB.
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Fig 2 :- Block of existing Modified booth

Proceedings of 4th International Conference on Latest Trends in Electronics and Communication ISBN

48

As in this figure we can see an adder used
for addition of two inputs A and B, which thus
results in critical path delay at Y, so in order to
reduce this we have a new architecture of SMB .
Booth multiplication algorithm consists of three
major steps as shown in the structure of booth
algorithm figure that includes generation of partial
product called as recoding, reducing the partial
product in two rows, and addition that gives final

product.

For a better understanding of modified
booth algorithm & for multiplication, we must
know about each block of booth algorithm for
multiplication process. This modified booth

multiplier is wused to perform high-speed

multiplications using modified booth algorithm.

This  modified booth  multiplier’s
computation time and the logarithm of the word
length of operands are proportional to each other.
We can reduce half the number of partial product.
Radix-4 booth algorithm used here increases the
speed of multiplier and reduces the area of
multiplier circuit. In this algorithm, every second
column is taken and multiplied by O or +1 or +2 or
-1 or -2 instead of multiplying with O or 1 after
shifting and adding of every column of the booth

multiplier.

Thus, half of the partial product can be
reduced using this booth algorithm. Based on the
multiplier bits, the process of encoding the
multiplicand is performed by radix-4 booth
encoder. The composition of an array multiplier is,
there is a one to one topological correspondence
between this hardware structure and the manual
multiplication . The generation of n partial products

requires N*M two bit AND gates.

: "978-81-939386-2-1"
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III. RADIX 4 BOOTH ALGORITHM

The steps given below represent the radix-4
booth algorithm:

a) Extend the sign bit 1 position if necessary
to ensure that n is even.

b) Append a O to the right of the least
significant bit of the booth multiplier.

¢) According to the value of each vector,
each partial product will be 0, +y, -y, +2y
or -2y.

If we take the partial product as -2y, -y, 0, vy,
2y then, we have to modify the general partial

product generator.

Yij.
}-T)—

Partial
Product

Y 2Y

Fig 4:- Partial product generator
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Now, every partial product point consists
of two inputs (consecutive bits) from multiplicand
and, based on the requirement, the output will be
generated and its complements also generated in
case if required. The 2’s complement is taken for
negative values of y. There are different types of
adders such as conventional adders, ripple-carry
adders, carry-look-ahead adders, and carry select
adders. The carry select adders (CSLA) and carry-
look-ahead adders are considered as fastest adders
and are frequently used. The multiplication of y is
done by after performing shift operation on y — that

is —y is shifted to the left by one bit.

Hence, to design n-bit parallel multipliers
only n2 partial products are generated by using
booth algorithm. Thus, the propagation delay to run
circuit,

complexity of the circuit, and power

consumption can be reduced.

Multiplicand A

Partial Product Generator

Multiplier B =3

1aposuly

‘ Final Product

ProductA'B

Fig 5: -Modified booth flow chart

Booth multiplication algorithm or Booth
algorithm was named after the inventor Andrew

Donald Booth. It can be defined as an algorithm or

"978-81-939386-2-1"



method of multiplying binary numbers in two’s
complement notation. It is a simple method to
multiply binary numbers in which multiplication is
performed with repeated addition operations by

following the booth algorithm.

Again  this booth algorithm for
multiplication operation is further modified and
hence, named as modified booth algorithm. Booth's
algorithm examines adjacent pairs of bits of the 'N'-
bit multiplier Y in signed two's complement
representation, including an implicit bit below the
least significant bit, y—1 = 0. For each bit yi, for i
running from 0 to N — 1, the bits yi and yi—1 are
considered. Where these two bits are equal, the
product accumulator P is left unchanged. Where yi
=0 and yi—1 = 1, the multiplicand times 2i is added
to P; and where yi = 1 and yi—1 = 0, the
multiplicand times 2i is subtracted from P. The
final value of P is the signed product. The carry
save arithmetic is variety of arithmetic-dominated

circuits.

Carry save arithmetic occurs naturally in a

variety of DSP applications, and further

opportunities to exploit it can be exposed through
systematic data flow transformations that can be
applied by a hardware compiler. Field-
programmable gate arrays (FPGAs), however, are
not particularly well suited to carry-save arithmetic.
To address this concern, we introduce the ‘“field
programmable counter array” (FPCA), an
accelerator for carry-save arithmetic intended for
integration into an FPGA as an alternative to DSP

blocks.

In addition to multiplication and multiply

accumulation, the FPCA can accelerate more

general carry-save operations, such as multi-input
addition (e.g., add integers) and multipliers that

have been fused with other adders. Our
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experiments show that the FPCA accelerates a wide
variety of applications than DSP blocks and
improves performance, area utilization, and energy
consumption compared with soft FPGA logic. The
extension for the above project is Multiplier.

Experimental results are seen by using Xilinx ISE .

Modern embedded systems target highend

application domains requiring efficient

implementations of computationally intensive
digital signal processing (DSP) functions. The
incorporation of heterogeneity through specialized
hardware accelerators improves performance and
Although

(ASICs)

reduces energy consumption

application-specific integrated circuits
form the ideal acceleration solution in terms of
performance and power, their inflexibility leads to
increased  silicon complexity, as multiple
instantiated ASICs are needed to accelerate various
kernels. Many researchers have proposed the use of
domain specific coarse-grained reconfigurable
accelerators in order to increase ASICs’ flexibility
without their

significantly =~ compromising

performance.

High-performance flexible data paths have
been proposed to efficiently map primitive or
chained operations found in the initial dataflow
graph (DFG) of a kernel. The templates of complex
chained operations are either extracted directly
from the kernel’s DFG or specified in a predefined
behavioral template library. Design decisions on
the accelerator’s data path highly impact its
efficiency. Existing works on coarse grained
reconfigurable data  paths

mainly  exploit

architecture-level optimizations, e.g., increased
instruction-level parallelism (ILP). The domain
specific architecture generation algorithms and
vary the type and number of computation units
achieving a customized design structure. The

flexible architectures were proposed exploiting ILP



and operation chaining. Recently aggressive

operation chaining is adopted to enable the

computation of entire sub expressions using
multiple ALUs with heterogeneous arithmetic
features.

Field programmable array is The selective
use of carry-save arithmetic, where appropriate, can
accelerate a variety of arithmetic-dominated
circuits. Carry save arithmetic occurs naturally in a
variety of DSP applications, and further
opportunities to exploit it can be exposed through
systematic data flow transformations that can be
applied by a hardware compiler. Field-
programmable gate arrays (FPGAs), however, are
not particularly well suited to carry-save arithmetic.
To address this concern, we introduce the “field
programmable counter array” (FPCA), an
accelerator for carry-save arithmetic intended or
integration into an FPGA alternative to DSP
blocks. In addition to multiplication and multiply
accumulation, the FPCA can accelerate more
general carry-save operations, such as multi-input
addition (e.g., add K>2 integers) and multipliers

that have been fused with other adders.

IV. RESULT AND DISCUSSION

In this section, we present a theoretical
analysis and comparative study in terms of area
complexity and critical delay among the three
recoding schemes that we described in Section III
and the three existing recoding techniques. Our
analysis is based on the unit gate model. More
specifically, for our quantitative comparisons the 2-
input primitive gates (NAND, AND, NOR, OR)
count as one gate equivalent for both area and delay,
whereas the 2-input XOR, XNOR gates count as two

gate equivalent.

51

Proceedings of 4th International Conference on Latest Trends in Electronics and Communication ISBN : "978-81-939386-2-1"

Fig 6:- SMB2 output for four bit numbers

Fig 7: SMB2 output of two bit number in unsigned

form

The area of a FA and a HA is 7 and 3 gate
equivalents respectively. The delays of the sum and
carry outputs of a FA are 4 and 3 gate equivalents
respectively, while those of a HA are 2 and 1. The

output of the SMB2 for a four bit number is shown in



figure 6 and 7 respectively further by this idea we
can develop all the other two schemes and also check
all the outputs. The output of the Modified booth
section is also compared with the already existing
booth and the result of the comparison is that we find
less critical path delay and also increased
performance in the modified booth with SMB

schemes.

V. CONCLUSIONS

This paper focuses on developing an
architecture to produce combinational templates
which can do almost all the combinational operation
available in DSP. We propose a technique for the
direct recoding of the sum of two numbers to its MB
form. We make use of alternative designs of the
proposed S-MB recoder and use the SMB2 scheme in
the MB. The proposed recoding schemes, when they
are incorporated in FAM designs, yield considerable
performance improvements in comparison with the
most efficient recoding schemes. Thus this was a
successful architecture to reduce the delay and
increase the performance to make the modified booth
more effective, and hence the overall performance of

this architecture would be high with minimized

delay.
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Keywords:- Digital Signal Processing (DSP)

I. INTRODUCTION

Digital Signal Processing normally
consists of lots of addition, multiplication and
subtraction operation for it different applications.
The multiplication operation is a vast and time
consuming process, which consists of partial
products. Booth multipliers are used in the
architecture to reduce the partial product since in
DSP we have multiplication operations also, as in
normal multiplication we have n partial products
so by using booth multiplier we can reduce the
partial product by n/2, which is also known as
radix-4. Modern embedded systems target high-
end application domains requiring efficient
implementations of computationally intensive
digital signal processing (DSP) functions. The
through

incorporation  of  heterogeneity

specialized hardware accelerators improves
performance and reduces energy consumption.
Although application-specific integrated circuits
(ASICs) form the ideal acceleration solution in
terms of performance and power, their
inflexibility leads to increased silicon complexity,
as multiple instantiated ASICs are needed to
accelerate various kernels

We  propose a  high-performance
architectural scheme for the synthesis of flexible
hardware DSP

accelerators by combining

optimization  techniques from both the
architecture and arithmetic levels of abstraction.
We introduce a flexible datapath architecture that
exploits CS optimized templates of chained
operations. The proposed architecture comprises
flexible computational units (FCUs), which
enable the execution of a large set of operation
templates found in DSP kernels. The proposed

accelerator architecture delivers average gains of
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up to 61.91% in area-delay product and 54.43%
in energy consumption compared to state-of-art
flexible datapaths sustaining efficiency toward
scaled technologies. The arithmetic optimizations
at higher abstraction levels than the structural
circuit one significantly impact on the datapath

performance.

In timing-driven optimizations based on
carry-save (CS) arithmetic were performed at the
post-Register Transfer Level (RTL) design stage.
In common sub expression elimination in CS
computations is used to optimize linear DSP
circuits. Developed transformation techniques on
the application’s DFG to maximize the use of CS
arithmetic prior the actual datapath synthesis. The
aforementioned CS optimization approaches
target  inflexible  datapath, i.e., ASIC,
implementations. CS representation has been
widely used to design fast arithmetic circuits due
to its inherent advantage of eliminating the large
chains. CS

carry-propagation arithmetic

optimizations rearrange the application’s DFG
and reveal multiple input additive operations (i.e.,
chained additions in the initial DFG), which can
be mapped onto CS compressors. The goal is to

maximize the range that a CS computation is

performed within the DFG.

II. TEMPLATES

The paper already existing templates
consists of either full of addition operation or either
multiplication, there was no combination of both
multiplication and addition operation in a single
template was available. So in this available

templates it can only be used for -either

addition/subtraction and next template for
multiplication, so if in DSP a combination of
addition/subtraction and multiplication occurs, we

have to make use of two template combination to



form that equation, which makes the work and
operation complicated. The Booth recorder which
is used to reduce or minimize the partial product
consists of SMB section for addition of the inputs
and then to the output of the same the third input as
X is given for multiplication. The CSA is the
arithmetic used to do the multiplication process, the
main advantage of CSA is that is reduces the carry
and the final block used is Carry Look Ahead
(CLA).

Fig 1:- Block of Combinational Templates

This templates can be used for equation
such as (A+B) +C-D, we have just multiplication
operation templates which can be used for equation
(A.B),
(A+B).(C+D) we should make use both the

such as and for operation such as
templates which hence results in complication and
vast operation. So in order to avoid this we develop
new architecture to develop the combination of
templates with addition/subtraction and
multiplication available in single template which
makes the work easy by increasing the performance
and reducing the delay and more makes the work

simple.

The figure shows the modified templates
with combination of addition and multiplication
combination. The Modified booth is used to reduce
the partial product by n/2 to make the
multiplication operation with minimum number of
partial product. In the already existing architecture

of Booth we have adder for addition of inputs and
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then the output of it as Y is given to the MB section
with a third input X for multiplication. Since the
adder used separately for addition causes some
amount of delay because of critical path delay. So
in order to reduce this delay we develop a new
architecture for this MB where we fuse the MB
with Sum to get a new section known as SMB,
where the inputs for addition is directly given to the
SMB and we get an output as Y to which we give a
third input X to the SMB itself. So all the inputs are
directly given to SMB, this reduces the critical path
delay which was caused because of separate adder
used. It shows the already existing MB and shows

the Booth with new introduce architecture as SMB.

In the SMB we have three different
schemes to the operations which mainly consists of
adders such as full adder, half adder, conventional
full FA* and FA**
conventional half adder as HA* and HA**.

adder as and also
So in
order to avoid this we develop new architecture to
develop the combination of templates with
addition/subtraction and multiplication available in
single template which makes the work easy by
increasing the performance and reducing the delay
and more makes the work simple. Since the adder
used separately for addition causes some amount of
delay because of critical path delay. So in order to
reduce this delay we develop a new architecture for
this MB where we fuse the MB with Sum to get a

new section known as SMB.
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multiplier circuit. In this algorithm, every second
column is taken and multiplied by O or +1 or +2 or

x Al | B -1 or -2 instead of multiplying with O or 1 after
4 L &
Adder /

Multiplier shifting and adding of every column of the booth

i multiplier.
i = Y
t |=|| Partial Product gg
oo 2 |
P Generator { G Thus, half of the partial product can be
i l e J’ L : reduced using this booth algorithm. Based on the
i
.II \ CSA Tree /// I' multiplier bits, the process of encoding the
i ,' multiplicand is performed by radix-4 booth
! C - S : encoder. The composition of an array multiplier is,
'I \ CLA Adder / : there is a one to one topological correspondence
s : : /
l between this hardware structure and the manual
Z=X Y=X-(A+B) multiplication . The generation of n partial products

requires N*M two bit AND gates.

Fig 2 :- Block of existing Modified booth

major steps as shown in the structure of booth

As in this figure we can see an adder used x A B
s : : Adder-
for addition of two inputs A and B, which thus Multiplier l _______
results in critical path delay at Y, so in order to i - \,
i —
reduce this we have a new architecture of SMB . | —| | Partial Product % ;-
o ) ) I Generator b B Lt
Booth multiplication algorithm consists of three L e [
1]
i

I == 1T
algorithm figure that includes generation of partial : \ CSA Tree

product called as recoding, reducing the partial

L]

C S '
product in two rows, and addition that gives final : e :
i \ CLA Adder / i
product. ‘o ’
For a better understanding of modified LG TtiATE)
booth algorithm & for multiplication, we must Fig 3:- Block of SMB

know about each block of booth algorithm for

multiplication process. This modified booth 1II. RADIX 4 BOOTH ALGORITHM

multiplier is wused to perform high-speed

multiplications using modified booth algorithm. The steps given below represent the radix-4
booth algorithm:

This ~ modified  booth  multiplier’s d) Extend the sign bit 1 position if necessary

computation time and the logarithm of the word to ensure that n is even.

length of operands are proportional to each other. ¢) Append a 0 to the right of the least

We can reduce half the number of partial product. significant bit of the booth multiplier.
Radix-4 booth algorithm used here increases the

speed of multiplier and reduces the area of
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f) According to the value of each vector,
each partial product will be 0, +y, -y, +2y
or -2y.

If we take the partial product as -2y, -y, 0, vy,
2y then, we have to modify the general partial

product generator.

=
)_ Partial
Product
Yi-1-
Neg

Y 2Y

Fig 4:- Partial product generator

Now, every partial product point consists
of two inputs (consecutive bits) from multiplicand
and, based on the requirement, the output will be
generated and its complements also generated in
case if required. The 2’s complement is taken for
negative values of y. There are different types of
adders such as conventional adders, ripple-carry
adders, carry-look-ahead adders, and carry select
adders. The carry select adders (CSLA) and carry-
look-ahead adders are considered as fastest adders
and are frequently used. The multiplication of y is
done by after performing shift operation on y — that

is —y is shifted to the left by one bit.

Hence, to design n-bit parallel multipliers
only n2 partial products are generated by using
booth algorithm. Thus, the propagation delay to run
complexity of the circuit,

circuit, and power

consumption can be reduced.
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Multiplicand A

‘

Multiplier B = Partial Product Generator |

1aposuly

— T

‘ Final Product

v

Product A'B

Fig 5: -Modified booth flow chart

Booth multiplication algorithm or Booth
algorithm was named after the inventor Andrew
Donald Booth. It can be defined as an algorithm or
method of multiplying binary numbers in two’s
complement notation. It is a simple method to
multiply binary numbers in which multiplication is
performed with repeated addition operations by

following the booth algorithm.

Again  this booth algorithm  for
multiplication operation is further modified and
hence, named as modified booth algorithm. Booth's
algorithm examines adjacent pairs of bits of the 'N'-
bit multiplier Y in signed two's complement
representation, including an implicit bit below the
least significant bit, y—1 = 0. For each bit yi, for i
running from 0 to N — 1, the bits yi and yi—1 are
considered. Where these two bits are equal, the
product accumulator P is left unchanged. Where yi
=0 and yi—1 = 1, the multiplicand times 2i is added
to P; and where yi = 1 and yi—1 = 0, the
multiplicand times 2i is subtracted from P. The

final value of P is the signed product. The carry



save arithmetic is variety of arithmetic-dominated

circuits.

Carry save arithmetic occurs naturally in a

variety of DSP applications, and further
opportunities to exploit it can be exposed through
systematic data flow transformations that can be
applied by a hardware compiler. Field-
programmable gate arrays (FPGAs), however, are
not particularly well suited to carry-save arithmetic.
To address this concern, we introduce the ‘“field
programmable counter array” (FPCA), an
accelerator for carry-save arithmetic intended for
integration into an FPGA as an alternative to DSP

blocks.

In addition to multiplication and multiply
accumulation, the FPCA can accelerate more
general carry-save operations, such as multi-input
addition (e.g., add integers) and multipliers that
have been fused with other adders. Our
experiments show that the FPCA accelerates a wide
variety of applications than DSP blocks and
improves performance, area utilization, and energy
consumption compared with soft FPGA logic. The
extension for the above project is Multiplier.

Experimental results are seen by using Xilinx ISE .

Modern embedded systems target highend

application domains requiring efficient

implementations of computationally intensive
digital signal processing (DSP) functions. The
incorporation of heterogeneity through specialized
hardware accelerators improves performance and
Although

(ASICs)

reduces energy  consumption

application-specific integrated circuits
form the ideal acceleration solution in terms of
performance and power, their inflexibility leads to
increased  silicon complexity, as multiple
instantiated ASICs are needed to accelerate various

kernels. Many researchers have proposed the use of
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domain specific coarse-grained reconfigurable
accelerators in order to increase ASICs’ flexibility
without their

significantly =~ compromising

performance.

High-performance flexible data paths have
been proposed to efficiently map primitive or
chained operations found in the initial dataflow
graph (DFG) of a kernel. The templates of complex
chained operations are either extracted directly
from the kernel’s DFG or specified in a predefined
behavioral template library. Design decisions on
the accelerator’s data path highly impact its
efficiency. Existing works on coarse grained
reconfigurable  data  paths

mainly  exploit

architecture-level optimizations, increased

e.g.,
instruction-level parallelism (ILP). The domain
specific architecture generation algorithms and
vary the type and number of computation units
achieving a customized design structure. The
flexible architectures were proposed exploiting ILP
and operation chaining. Recently aggressive
operation chaining is adopted to enable the
computation of entire sub expressions using
multiple ALUs with heterogeneous arithmetic

features.

Field programmable array is The selective
use of carry-save arithmetic, where appropriate, can
accelerate a variety of arithmetic-dominated
circuits. Carry save arithmetic occurs naturally in a
variety of DSP applications, and further
opportunities to exploit it can be exposed through
systematic data flow transformations that can be
applied by a hardware compiler. Field-
programmable gate arrays (FPGAs), however, are
not particularly well suited to carry-save arithmetic.
To address this concern, we introduce the “field
programmable counter array” (FPCA), an
accelerator for carry-save arithmetic intended or

integration into an FPGA alternative to DSP



blocks. In addition to multiplication and multiply
accumulation, the FPCA can accelerate more
general carry-save operations, such as multi-input
addition (e.g., add K>2 integers) and multipliers

that have been fused with other adders.

IV. RESULT AND DISCUSSION

In this section, we present a theoretical
analysis and comparative study in terms of area
complexity and critical delay among the three
recoding schemes that we described in Section III
and the three existing recoding techniques. Our
analysis is based on the unit gate model. More
specifically, for our quantitative comparisons the 2-
input primitive gates (NAND, AND, NOR, OR)
count as one gate equivalent for both area and delay,
whereas the 2-input XOR, XNOR gates count as two

gate equivalent.

Fig 6:- SMB2 output for four bit numbers
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sl B S L, T

Fig 7: SMB2 output of two bit number in unsigned

form

The area of a FA and a HA is 7 and 3 gate
equivalents respectively. The delays of the sum and
carry outputs of a FA are 4 and 3 gate equivalents
respectively, while those of a HA are 2 and 1. The
output of the SMB2 for a four bit number is shown in
figure 6 and 7 respectively further by this idea we
can develop all the other two schemes and also check
all the outputs. The output of the Modified booth
section is also compared with the already existing
booth and the result of the comparison is that we find
less critical path delay and also increased
performance in the modified booth with SMB

schemes.
V. CONCLUSIONS

This paper focuses on developing an

architecture to produce combinational templates
which can do almost all the combinational operation
available in DSP. We propose a technique for the
direct recoding of the sum of two numbers to its MB
form. We make use of alternative designs of the

proposed S-MB recoder and use the SMB2 scheme in
the MB. The proposed recoding schemes, when they



are incorporated in FAM designs, yield considerable
performance improvements in comparison with the
most efficient recoding schemes. Thus this was a
successful architecture to reduce the delay and
increase the performance to make the modified booth
more effective, and hence the overall performance of
this architecture would be high with minimized

delay.
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ABSTRACT:

With the advent of rapidly increasing
adder configuration to precise the adders and
power consumption for accurate result. An
appropriate computing is a difficult
approach for the IC design in low power
process. To overcome certain drawbacks the
reconfigurable adders is  developed.
However this design reduces the large area,
nearly 39%. We modify the simple accuracy
configurable adder design that reduces the
error and it is helpful for the error
correction. In this paper the proposed simple
accuracy configurable adder is used to get
accurate accuracy levels. This
implementation reduces the complexity to
reduce the dynamic level of approximation.
Appropriate adder achieves efficient energy
system design. In this technique the speed of
the system is increased to receive the
predicted data quickly. Compared to
configurable adder this adders are more
efficient and reconfigurable. The MSB value
the

prediction 1is predicted easily by

reconfigurable adder design. Computing is a

60

recently used process to get research
attention. However the system reduce the
large area overhead, as they predict the carry
and redundant computing. The technique
used in this paper is simple accuracy
configurable adder to improve the accuracy-
power-delay.

Keywords: Error detection. Critical path
delay, delay adaptive, accurate mode,

rectified, truncation error.
LINTRODUCTION:

Appropriate computing is a growing
technology that has been recently modified
design [1]. Low power technology has
already launched concept based on the
power methodologies. Appropriate
computing that enable efficient hardware
and software implementation and used in
variety of application such as audio, video
processing, etc. This technique improves the
performance, error correction and error

detection if possible by using this process.



The paradigm of appropriate
computing fully concentrated on arithmetic
logic circuit which enhances and activate as
a building blocks for computing circuit
design. This process has established
modified potential in appropriate computing.
Several adders have been developed in the
reconfigurable design. Such design gains
60% power reduction for DCT(Discrete
Cosine Transform) computation without
changing the images in the appropriate
circuit. In normal realistic case accuracy
requirement vary for different applications
in audio, video and mobile computing.
Power modes may vary based upon the
accuracy. In addition to the SARA (Simple
Accuracy Reconfigurable Adder) technique
the errors can be eliminated. The important
concept designed behind the technique is
that accuracy can be adjusted using the
methods such as dynamic voltage and
frequency scaling to retain the accurate
accuracy power tradeoff. The benefit of this
accuracy modification method enhances to
reduce the delay and area, where errors
occur at the critical path associated with the
significant bit.

In early decades appropriate
computing cannot be done efficiently and
but the recent

accurately, techniques

enhances appropriate accuracy in computing
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[1]. By using the design of simple accuracy
configurable adder the error detection and
correction in the circuit is possible.
[2]Dynamic levels of approximation is used
to reduce the area and thereby to improve
the accuracy by the adder circuit. The
baseline of the reconfigurable adder contains
the significant redundancy and the error
circuit

correction/detection moreover

increases area overhead. In past few,
accuracy configurable adder design has been
developed. The error correction value is
predicted from the least significant bit and
the accuracy improves to enroll the required
configuration. To overcome the drawback
and to achieve actual accuracy level the
error  correction  circuit  uses  the
reconfigurable adder design.

Few works that establish to focus on
appropriate computing in the VLSI design.
In this paper the fast reconfigurable adder
design is proposed. As longer the error
correction/detection can be predicted in
simple way. In addition this method support
for the degradation process. The
reconfigurable adder design composed of
CRA (Carry Ripple Adder) and CLA (Carry
Lookahead Adder) for extra prediction. So
that quite large area is degraded into smaller

arca.



IL.SYSTEM STRUCTURE:

Read Binary Bifs A B

K Segment

Canry Prediction

=
-
L 4

Adder Result

Performance Analysis

Figurel: System Structure

In this system structure, binary data bit “A”
and “B”, operates on two operands and the
data is loaded using a gate level schematic
of the reconfigurable adder. It is composed
of a ‘k’, segments by which the k segment
separate the binary bits .In the carry ripple
adder the bit is propagated and it computes
the sum and carry. Meanwhile the carry
prediction circuit predicts the optimal
approximation values. A new method simple

accuracy reconfigurable adder is designed to

stimulate the adder result. Finally the area,
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power delayed can be analyzed by the

performance analysis.

III. MODULES OF PROPOSED
TECHNIQUE:
1. Carry Ripple Adder:

Carry Ripple Adder is a extra
configurable carry prediction circuitry,

similar as the carry look-ahead part of CLA
(Carry Look-ahead Adder). Adders are CRA
designs while the carry-prediction circuit is
similar to the carry look-ahead part of CLA.
Further, its carry prediction can be
configured to different accuracy levels.
However, the complicated carry prediction
induces large area overhead. The RAP-CLA
scheme uses CLA for its baseline where the
carry-ahead of each bit is computed directly
from the addends of all of its lower bits. Its
carry prediction reuses a part of the look-
ahead circuit rather than building extra
dedicated prediction circuitry, and hence is
more area-efficient than GDA. Its carry
prediction also reuses part of the sub-adders

rather than having dedicated prediction

circuitry.

A ripple carry adder is a digital circuit
that produces the arithmetic sum of two
binary numbers. It can be constructed with

full adders connected in cascaded, with the



carry output from each full adder connected
to the carry input of the next full adder in the
chain. In the ripple carry adder, the output is
known after the carry generated by the
previous stage. Thus, the sum of the most
significant bit is only available after the
carry signal has rippled through the adder
from the least significant stage to the most
significant stage. As a result, the final sum
and carry bits will be wvalid after a
considerable delay. All gates are equally
loaded for simplicity. All

delays are

normalized relative to the delay of a simple

inverter.
;Is Bf Af B2 A‘Il Bf Ai) BO
1-bit 1-bit 1-bit 1-bit
- Fom Fol |« Foll |«—| Faol |,
C4| gdder | C3 | Adder C2 | sdder | ©1| Adder co
' ! 1 1
53 52 51 50

Figure2: Carry Ripple adder

2. Carry Prediction:

Prediction methods initialize with an
accurate adder and use carry prediction for
optional approximation. As such, they no
longer need error detection/correction and
do not incur any data stall. In addition, they
intrinsically support graceful degradation. A
new carry-prediction-based
configurable adder design SARA (Simple

Adder) is

accuracy

Accuracy  Reconfigurable

introduced. It is a simple design with
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significantly less area than CLA, and it has
not been achieved in the past in accuracy

configurable adders.
3. Configurable Adders:

We review a few representative works
on accuracy configurable adder design and
show the relation with our method. These
designs can be generally categorized into
two groups: error-correction-based
configurations and carry prediction-based

configurations.
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Figure3:Error-correction-based

adder.

configurable

The main idea of an error-correction-
based approach is shown in Figure. The
scheme starts with an approximate adder
(the dashed box), where the carry chain is
shortened by using separated sub-adders

with truncated carry-in. In order to reduce



the truncation error, the bit-width in some

sub-adders contains redundancy. For
example, subadder2 calculates the sum for
only bit 8 and 9, but it is an 8-bit adder using
bit [9:2] of the addends, 6 bits of which are
redundant. Even with the redundancy, there
is still residual error which is detected and
corrected by additional circuits. In Figure,
the errors of sub-adder2 must be corrected
by error-correction2 before the errors of sub-
adder3 are rectified by error-correction3. As
such, the configuration progression always
starts with small accuracy improvements.
The and

redundancancy error

detection/correction reduces large area
overhead. Since the error correction circuits
are usually pipelined, an accurate
computation may take multiple clock cycles
and could stall entire data path, depending

on the addend values.
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Figure4:Carry-prediction-based
adder.

configurable
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The framework of carry-prediction-
based methods shown in Figure. These
schemes start with an accurate adder design,
which is formed by chaining a set of sub
adders. Each sub-adder comes with a fast
but approximated carry prediction circuit.
By selecting between the carry-out from
sub-adder or carry prediction, the overall
accuracy can be configured to different
levels. Such an approach does not need error
detection/correction circuitry. Moreover, the
configuration of higher bits is independent
of lower bits. This leads to fast convergence
or graceful degradation in the progression of
configurations. In GDA, the sub-adders in
CRA designs by which the carry-prediction
circuit is similar to the carry look-ahead part
of CLA. Further, its carry prediction can be
configured to different accuracy levels.
However, the complicated carry prediction
induces large area overhead. The RAP-CLA
scheme uses CLA for its baseline where the
carry-ahead of each bit is computed directly
from the addends of all of its lower bits. Its
carry prediction reuses a part of the look-
ahead circuit rather than building extra
dedicated prediction circuitry, and hence is
more area-efficient than GDA. However, its

baseline is much more expensive than GDA.
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IV.RESULTS AND DISCUSSION: e Maximum output required time after

, o clock: 4.382ns
Simple Carry Prediction

Maxi binational path delay:
Approximate Adder is a predicted carry look * aximuim combinational path celay

6.056ns
ahead adder, coupled between a lower order
adder and a higher order adder. In simple Bt LA
carry Prediction adder , the adder inputs are |+ Fesure izeon

g e e cnared i b S,

7133 and 1244 and the output is 8377.
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Figure6:Resource  Prediction from  Xilinx

Synthesizer

FigureS: Simulation output for Simple Carry For Resource Utilization used both

Prediction Approximate Adder Register and LUT to savings in terms of

Timing Summary: processing time and retrieving a value from

memory is often small amount of

* Speed Grade: -3 fast storage, although some registers have

¢ Minimum period: 1.473ns specific hardware functions, and may be

(Maximum Frequency:

678.771MHz)

read-only or write-only.

e Minimum input arrival time before

clock: 4.574ns
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Figure7: Power Estimation from Xilinx
Synthesizer

Power summary have both static and
dynamic power. Also the power dissipation
is estimated by Synopsys PrimeTime

considering, including both static and
dynamic power. The power-delay tradeoff
can be obtained by different accuracy

configurations or varying supply voltages.
4 Comparative Analysis of Parameters

The comparison here involves the

performance of the parameters discussed so
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far.Tablel represents Area (%) obtained

from different method discussed.

Table : Analysis of Delay, Area and Power

S. | Delay | Power | Energy | Area(No.
No. | (ns) (mw) | (p)) of.LUTs)
1 13.073 | 29 379.12 | 28

2 12.451 | 27 336.18 | 28

3 13.691 | 27 369.66 | 59

4 14.380 | 30 431.40 |39
V.CONCLUSION:

A simple accuracy reconfigurable
adder (SARA) design is proposed. It has an
reconfigurable adder that reduces the delay
and power. The proposed method has
significant low power delay product than
the previous work. At the same time
accuracy level is somewhat improved.
Further optimization of the proposed also
done which improves the accuracy. In
addition simple accuracy reconfigurable
adder has considered lower area. The most
important aspect of this proposed method is
that maintaining the accuracy. The
accuracy-power-delay efficiency is further
improved by a delay-adaptive

reconfigurable technique.
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Abstract--On-chip interconnect networks causes congestion which affects the performance in current system-on-chips. Code division multiple
access (CDMA) has rigid delay, trimmed intervention expense and superior transfer capacity. Because of this features, it’s been projected for
On-Chip crossbars. In CDMA, the standard division is facilitated in the secret language bit by appointing a bounded quantity of unrelated
scattering codes of N chip range to the processing elements distributing the link. In the existing work overburden CDMA communicate (OCI)
to improve the aptitude of CDMA situated NoC (network-on-chip) crossbars by escalating the adding up to of good dispersion codes. In this
paper, the normal adder is replaced with Han Carlson Adder (HCA) in OCI Crossbar to achieve high-speed parallel addition, reduction in
power and area. High-speed operation in T-OCI, P-OCI circuitry by implementing HCA at the time of addition. Analogized with the existing
OCI on a Cyclone-2 FPGA Kkit, the serial OCI attains greater transmission capacity, 30% less resource consumption, 25% power retaining and
less delay, while the parallel OCI Crossbar attains N times greater transmission capacity.

Index Terms : CDMA interconnect, NoC, Overburden CDMA Crossbar, Han Carlson Adder

I. INTRODUCTION

“On-chip” connections overwhelmingly contact impressive gross region, execution, along with the authority confirmation of current
facilitated circuits like ‘system on-chips’ (SoCs). Ever escalating the message on high deteriorates the snap up reached by counterpart
evaluating as claimed by Amdahl’s act [1]. Consequently, on the increase productive eminent pursuance integrated links plays a major
role in assessing technical applications. On-chip networks are the on the whole ascendible link pattern that is apt for addressing a
mixture of submission requests and greet uncommon operation parameters [15]. In NoCs, information is treated as packets, at one time
as on-chip processing essentials (PEs) are careful as complex nodes consistent by switches and routers. On chip networks grant an
adaptable result for great on-chip systems, but they show enlarged faculty eating and significant source overheads [7].

For enabling the concurrent channel access here we use a different medium dispensing skill called Code-division manifold access
(CDMA) In CDMA method, every one transmit-receive (TX-RX), two of a kind, is assigned an only one of its kind bipolar scattering
secret language and facts drape from every part of transmitters are added in a preservative reporting link. In conventional CDMA
spreading codes are an orthogonal and the orthogonal codes cross-correlation results nil and that makes the collector in CDMA to the
right to figure out the obtained added value from a correspondent decoder. In CDMA systems medium dispensing is done by the
Walsh-Hadamard orthogonal codes. CDMA advanced as an on-chip be integrated distribution procedure for in cooperation automobile
and NoC interconnect architectures [11]. Lots of return of via CDMA for on-chip interconnects rope in abridged brawn exhaustion,
fixed interaction remission, and abridged structure complication [12]. Comparing with other technologies CDMA switch has low
wiring problem and overhead. Overburden CDMA is one of the popular access method spread out in wireless media, someplace the
various user distributions the contact means is elevated by greater than ever the add up to of usable dispersion codes with the cost of
greater than ever ‘MAI’ (multiple access interference) [13]. Theory of overburden CDMA is able to be practical to on-chip interlinks
which improves the interlock ability [15].

Adders are deep essentials in calculation operations. Dual adders are utilized as a position of a digital route for addition, multiplication
operations and for hovering aim multiplication and division. For that reason, adders are supporting gears and civilizing their show is
one of the key provocation in digital designs. Computer reckoning algorithm has traditional drop bounds on a region and lingers of
n-chip additions, effective earlier changes straightforward with the summation area, and its terminal possessed with an O(log,
n )nature.

This paper described in six sections, The On-chip CDMA interconnects and Han Carlson adder related work given in II. Preliminaries
regarding overburden CDMA in cellular media, conventional CDMA Crossbar switch, code design for OCI, parallel and serial OCI
designs and components described in Section III. Han Carlson Adder in Section IV. Results and comparative analysis in Section V.
Conclusion in Section VI.
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I1. RELATED WORK

Utilizing CDMA is like an avenue contact plan in crossbar switches gives propitious features like the set undertaking delay and
upward in depths negotiation. The scalable CDMA-based outermost channel to lower the equivalent assigning position and
point-to-point(PTP) links along with escape elevated TDMA controller [17]. The indicated method decreases join deem once
second-hand at the linking of many surroundings to numerous PEs because the numbers from the surroundings are joined and
dispatched on smaller number lines. The encourage in the undertaking delay awaited to facts expanding is customary for the reason
that peripherals habitually drive at lesser iterations over control processing elements(PE). A new CDMA channel operation and a
TDMA come apart transaction channel are analogized in [11]. A CDMA situated NoC and a PTP bidirectional ring situated NoC are
compared in [21], and the difference exhibits the CDMA NoC’s preset numbers passing on latency is parallel to the most excellent
justification delay of the PTP constant duct width. The rigid figures handing over remission of the CDMA situated NoC is attributed to
concomitant be integrated allocation by the association nodes. A stratified CDMA situated star NoC and the CDMA router linking
done in star to star along with a star to mesh topologies and_analyzed in terms of fair network large hierarchy topologies in [22], [23].

For a 2-D on-chip network this CDMA situated multicast exchange is employed in [24]. Because of code space multiplexing, The
CDMA situated exchange agrees parallel data communication. The multicasting hop count decreased by this method and it agrees the
target PEs made by packets concurrently, that is favored for practical uses. A CDMA of 14 node set-up has shown in [25]. The Tx-Rx
duo is set by the spreading codes is effective depend on the call from every node. Two building blocks are proposed in this CDMA
situated network, they are namely serial and parallel CDMA networks. The CDMA takes every data in spreading code is given to
one-time period in the serial network where all the data is given that same clock period in the parallel network. The CDMA situated
parallel and serial networks possess been analogized with a classical CDMA, TDMA bus and a net placed NoC. The uniform CDMA’s
bandwidth is greater to net placed NoC'’s throughput for the consistent network area due to concurrent behavior of CDMA [15].

There are quantity of adder architectures are available, the counterpart affix architectures of adder circuits bear meeting place stand
straight to the drive too fast by that effective yield is gained. The time O(log n) gives the n-bit information total [26]. The foundation
for parallelism with move give impression of being prematurely accumulation technique done by two people namely Weinberger
along with Smith. The base of parallel prefix adders that the calculation done in prefixes are regarded towards regularity and it
performed in parallel, this is established by P.M. Kogge along with H.S Stone.

II1. PRELIMINARIES

This section discusses, in wireless media, the role of this overburden CDMA, the conventional CDMA Crossbar switch are presented
[17]. The code structure for OCI, building blocks of OCI in serial along with parallel manner are described.

A. Overburden CDMA role in wireless transmissions

DSSS-CDMA is the foremost loom as average allocation of radio communications someplace a settle of opposite scattering codes
poised of an issue of chips in segment N are accumulated by the sent message bits just as all information morsel is unfolded in N time
periods. An only one of its kind scattering convention is given to each Tx-Rx two of a kind division the transfer channel. Information
flows of user’s allocation the bus are multiple and concurrently sent to the addition medium link. Despreading is obtained by giving
the correlation business to the gained sum, anywhere all accepter knows how to obtain its facts by doing correlation with the allotted
diffusion code. Orthogonal nature among the distribution codes bonds exceptional finding of each programming expected in the
avenue addition by utilizing the associative and distributive conventions of the tallying sum procedure accepted by the transmission
bus. In radio transmissions, true locations of the standard addition are affected due to indiscriminate properties increases, namely
multipath, fading, noise and which also causes for getting the more error in bits(BER) of received information. In an unfavorable, in
the scattering convention array, amount of unrelated codes is customarily narrow to the scattering secret language time taken by N,
which decrease the network exploitation ability. In wireless media novel, introduction of Overburden CDMA to expansion in the
quantity of scattering codes aside summing non-orthogonal codes which perhaps spotted at accepter part[13]. Escalating the bus
consumption advance at overhead of lighten the orthogonal nature necessities of the unroll codes and escalating MAI and this gives
hike in BER.

In wireless media, this projected overburden CDMA’s spreading bits are guided with intricate acceptor designs wear and tear of
multiuser detection as a replacement for of the easy matched filter or correlator accepter employed in plain direct sequence spread
spectrum code division multiple access. Here, the CDMA situated NoC ability increased by applying this overburden CDMA approach
in wireless media [15].

B. Classical CDMA Crossbar Switch
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The router’s material layer which is based on the conventional CDMA conferred in [17]. The switch is made up of a quantity of XOR
encoders, a physical link addition circuitry and decoders which are situated on the accumulator. For encoding, Walsh scattering code
set produces the binary symmetric code of length N, is encoded with the conveyed message data bit and forwarded out in serial
manner. It tells that a 1-bit enlargement done in a span of N time periods. Accordingly, the frequency fi of the crossbar affairs and
managing clock frequency f., both denoted as  f; = f/N

For Walsh scattering codes, the number of transmitter(TX) and receiver(RX) ports taking CDMA switch equal to the M = N-1.
Crossbar sharing done in serially by the all transmitted PEs and they are summed, the sum sent to the decoder part of the circuit filling
the Rx ports. The binary signaling and encoding has great execution, responsibility, and its intrinsic inherent carry by digital policies,
this is reason for using it to implement the bus addition over the multilevel signaling. The message bits through the CDMA crossbar
exchange is in terms of equation:

M
S() = E d(j)e Culj. i)

= (1)

Here, m bit digital value is S(i) produces bus total in the duration of itk time period. the width of crossbar m =[log2 M], message bits
d(j) is from the jth encoder, @ gives XOR behavior and Cy(j,i) gives ith part of jth symmetric scattering code. The addition circuitry in
conventional CDMA crossbar with inputs M = N—1 bits along with m = log,N = [log2 M] yield information.

The correlator decoder understands by the two accumulators. As demonstrated by the dispensed CDMA code, zero accumulator gets
obtained total when the existing chip denomination is ‘0’ and one accumulator gets the sum when the denomination is ‘1’. This is
practically identical towards magnifying crossbar total with 1. The CDMA sum along with crossbar total for the different spreading
code logical conditions are shown in [15]. Differentiating the two accumulators particularly shows the encoded data; if the data of zero
accumulator is greater when its compared with 1 accumulator, then the issued message bit is ‘1°, otherwise bit is ‘0’. Hence, the
association action able to choose the encoded message with null faults in view of dismissing subjective effects. The magnification
situated correlator is replaced with a inclusion situated one, this is the prime choice of accumulator decoder.

C. Overburden CDMA interconnect

Because of focus overloading the main difference among the overloaded and conventional CMDA network device is M>N-1. Network
interfaces are attached by each PE which transmits and obtain NI Modules. While packet sending from each PE, to store in transmit NI
Queue every single packet splits into flow control digits. The arbiter chooses M gaining flow control digits from leading NI Queue and
sent at the time present activity. To avoid disputes, elected flow control digits need to have dedicated target address, as stated by router's
priority plan gainer from two disputing flow control digits is elected. Employed prime plan is the stable gainer that hold of all prime
plans; only one sender and receiver will be provided with a spreading code, is accepted as true to begin the encoding. As soon as it is
done, the network device(router) allocates CDMA codes to every NI transmit and NI receive. NI's having void queue's or dispute
destinations are allocated with all zero CMDA codes so they will not give a contribution to MAI to CDMA channel total. At a later, in
encoder part, Flow control digits from every single NI are divided by CDMA Codes. N chips of Information is divided, and N is length
of CDMA that is same as amount of time period mono crossbar activity. All decoders will receive a sum sequentially which is the
addition of smear information chips from every encoder by CDMA cross bar adder. Using counter, decoding or encoding procedure
continues till “N” frequencies occurs at same time [15].

a. Top-level design of OCI Crossbar

Primary goal of the active manuscript is growing quantity of storage elements by distributing typical CDMA cross bar, throughout the
time preserving the density of the theory consistently by means of uncomplicated encoding design and depending on the decoder which
is situated on accumulator having nominal differences. To reach this objective, a few alterations to the typical CDMA cross bar are
ahead in position. For single bit interdependence, Figure. 1 characterizes the esteemed design of OCI cross bar. The unchanged
architecture is imitated for a multi-bit CDMA switch. The CDMA switch split by transmitter-receiver ports of length M, that uses
computational twofold addition circuitry having M bit information sources and yield is m-bit, which shows m =log:M for adding
spreading message from the Tx ports. The mentioned and duct designs take the advantage of adder. For facilitating the message
spreading and dispreading, encoder and decoder envelope coupled by all PEs. The cryptogram task along with intervention
undertakings take usage of controller stall. The XOR operation is used for unrelated dissipating codes and an AND operation is used for
related(non-orthogonal) dissemination codes. The operation of AND as pursues, if the Rx message bit is ‘0’, it assigns the bunch of

70



Proceedings of 4th International Conference on Latest Trends in Electronics and Communication ISBN : "978-81-939386-2-1"

zeros for the complete dissemination period, here MAI(multiple access interface) on bus will not occur; if the Rx message bit is “1°,
then the encoder assigns an related dispersal code. Along these lines, being the encoder is AND, the developed MAI dissemination cod
e gives its value ‘1’or ‘0’. The regular CDMA crossbar’s XOR encoder is not used for OCI encoding due to supplements of dispersal
codes, thus the MAI caused by XOR gates for both one and zero. For both unrelated and related widening, an amalgam encoder
introduced and its with XOR, AND gates, along with mux as depicted in fig.1. The execution of related along with related information
by dual decoder models.

b. Code structure for OCI

The family of Walsh—-Hadamard dissipating codes highlighted peculiarity which empowers CDMA to be coordinated over-burdening.
The contrast between any continuous course wholes of information advance with related widening bits to the different quantity of
transmitter and receiver set is constant, i.e. M, careless dispersal information. These home incomes that for the N—1 TX-RX sets
utilizing affective Walsh unrelated bits, particular may encode extra N—1 fact codes in back to back contrasts among the N length
chips making unrelated code. By the use of this rule facilitate 100% adding of related dispersal codes, that makes efficient classical
CDMA crossbar. In this way, in non-orthogonal encoder, message for transmission is ‘1’ an all alone appropriation piece at an
individual vacancy in the spreading stage is extra to the lead aggregate, which causes the continuous expansion change to go amiss.
The non-orthogonal codes pretend to be the TDMA flagging arrangement as both cryptogram is made out of a particular sign of
"1"sent in an express schedule opening. The encoding or decoding plot offered in this address give a novel think about that empowers
concurrence among code and time division multiple access motions for the_steady joint channel. In this way, the private encoder is
known as TDMA overburden on OCI (T-OCI). An encoding/deciphering case of dual TDMA Overburden CDMA Interlink bits to
diffusing arrangement guidelines length of N=8 is demonstrated in fig.2. A different quantity of unrelated codes ought to be utilized all
the while to diversion save the dimension difference material merchandise of Walsh codes. The scientific establishments for the
entirety encoded conspire and decoded plot in Ahmed el at [1].

¢. Building Blocks of OCI crossbar

For every crossbar and associated duct designs, there are duo alternatives are acknowledged. The actualization of duct designs is to
improve the crossbar actualization recurrence, and the data transfer capacity by collection impractical duct registers which are used for
diminishing the crossbar crucial range. The description of architectures of OCI crossbar are explained below.

Crossbar Scrutinizer: the initial for every crossbar exchange, this scrutinizer appoints scattering bits towards various encoders. There
is no change among the crossbar exchange in terms of, because the unrelated codes are settled at acceptor side which are appointed at
the transmission side. Consequently, the switch port begins the connection towards acceptor side it directs, here encoder should be
appointed for scattering code which also must equals the acceptor side decoder. A particular decoder gets the appeal from various dual
ports, scrutinizer permits single entryway and rejects another as indicated by the predefined intervention conspire [21]. The crossbar
scrutinizer circulates concord signs towards Tx-Rx storage places with coordinating scattering bits to allow Tx encoders along with Rx
decoders.

2) Hybrid Encoder: The encoder is crossover, it be equipped for encoding both the information to be specific unrelated and
nonorthogonal. The XOR and AND operation done between Rx messages and dissipating bits for creating unrelated/related mushroom
information, individually. On the basis of bit model appointed to an encoder, a multiplexer picks between the unrelated and related
contributions as shown in fig.1(a). The encoder is copied ‘N’ time for the P-OCI crossbar.

3) Crossbar Adder: The quantity of crossbar transmitter and receiver ports coordinated towards M=2(N-1) for dispersing codes of
range N. On the basis of TDMA-OCI crossbar encoding method, when we apply ‘1’ to the adder, its mutually exclusive among the
related ports. There are assured zeros of N-2, as surrounded by 2(N-1) information to the addition circuitry, where maximal quantity N
of ‘1’ chips. Accordingly, one Mux is introduced for the election of one admission from the related TDMA encoded information bits
and removes left out bits as ‘0. Hence, the admissions which addition circuitry includes N-1 from unrelated encoders along with ‘one’
from mux, so it’s clear that its having N admissions as portrayed in fig.1(d). The quantity of considered essential phases of registry to
duct the addition circuit is logzN, this shown in fig.1(d). For parallel OCI, this crossbar addition circuitries are repeated for N times.

4)Custom Decoder: For various CDMA decoding methods, the decoder models are 4 in number. They are namely 1). Unrelated
TDMA OCI, 2). Unrelated Parallel OCI, 3). Overburden(related) TDMA OCI, 4). Overburden Parallel OCI. An accumulator’s
execution of correlation acceptor is expressed in terms of unrelated TDMA-OCI decoder. For unrelated message non-propagation, N-1
accumulator decoders are called in the whole CDMA crossbar models. The up-down accumulator replaces the dual various
accumulators and the outcome is divergence of dual acuumulators of ordinary CDMA decoder as depicted in fig. 1 (f).
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As reporting to the non-propagation code chip, the crossbar total parameter’s addition/subtraction done by the accumulator and
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Fig 1. Top level design of OCI Crossbar. (a) TDMA-OCI/Parallel-OCI hybrid encoder. (b) TDMA-OCI non-orthogonal decoder. (c) Parallel-OCI
non-orthogonal decoder. (d) TDMA-OCI pipelined crossbar tree adder (duplicated N chances for P-OCI crossbar). () Parallel-OCI orthogonal decoder.
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The decoding bit is depending on the sign bit of the accumulator’s output, that +ve clue gives ‘1’ and —ve clue gives ‘0’ decoding bits.
An accumulator presented as parallel addition circuitry due the Parallel-OCI unrelated decoder contrasts from contrasts against
TDMA-OCI unrelated decoder in getting addition total parameter simultaneously not progressively as portrayed in fig.1(e). A two bit
register is used in TDMA-OCI overburden(related) decoder to accumulate the LSB (least significant bit) s of 2 added parameters as

shown in fig.1(b), at S(0) is primary one and S(j-N+1) is 2", that the j represents the quantity of TDMA-OCI decoders (N<j<2N-2)

and widening code length N. This 2-bit information urged XOR gate, that unwinds non-orthogonal(related) accomplish message.
Fig.1(c) shows that the TDMA OCI decoder is copied N chances for executing Parallel OCI. There is no need of two-bit register in
P-OCI non-orhtogonal(related) decoder due to all the bit values remain in a time. The N-1 unrelated and related decoders exist in
TDMA OCI and Parallel OCI crossbar designs.

IV. HAN CARLSON ADDER

In Overloaded-CDMA crossbar we have an adder circuitry to add the encoded messages together to produce a sum signal. We are
performing additions with normal adder which takes the large delay for parallel additions. To this extent, we are replacing normal
adders with the design of Han Carlson adder to achieve high-speed parallel addition and it also reduces the area and power. In prefix
accumulation we wastage three stages to enlist the total in pre-proocessing, prefix-processing and post-preparing.

The aim of combining is to reckon the sum S, for the two parts A and B of length n in binary. The first phase, for » bit sum adder
calculates the generate(g) and propagate(p) phases per bit of the operands according to the following equations.

g = a;.b, 2)
p,=a,®b

From the equation 2, prefix addition performed. The prefix operation O, is described as :

g p)O(g.p) = (gtpri*g Ppi*p) 3)

For every prefix activity, the operation associates the 2 AND operations along with 1 OR operation. Here two vital characteristics
namely idempotency and associativity shown by the prefix operation. Therefore, it gives the following:

(gmt ,pml) 0} (gi...n ,pi..“n) = (gm...n, Pm.... n) (4)
(gmz ,pmz) 0} (gi...n,pi...n) = (gm..j, pm...j) 0} (gi...n, pj...n) (5)

The calculation of carry for any bit point is given as below equation (5), as a loop of prefix operations:

(8i..0.Di...0) = (8i-1.pi-1) O (i-2.pid) .. ... (81.p1)0 (g0.p0) (6)
Equation (7) tell that carry generated from equation (6),

Ci= gi..otpi..o%co (7

The last phase, the carry bits and propagate bits are used to calculate the sum. This shown in equation as:
s, =p, Dc, ®)

From equation (8), it’s clear that the post addition operation performed with the propagated bits and carry bits. The prefix operators are
known as ‘parallel prefix adder’ which are required to build the adders. For the calculation of group g’s (gi...j) and group p’s (pi...j),
they apply the associativity and idempotency property of the prefix operators.

A Kogge-Stone adder consequences in an allocation of side-by-side networks and for this reason bottleneck, unchanging still the
architecture regulates the fan out to unification and calculates the carry in O(log n) time [29]. On the other side, prefix per node in
graph is calculated by a Brent Kung adder, restricting the reasonable fan-out to integrity, but without the using of wires [30]. The Han
Carlson figure of a 16-bit analogy prefix adder uses a particular Brent Kung platform Kogge-Stone plan and terminated by a further
Brent-Kung show for the terminal playhouse of the prefix calculation.
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Further processing after the calculation of the parallel prefixes is like for completely the similar prefix adders. The prefix calculation
phase of a 16- bit Han Carlson adder is exposed in fig. 3. It t is experiential from Fig. 3 there are five prefix calculation phases for the
Han Carlson adder, which is one additional than the Kogge-Stone design (log216=4) for the unaffected word size.

IV. RESULTS AND COMPARATIVE ANALYSIS

This section discusses, the performance evaluation outcomes of the OCI Crossbar with normal adder and the proposed Han Carlson
Adder are presented.

1. OCI Crossbar evaluation:

In this, normal OCI CDMA and OCI with HCA are compared and these crossbars calculated for widening bits of ranges N {8,16}.
Crossbar designs with the different quantity of ports, whole fulfilment measurements are assimilated to M quantity crossbars. The
estimation outcomes, covering capital usage conveyed as quantity of LUTs (Look Up Tables) along with flip flops(FF) for each port
per port, ultimate crossbar recurrence, effective power exhaustion for each port and transmission limit are shown in fig. (4). The
fig.4(a) shows that, OCI crossbar with HCA'’s resource usage is 30% less than the ordinary OCI crossbar for a N length widening bits.
As N spreading code length raises, resource usage for each port is increased, because of gaining crossbar intricacy.

The working recurrence reduction done with crossbar adder’s crucial way range for all mentioned designs. A confined length of N
widening codes of different CDMA crossbar, unrelated propagating and non-propagating designs are same and related information
encoders and decoders are functioning equal to unrelated widening circuit of small crucial way range. The admission part of addition
hardware equivalent to the quantity RX ports M, that changes by CDMA crossbar model. The crossbar recurrence of OCI with HCA
crossbar is minimal higher when it compared with OCI with normal addition circuitry because of improving the addition design for a
constant widening bit length ‘N’ shown in fig.4(b). The fig.4(c) shows that, gaining crossbar data transfer capacity in OCI with HCA
than that of OCI with normal adder, it satisfies the recurrence reduction with expanding N from overburdening. The chart balanced
transmission capacity is drawn to a one for each port linked through CDMA crossbar. The upgradation of CDMA crossbar with HCA
data transfer capacity over the traditional CDMA crossbar for Parallel OCI along with TDMA OCI crossbar is striking for constant N.
By and large, the CDMA crossbar data transfer capacity, i.e BW is expressed by the progressive condition:

Bw —wy L ©)

From condition (9) bandwidth, that thickness of port is W in bits, the crossbar time recurrence is f., M is quantity of crossbar ports,
quantity loop for encoding the one bit information from whole ports is I" [15].

The effective power diversion for each port assessed with a tool called Xilinx Vivado to one crossbar activity, 25% is diminished for
OCI with HCA against the TDMA-OCI crossbar because of the offered limit upgrade for a widening code N of length as shown in
fig.4(d). In any case, because of the expanded zone and parallel encoding disentangling of Parallel OCI crossbar, the effective power
diversion is less when it compared with OCI with the normal adder. The power diversion for each port raises for whole CDMA
crossbars by expanding N, because of extended magnitude and intricacy of crossbar elements.
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per port.

2. OCI for Network On Chip: Experimental Evaluation

For complete operation of Network On Chip takes the importance of OCI crossbars, the 5 OCI switches are used to develop the
65-hub star topology, in 13 PEs every single is associated with OCI switch of N=8, a Spatial division multiple access’ basic switch is
linked by 5 OCI switches [15]. The effectiveness of OCI with normal adder and with HCA on Cyclone-2 FPGA kit as shown in
table.1.

Table. I Experimental results:

Are | )
Swsteinn Delay I3 nannnd o
Slices T.ITTs perees IOBs | power
O s 102 54 36 1. 345 0. 18 W
sy stern P
OCT with 15 203
42 €
FCA 73 * 27 e O. 1AW

The table I provides the resource utilization expressed in the several Look Up Tables (LUTs), flip flops (FF) and input-output blocks,
greatest latency and dynamic power consumption. Comparing the numerical values, we can see that area is reduced by 30%, 12% less

delay and 25% reduction in power consumption. The throughput ® which can find out as:

@_chNbep (10)
t

Where, quantity of synthesis clock periods is N, Ny is the quantity of bits/packet, the quantity of packets obtained by destination PEs
is N, the clock period is t.. The throughput of the OCI with HCA is higher than OCI with normal adder because of its lower time
period.

VI. CONCLUSION

In this paper, a normal adder replaced with Han Carlson Adder(HCA) in OCI Crossbar. This thought of HCA because of its parallel
addition concept and less complexity. NoC router’s material layer is enabled by this overburden CDMA crossbar. In overburden
CDMA, the transfer drain is overburdened with non-orthogonal codes to become more intense the channel ability. The occurrence of
the OCI crossbars is analyzed with and without HCA in crossbar addition and examined on a Xilinx Cyclone-2 FPGA kit. The
effective power is 25% diminished for the OCI crossbar, where HCA is used for crossbar addition. The OCI with HCA crossbar drains
30% less resources than that of ordinary OCI system. Observing the heaviness of CDMA links and CDMA’s improvement methods
intended as part of the preceding impending study points.
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Abstract-The growth of an industry is majorly
based on the quality of the product. When there is
a fault in the manufactured product in one of the
batch, the entire batch is being rejected because of
the single faulty product. Quality has become one
of the important factor deciding the growth of the
industry. Industries nowadays are being automated
in every phase of the manufacturing process. Here,
an automated system is developed for the
inspection of the product developed for the
automobile industry. The bearing is one of the
parts which play a major role in the connections
with the engine and the shafts. Therefore, the
bearing has to be perfect as faulty bearings will
lead to a greater damage regardless of others. In
the automated system the bearing is inspected for
the missing operations in the product. The faulty
product is rejected and would be checked for
rework or to be scrapped. The inspected products
are then being sent for the packing process.
Through the automated inspection system, the
production rate of the product can be increased
also increasing the reputation of the industry. The
objective of the proposed work is to develop a
machine vision system for quality inspection of
bearing efficiency. The LabVIEW based approach
is carried out for the implementation here.

Keywords: Machine Vision
Bearings, Quality Inspection,
Automated System.

System, Engine
Fault Detection,

INTRODUCTION

Today’s world is looking for the quality of
product and delivery of such products is increasing.
The defective products are not accepted by the
consumers as that would affect their market value.In
order to avoid these problems, inspection of a
product is required at the final phase of the
manufacturing process. The inspection of the
product is done either by human power or automated
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inspection through machine. The quality has become
the important factor as a need of the customer.
Product quality is determined at the manufacturing
line where there are quality inspections made either
manually or through some automated systems. If an
unprocessed product passed through without quality
check, which may lead to a major issue where the
industry could even loose the customer and their
market value. The unfinished/defective part skipped
to the packing session happens mainly due to the
human error.

Based on the survey, has been the
motivation for the development of the automated
inspection system for inspecting the products using
the Machine Vision System (MVS). The error occurs
due to unconscious or visual problems when a
human is employed to inspect large number of
finished product, for example in industries
production rate per shift is 1 lakh product and a shift
consists of 7 hours in which a labor should be able
to check 23 parts within a minute.In some case due
to human nature inspecting more number of good
products,visual mistake would happen when an
unfinished product is given on the run.So, to
eliminate this problem machine vision system is
used for the inspection of the finished parts.

The objective of the proposed work is to
develop an automated inspection system which
would identify the defects in the product and to
increase the production rate in the industry. To
achieve the objective of the proposed work an
automated system is developed to identify the
defects in a bearing. In the proposed system the
identification of the fault is done using a camera and
image processing technique is used to identify the
defect and reject the defect product which would
increase the quality which in turn will reflect in the
increase in the production rate.



IMAGING TECHNIQUE

The visual inspection is the more reliable
and healthy non-contact type fault detection
technique, in order to automate the visual human
inspection, camera and its associated system is used.
The camera which is used for acquiring the image is
called as machine vision camera which is mainly
manufactured for vision application. The sensor
used for machine vision cameras are of two types
CCD and CMOS sensor in which CCD sensors are
costlier than CMOS sensor. CMOS sensors are more
reliable and less in cost which makes the visual
automation cheaper.

The size of the bearing ranges from 25mm
to 125mm. The image sensor size is very important
while going for machine vision application.There
are different sensor sizes available in the market
such as 4mm, 6mm,8mm,9mm and 16mm in
diagonal length and resolution for the application
depends on the image sensor.Normally the
resolution is spoken in the form of pixels but in
machine vision application the resolution is take in
mm with respect to pixels. The equation for selection
resolution is given below.

Sensor resolution
Feature)

=2(Field Of View/Smallest
-1

Choice of lens is very important because
lens determines the area to be in visible.The lens can
be selected with the formula shown in equ 2. Before
choosing the lens, imaging sensor must be selected.

Focul Length * Field of View = Sensor Size *
Working Distance -2

For example, according to the calculation,
if the focal length is 8mm and the sensor size is }2”,
then the lens must be a /2” lens which is specified in
the lens. If a /4" lens is used then output image will
look like cropped image where the data can be
missed out.

PROPOSED MACHINE VISION SYSTEM
(MVS)

The machine vision system is one of the
growing visual automation systems in industry to
enhance the quality of the product. The system
consists of different parts which can be listed out as
camera, lens, lighting,housing, sensing element,
rejection mechanism etc,. Bearing is the inspection
element which moves on a conveyor at the speed of
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1.2 second/bearing. Once the bearing is been sensed
by the sensor the trigger signal is given to the camera
via hirose cable, camera gets triggered and image is
stored in buffer. This image is been transported to
the system through USB communication medium.

Whenever the image trigger signal is
obtained by the system through the data acquisition
card, the program will process the image. The
processed image is checked for the missing
operations, if there are no fault operations then the
bearing is given a ‘OK’ signal. The processed image
if consists of certain fault conditions then a ‘NOT
OK’ signal is given where the signal is passed to a
rejection system, where a pneumatic arm pushes
away the bad product for rework or to be trashed.

Defected Bearings

10 ) 'Cnmem
i

| Sensars

Perfect Bearings
fGteee 1 N

g o

Pneumatic An

Fig 1. Proposed machine vision system

Fig 1. shows the top view diagram of the
Machine vision system which consists of two
cameras one is to capture the inner diameter of the
bearing and another camera is used to capture outer
diameter of the bearing.

Tmage Tmage Selection of Tmage
Acquistion | * | Conversion Resion Filiernz 03,
M
]
Output Data Feature Image Featurs Image 1\
T Measurement Estraction Merpholog

Fig 2. Techniques involved in the detection of the
missing operation.

To identify the missing operations in the
bearing, concepts of the image processing is
adopted. Implementations of new algorithms are
done to identify the fault with high accuracy. The
algorithm involves filtering, segmentation, and so
on. The software used to develop this system is
LabVIEW with Vision toolbox, which consists of
both acquisition and processing of image. Image
acquisition is done through NI-IMAQdx file and
further processing is done through vision assist. Fig
2. shows the general flow of the process involved in
the detection of the missing operation.



EXPERIMENTAL SETUP

The automated machine vision inspection
system developed in shown in Fig 3. The inspection
of the product is done using the image processing
technique in LabVIEW where Vision and Motion
toolbox is used. The image which is captured in the
camera is passed to the LabVIEW program with the
help of the USB communication. The IMAQ-dx tool
is used to grab the image into the program. Then the
program is executed through the loops where the
different processing techniques for identifying the
missing operation is processed.

The processed image is checked for the
missing operation, when the product consists of no
missing operation then the system gives an OK
signal, the product is passed for the next operation.
If there are any missing operation in the product the
program sends an NOT OK signal to the rejection
system with the help of the Data Acquisition (DAQ)
system, which intiates the rejection to push the
defect product from passing to the next operation.

Tower Lamp

LCD Monitor

ON/OFF Switches.

Camora Consolo

Bearing Moving
On a Conveyor

Fig 3. Automated Line with the MVS system in the
industry.

ST TS CT

Fig 4. Front panel of the automated system when
the bearing is passed through camera.

In this proposed system the CPU which is
used consists of i3 6™ generation processor, 4GB
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RAM, ITB Sata Harddisk with Windows 8
operating system. The Fig 4. shows the front panel
of the image in the automated system.

RESULTS AND DISCUSSIONS

The missing operations are being observed
through the image acquired with the help of the
camera. The captured image is passed to the
LabVIEW through the USB communication, and the
image is shown in the front panel GUI of the system.
The missing operations such as ‘HOLE’,
‘CHAMFER’, ‘NOTCH’ and ‘GROOVE’ are being
detected in the bearing. In certain types of bearings,
the above-mentioned operations may present or may
not be present based on the locomotive and the place
of the bearing where it is to be installed.

Chamfer Inspection

[y

Fig 5. Image of bearing inspected for Chamfer
operation

The Chamfer is one of the operations done
during the process. The chamfering of bearing is
done at the top and bottom of the alloy side and steel
side. If there is any missing of chamfer due to tool
damage of power failure which causes failure in
engine.

Fig 6. Measurement of the Chamfer to determine
the operations has been successfully done or is
there any miscalculation.



The Fig 5, Fig 6 are the operations involved
in the identification of the Chamfer. The bearing
which is inspected for the missing of the chamfer
will undergo all these steps to make sure the
presence of the chamfer in the bearings. The missing
of the chamfer in the bearing will lead to the
rejection of the bearing from the line for rework.

L Hole Inspection

Hole plays the major role in passing the oil
to the system so if there is any problem which will
cause insufficient oil flow to the system and causes
damage to the engine. The problem in hole operation
during process can occur when sudden power shut
down or tool problem or improper pressure level to
the machine.

Fig 7. Edge detection is applied for the circle with

the values.
J. _.1'1+.1 :
G(’x’:’]) p— 5 e ?r_‘f.‘
T

To determine the edges of the hole, edge detection
technique is used and the edge of the hole is marked.
The values of the edges are noted and are used in the
processing to determine the characteristics of the
hole in the image. If the decision of the values are
same as hole the output will be provided as true else
it program provide false as decision.

1I. Groove Operation

The groove is one of the area where helps
the oil from the hole to flow through the system. The
missing of groove in the bearing causes more wear
and tear in the rotating part of the engine which
causes heating and ceasing of engine. The groove in
the bearing will be at the center or at the edges of
center called as full groove or banana groove
respectively.
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To identify the groove in the bearing, the
bearing is first masked based on the region of
interest. Then the image is converted and the
threshold is applied to mark the groove in the
bearings. After segregating the groove, edge
detection technique is used to identify the groove
edges.

IIl. Notch Operation:

The notch is the last operation of the quality
inspection of the bearing, the notch is one parts in
the bearing which is used for the connection with the
engine rods. The notch is identified by comparison
of the edges of the notch and the edge of the bearing.

As discussed above the four operations of
the bearing are tested in the automated inspection
system through the camera. The image of the bearing
is captured in the production line. The image is then
processed by the LabVIEW software to identify the
4 operation at the same time.

Fig 8. Detection of the notch by comparing the
edge position of the notch with the edge position of
the bearing

As the captured image consists of all the
four operations the image is give an OK signal which
is passes for the next operation. If there is any one
missing operations such as Hole missing, Notch
missing, Groove missing, and chamfer missing, the
bearing is rejected by the system Table 2.

Depicts the result taken from the industry
in the year 2016 for the month of January to July
with the calculation of efficiency. In addition to the
inspection, the data of the inspected image is
collected such as Chamfer pass/fail, Groove
pass/fail, Hole Pass/Fail, Notch Pass/fail and
Bearing OK/Not OK and stored in spreadsheet
format for further analysis of Quality assurance cell
as shown in the Figure.



Fig 9.Stored data of the inspected bearing in spread
sheet file.

TABLE I
Inspection time taken and the number of rejections
during the Inspection in a shift of 8 hours

Time Taken to

Tnspect th No of product can No of product
Description md::“ or :I:.ift be inspected in a manufactured in a
P P shift of 8 hours shift of 8 honrs

of 8 hours

Manual Procass 3.7 seconds 7,783
20,000
Automared
g 5

Process 1.5 seconds 19,200

The data shown in the Table 2. is taken
from the spread sheet which is stored during the
period of 2016 . The data contains approximately 8
Lakhs of inspected component details for the
duration of January to July and the Table 2. Describe
the efficiency of the machine by considering the
rejection of ok bearings.

TABLE II
Data of Inspected bearing during the year 2016

No.of No.of \a. of l'nle i F-njse
016 Inspected | Accepted | Rejected | Positive Negative | *nEfficiency
bearings Bearings | Bearings value value
Jamuary 43,2872 42,36 346 A6 82 09810
Febnar | 17048 | 11sis11 1237 554 243 52792
:\-Ia\rk‘h 1,59.789 159,114 &75 580 95 09040
April 74743 73,257 L4886 1146 340 09.545
Ay L57.489 1,56,723 TR 470 288 99810
]m-: 1,786,259 1,73999 2260 1480 74 99.560
July 78407 77038 1365 534 435 99445

Fig 10. Comparison graph of input bearing vs
acceped bearings
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Fig 11. Comparison graph of acceped bearings vs
effecency in percentage

As the data says that the efficiency of the
system is 99 percent and the 1 percent deficiency is
due to some changes in conveyor mechanism and
lighting issues. The main slogan of quality
inspection is that ok pices can be rejected but
defective pices never been accepted. So the result
says no defective pices are accpted and only some of
the ok pieces are rejected.

Fig 12. Comparison graph of True Positive and
False Negative values

6. CONCLUSION

The quality inspection of the products are
being the most important process to maintain the
company’s reputation and it is 100 percent ensured
that none of the defected piece is passed. There are
various products related to the quality inspection of
the final procduct, industries are looking for the best
device at cheapest cost. The Machine Vision System
which is developed above has shown that the number
of products inspected per shift is more as 19,200
compared with the maual inspection. The deficinecy
in the inspetion process is also less compared to the
manual process. Thus it is proven as the best product
with low cost for the quality inspection of the
products. The automated system is commisioned and
working at the industry to identify the missing
operations of the bearings. By the results above the
system has shown better results for the bearings.
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Abstract - An optical Fiber Bragg Grating (FBG) is a single
mode optical fiber with a periodic variation of core refractive
index. The refractive index variation in a selected region of the
fiber core is created by using standard methods. It is seen that
Fiber Bragg Grating based Sensors (FBGSS) offers some unique
advantages over the conventional sensors in impact analysis.
Highly stressed surfaces often require accurate methods for the
analysis of impact. FBGSS are well suited for this purpose as
they can be easily embedded in the modern hybrid composite
materials. Distributed sensing is also possible with FBG’s
connected in series. We are reporting the development of a FBG
sensor for the analysis of impact. A simple set up is developed
and the experiments are carried out. The analysis is done on a
cantilever structure made up of stainless steel. FBG is suitably
fixed on the cantilever structure. Impact is introduced using
metal balls of known weights being dropped from a fixed height
and guided through a pipe. A standard impulse force hammer is
connected in parallel and measurements are taken for
comparison. The FBG reflected spectrum is analyzed using an
interrogator. A laptop is also interfaced for display and analysis.
The FBG based set up developed can be used for the in situ
measurement of other physical parameters with suitable
modifications.

Index Terms - FBG; reflected spectrum; impact analysis; FBG
interrogator; impulse force hammer.

1. INTRODUCTION

The optical fiber consists of a high refractive index core
surrounding by a low refractive index cladding and it works on the
principle of total internal reflection of light. The optical fiber cables
have many inherent advantages over other conventional cables that
are used in the communication industry. They offer a very high
bandwidth and they can be used in harsh environments. These cables
are also immune to electromagnetic interference Because of these
advantages optical fiber cables are replacing the conventional cables
in the communication networks. The optical fiber is also widely used
nowadays for the development of novel sensors. It has been proved
beyond doubt that fiber optic sensors can be effectively used for the
measurement of many physical and chemical parameters These
sensors have been found to offer excellent solutions to once
complicated measurement issues[1-3].

The fiber optic sensors are developed based on the
modulation of light travelling through the fiber by the sensing
environment. The optical fiber is used as the sensing medium
in these sensors The modulation of light is studied with the
help of various interrogators. There are various classifications
of fiber optic sensors like intrinsic and extrinsic.
Classification is also done based on the modulation scheme
used. Some of the common applications are in structural
health monitoring, pollution measurement and the estimation
of other physical and chemical parameters. These sensors offer
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many advantages like distributed sensing and they can be
easily embedded in modern hybrid composite materials.

FBG is developed and fabricated from a single mode
optical fiber by creating a periodic variation in the refractive
index along its core using standard methods. Depending upon
the period of the grating that is being fabricated they are
classified as Long Period Gratings (LPG) and short period
grating or Fiber Bragg Grating (FBG). It has been observed
that LPG’s can be effectively used for various chemical
sensing applications while FBG’s are generally used inr
physical sensing applications. The transmitted spectrum is
analyzed in the case of LPG. In the case of FBG the object of
analysis is the reflected spectrum. A shift in the peak reflected
wave length observed in the case of FBG based on the
physical parameter that is being measured.

The optical fiber based measurement of impact, vibration,
strain, temperature, are active topics of many recent research
and discussion [4- 5]. In this work we are reporting the design,
and development and characterization of a simple FBG based
sensor for the accurate measurement and analysis of impact.
The developed scheme consists of high sensitive FBG being
used for the measurement of impact loading. Impact loading is
done on a cantilever structure using steel balls of standard
weights being dropped though a pipe of fixed length. The FBG
is suitably mounted on the cantilever structure. The reflected
spectrum of the FBG is analyzed using an interrogator. The
peak of the reflected spectrum of the FBG is found to be
shifting with the impact that is being loaded and this is
correlated for the analysis of the impact loading.

II. EXPERIMENTAL DETAILS

The experimental setup developed for the FBG based
impact analysis is shown in Fig.1. The setup consists of an
FBG, a cantilever structure of length 10 centimeter and
thickness of 1 millimeter, an interrogator and a laptop. The
FBG grating portion is suitably fixed suitably to this cantilever
structure. The cantilever structure is also provided with a
provision of providing impact using a standard impulse force
hammer. Standard metal balls with calibrated weights are
dropped onto the cantilever structure through a pipe from a
height of 50 centimeters to introduce impact. The reflected
spectrum is analyzed after applying the impacts. using an
interrogator The FBG used for the measurement is having a
peak reflected wavelength of 1532.4 nm. Since the FBG’s are
temperature sensitive the experiments have been carried out
by keeping a constant room temperature of 22° C. The graphs
are plotted by interfacing with a laptop. Impact is also
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imparted on the cantilever structure using a standard impulse
force hammer for measurement and comparison.

FBG Interr ug‘dtOl’

FBG

Laptop Cantilever Structure

Fig. 1. Experimental setup for impact analysis using
FBG.

The theory of operation can be summarized as follows.

The Bragg’s law states that:

g = 2nggd (1)

In the above equation ‘Ag’ is the Bragg wavelength,
‘nert’ is the refractive index of the fiber core and ‘A’ Bragg
grating period [6].

The grating pitch and refractive index of the FBG is
changed by the application of strain and the resultant
elongation of the optical fiber. When temperature is kept
constant, the Bragg wavelength shift can be written as:

Adg = (1—p,)Age @

In the equation ‘¢’ is the applied strain.

‘pe’” the effective photo elastic coefficient can be written as:

Pe = (ﬂ;) [Pz —v(Pyy + Py3)] (3)

Where ‘v’ is the Poisson’s ratio of the fiber and ‘Py’ is the
Pockel’s coefficients of the strain optic tensor.

The FBG reflected spectrum is given by [7] as:

_ 2
R,y (A) = R,qexp [—4In2 (i) ] 4)

or
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oy is Full Width at Half Maximum and Ry is the reflectivity
of the FBG.

III. RESULTS AND DISCUSSION

The reflected spectrum of the FBG is plotted and it is
shown in Fig 2. The FBG reflected spectrum is analysed using
an interrogator. A 30 gram metal ball is found to create an
impact of 0.15 J on the cantilever structure when dropped
from a height of 50 centimetres through a guided pipe. The
peak wavelength of the reflected spectrum plotted against time
with impact loading on the front of the cantilever structure is
shown in Fig 3. The peak of the reflected spectrum is found to
be shifting with the applied impact. The applied impact is
varied in steps from 0.15 J to 0.02 J by varying the weight of
the ball from 30 grams to 5 grams. The results obtained using
spectrum analyser is plotted in Fig. 4. A distinct blue shift is
observed in the spectrum as the impact is decreased..

The peak in the reflected spectrums is also plotted as
impact load v/s wavelength and is given in Fig. 5. It shows
linear characteristics. The impact loading point is shifted from
the cantilever front end to the middle and the change in the
peak wavelength of the reflected spectrum is shown in Fig.6.
The middle loaded reflected spectrum is found to be different
from the front loaded one. The exact location of impact can be
determined accurately by connecting multiple FBG’s in
series. .

Power (dBm)

I
1532
Wavelength (nm)

1534

Fig. 2. The FBG sensor reflected spectrum



Proceedings of 4th International Conference on Latest Trends in Electronics and Communication ISBN : "978-81-939386-2-1"

1532.59
1532.55+ 1532.58 4
1532.57 <
! E
t £
¢ c 1532.56 4
~ 1532.504 5
5 5
0 0
e ‘ ‘0 1532.554
- >
o T |
8 3
3 1532.54 4
1532.454 !
1532.53 4
Y T Y L BN R R R RN BN B |
990000 995000 1000000 0.00 0.02 0.04 0.06 0.08 0.10 042 0.14 0.16
Time (ms) Impact Load (J)
Fig. 3. The peak wavelength of the reflected spectrum Fig. 5. The calibration curve of the FBG sensor
plotted against time with impact loading on the front.
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IV. CONCLUSION

The experimental setup developed is established to be
well suited for the analysis of impact. The impact analysis can
be carried out with a fairly good degree of accuracy, resolution
and repeatability using the method. Multiple FBG’s can be
connected in series and a detailed analysis can be done to find
out the exact location of impact. With suitable modification in
the setup, the developed method can be used for the
measurement of other physical parameters like pressure,
vibration and structural health monitoring. The experiment is
repeated with a standard impulse force hammer and found that
the results are matching.
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Abstract—The polar code is one among the most effective error
correcting code, attributable to the channel achieving property. In
this paper, we propose an optimized approximate belief
propagation (BP) decoder for polar code for the first time with
efficiency in delay. BP decoder is parallel in nature and is more
attractive for low-latency applications. Adder is one of the key
hardware blocks in BP decoder. By introducing the approximate
computation schemes and by using adders such as ripple carry
adder and parallel self timed adder, delay can be reduced. The
design is verified and synthesized using Xilinx ISE 14.7.

Index Terms— Polar code, belief propagation, approximate
computation, Ripple Carry Adder, PASTA adder.

L

he polar code is a new class of error correcting codes that

demonstrably achieves the capacity of the underlying

channels [2]. The result of a superb errors correcting
performance is non inheritable when the code is satisfactorily
long [3]. Among some manuscript’s handling the hardware
implementation [2] provided a coding structure that arranges all
of the message bits in an absolutely parallel method. The
absolutely parallel design is attractive but it is not acceptable
for long polar codes because of the hardware complexity.

INTRODUCTION

The polar codes are provably ability accomplishing
and their regular structure promises energy-efficient codec
designs. Different decoding concepts are introduced for polar
codes[4-13]. Two main decoding concepts are successive
cancellation(SC) and belief propagation(BP). SC decoding is
serial and BP decoding is parallel nature. Belief propagation
(BP) decoding had drawn lots of interest when creation of the
polar codes took place. Based at the component graph
representation of the codes [6], authors in [7], [8] had
investigated the performance of the BP interpreting. Results
showed that BP decoding had particular benefits with regard to
the decoding latency and throughput.

The belief propagation (BP) decoding algorithm for
polar codes is based on the factor graph representation of the
code [7]. Each node is associated with two types of messages:
left-to-right messages and right-to-left messages. In every new
release, the message replacement will start from the leftmost
column to rightmost column, then from the rightmost to
leftmost. Adders are primary circuits to implement any
mathematical operation in hardware form. Rapid and correct
operation of virtual system depends on the performance of
adders. The core of each microprocessor, digital signal
processor (DSP), and information processing application
specific integrated circuit (ASIC) is its data path. It is regularly
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the vital circuit thing if hardware cost and power dissipation is
concerned. So here in this paper the belief propagation decoder
(BPD) of polar codes is designed to offer approximated values
with high performance in speed by using optimized adders.

I. RELATED WORK

A.  Approximate BP Polar Decoder

Before giving information of BP polar decoders, [1]
discussed about the division theme first. For (64; 32) polar code
and discovered that the values of LLR specifically distributed
within the interval of [-35, 35], this implies that one sign bit and
5 integer bits are needed a minimum for quantization to get
satisfying performance [9]-[10].

Figure 1 shows factor graph of belief propagation decoding
for (8, 4) polar code. Polar BPD illustrated for n-level factor
graph [15]. For (8, 4) polar code, 8 represents information and
4 represents frozen bits. 8*(3+1) = 24 nodes are present in 3
level factor graph.

| Stagel | Stage?2 | Shgel
| il :'-l (31
(1,1) — @‘2' AR g % @1
[ = ial
12.2) 3.4
(1.2) : =} A ;j( 1 4.2

: F node

Fig. 1. Factor graph of BP
decoding with N =8

If (p (n-1: 17) = (q [n-1: 17), then the approximate G node
predicts (S n-1:01) = (q n-1: 07). Otherwise we have (S n-1:07) = (q [n-
1:01)- However, while (P (s-1: 1) = (q [o-1: 17) and the neglected k
bits of ‘p” is small that those of q, got a wrong result. Supposing
that p and q are random numbers with uniform distribution, then
the chance of (P (n-1: k1) = (q n-1:x7) and the possibility of the (p k-
1:07) < (q1: 07) are derived as follows:
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k

in-
P(Pin-14] = din-11) =3 )

13
2 -1
on+1

P(P[k—m] = qb[k—1:o]) = (2)

B.  Approximate Architecture for G Node

Generally, LLR messages are in the form of sign
magnitude. The purpose of G-node is magnitude comparison
for finding minimum number from the inputs. In conventional
G-node, almost all bits from MSB to LSB are need to be
compared to find minimum number. There might be a chance
of delay with conventional G-node to find which is small.
Conventional G-node result in a long time as well as high power
consumption. The error rate(ER) for the approximated G-node
is represented in equation (3).

2k_1_ 2k

1n—k
ER=7 Zwm=m O
‘ Pn—1 e Plpo‘ ‘qn_l ------ CJ':LQO‘
Comparator | -
Syl wee een S1So
Fig 2: Conventional G node.
‘ Pri—1 - = P3Pz I L qs‘?z‘ ‘0100‘ ‘plpn‘
|
Comparator
v v . y h
) S 1 \a 0 1 /'
N N A .
=
NS
Sg Sn=q smns 5353 5150

Fig. 3. Approximate architecture for G-node

According to (3) for a specific n, a bigger k will purpose
more overall performance loss and less hardware in take [12].
Half of-rate polar codes with code period N = 64 for simulation
used in [1]. The quantization scheme includes 1 sign bit, 5
integer bits, and three fractional bits.

C. Approximate Architecture for F Node

88

Notice that the conventional F-node suffers from long delay
because of change in information format. Also, delay and
hardware utilization increased due to AOU and comparator in
traditional structure. So, in this phase, an efficient approximate
structure for F node is shown in Fig. 4. For this approximate
architecture, subtraction is at once executed rather than doing
data conversion before computation. As a result, we only want
one data format conversion for F node. m, + m, & m, —
m,y, are computed at a time and the value of mg is selected from
those values. When S, ~ Sp= zero, the F node puts in
force m, + my,. Otherwise, it implements m, — m;. When
m, = m,, Sg =S,. Otherwise, S = S;.Approximate
computation schemes are added to alleviate the contradiction
between higher throughput and hardware consumption. Add
one unit (AOU) plays most important role in very last
computation. In Fig. 5 shown below, only add 1 to the m low-
order bits of the input data. In addition, the carry out generated
when including one is dropped without being propagated to
MSB bits. These m low-order bits are set to 1, if the carry out
bit is equal to 1.

my,

v 3

vy

T 3

Fig. 4. Approximate architecture for F-node
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| |
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Fig 5: Block Diagram of Approximate AOU

I. PROPOSED WORK

The approximation-based circuits of F-node is modified to
attain delay efficiency; by changing various types of adders and
their variation in terms of delay are observed. Fig. 2 gives the
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conventional architecture of G node and approximate circuit is
shown in the Fig. 3.
]

¥ -

3
Ripple CLAPASTA
1

—

Subtracter

hd

2's Complement

b
0

Fig 6: Proposed F node.

Figure 6 shows proposed F-node. When compared to
existing architecture of F-node, the proposed architecture
shows the reduction in terms of area. Here m, and my, are the
inputs and ms is output. Here the adder which plays a major role
in computation in F-node is modified. The add one circuit and
inventor is replaced by 2’s complement block. The performance
of the F-node is verified by trying different types of adders in
it. The adders considered are ripple carry adder, and PASTA
adder.

A. Ripple Carry Adder

This method is an asynchronous addition networks.

Linking the N full adders printed material N bit Binary adder.

In this perform of going before entire adder turns into the enter

bring for the following complete adder. It ascertains total and

convey as indicated by the accompanying conditions.
Si = AiABiACi

Ci+1 = Ai'Bi + Bi.Ci + Ci'Ai
Wherei=0,1,2,3 ...n-1

“
(6))

RCA is the slowest in all adders yet anyway exceptionally
smaller in size. If the ripple carry adder(RCA) is completed
with the useful resource of concatenating N complete adders,
the delay of such an adder is 2N gate delays from C;,, to Cpy-

LY L& OLLOY

IREIREINY
F

Py Fi L
! oy
;

m

#
;

Fig 7: Block Diagram of RCA

B. PASTA Adder
Another adder is Pasta adder, the general block figure of
the Parallel Self-Timed Adder (PASTA) is exhibited in Fig.8.
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Multi bit adders frequently developed from single piece adders
utilizing combinational and successive circuits for offbeat or
synchronous structure.

U “ f'r‘n-l bn-l 4] b] iy El‘arl hU

X MUX' | MOXF [MUX: MUXH MUXH | [MOXF MUXH-
} N = vy
HA, ‘ HA,. HA, HA,

- J ) ] ]

K 148 S i Y — G h ()

Completion Detection Unit
l' TERM

Fig 8: Parallel self- Timed adder.

The contribution for two-input multiplexers relates to the
request acknowledgement flag and can be a zero to one
amendment signification by SEL. It will initially choose the real
operands among SEL equal to zero and can change to
input/convey ways that for ensuing cycles utilizing SEL equal
to one. The adder ab initio acknowledges two operands to
perform half-additions for every bit. during this manner, it
emphasizes utilizing previous created convey and aggregates to
perform half-adder over and over till all convey bits are eaten
and settled at zero dimension. Ripple carry adder is just
arrangement of full adders associated consecutive wherever
carry propagates from 15¢ full adder to last one. Delay is most
extreme for this situation on the grounds that the yield won't get
produced until the point when convey has proliferated until the
last full adder. Convey look forward contains combinational
circuit which computes already. Area is to a great extent
expanded for this situation. Obviously, delay is substantially
less.

II.  RESULTS AND DISCUSSIONS

To show the advantage of the proposed approximate F-node
over F-node in BP decoder, the relating execution results
distinctive types of adders in F-node design is explained. It has
shown that the planned approximate BP decoder shows sensible
hardware reduction than the correct one. Compared with the
prevailing F-node in decoder, the reduction in delay is
discovered. The Comparison results are shown in below
mentioned table I.

Here the below two tables presents the results (in terms of
area in LUT’s and delay in nanoseconds) with comparison.
Table shows the comparisons between F nodes with different
adders.

TABLE I
F-NODE COMPARISON WITH DIFFERENT ADDERS
Adders in F-node Area(LUT’s) Delay(ns)
RCA 51 12.093
PASTA 46 10.431
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Figure 8 shows simulation results of F-node. The first

waveform represents 8bit output, which is indicated by ‘m’.
Second waveform represents sign bit output, which is
indicated by ‘s’. Third and fourth waveforms represents 8bit
inputs, indicated by ‘ma’, ‘mb’ respectively. Remaining two
waveforms represents sign bits of inputs, indicated by ‘sa’ &
‘sb’.

Fig 9: F-node simulation result.

Figure 9 shows simulation results of G-node. The first

waveform represents sign bit output, which is indicated by

3

SzZ".

b

Second waveform represents 8-bit output, which is

indicated by ‘Z’. Third and fourth waveforms are represents
two sign bit inputs, indicated by ‘sx’, ‘sy’ respectively.
Remaining two waveforms represents 8-bit inputs, indicated
by ‘X’ & ‘Y.

Fig 9: G-node simulation result.

Fig 10: BPD simulation result.

Figure 10 shows simulation results for BPD. The first eight

waveforms are represent final output, which is indicated by d1,
d2,d3, d4, ds, d6, d7 & d8 respectively. Next eight waveforms
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represent inputs, which is indicated by ul, u2, u3, u4, us, u6,
u7 & u8 respectively.

III. CONCLUSION

In this paper, optimized and approximation supported BP
polar code decoder is implemented. The results shows that an
approximate  computation method causes negligible
performance degradation compared with the standard one in
addition to reducing the delay. Delay seems to improve even
more (13.74% for 8 bits) using PASTA adders/subtractors in F-
node of BPD. This approximation of architecture can be applied
for other polar decoders in future.
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ABSTRACT mapped model. ANFIS uses hybrid learning

Modelling of a process can be data-driven using
techniques such as System Identification or based
on first principles. With system identification, the
process model is identified by acquiring and
processing raw data from a real-world system

and choosing a mathematical algorithm with which
to identify a mathematical model. Various kinds of
analysis and simulations can be performed using
the obtained model before it is used to design a
model-based controller. However, it should be
noted that a mathematical model is never a perfect
alternative to the real life process. Nevertheless, a
reliable modelling exercise needs to be adopted so
that the process or model mismatches remains as
small as possible. Modelling of the processes using
the soft computing proves to be one of the best
techniques with minimal model mismatch. And this
project aims at modeling non-linear systems using
soft computing techniques. The model is generated
using fuzzy, neural and neuro-fuzzy techniques
using real time data sets. The validity of the models
is then compared by taking mean-square error as
performance criteria.

1.1 INTRODUCTION ABOUT THE PROJECT
The project aims at modelling non-linear systems
using soft computing techniques like neural
networks, fuzzy and ANFIS. The nonlinear systems
considered for modelling are Conical Tank System
(CTS) and Quadruple Tank System (QTS). In CTS
the non-linearity is due to its shape and QTS has
performance limitations due to loop interaction and
multivariable right-hand plane zeros. In fuzzy
modelling the T-S fuzzy model proposed by Takagi
and Sugeno described by IF-THEN rules is used
for representing local input-output relations of non-
linear systems. The model output is exactly
mapped to plant or system output by using various
clustering techniques. A neural network is a
massively parallel distributed processor made up of
simple processing units called artificial neurons
which has a natural propensity for storing
experimental knowledge. Here using neural fitting
models of CTS and QTS are formed using input-
output data set. The neural fitting helps to exactly
fit between a set of input numerical data set and
output numerical data set. Then modelling is done
using ANFIS technique to obtain accurately
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technique for forming the model. ANFIS uses
adaptive learning capability of neural network and
transparency of fuzzy for modelling. All the above
methods are done by using input — output data.
Then root mean square error (RMSE) of each
model is verified to analyse best modelling

technique among these three soft computing

techniques.

2. SYSTEM DESCRIPTION
2.1 CONICAL TANK SYSTEM

Figure 2.1 Laboratory setup for conical tank
system

The conical tank process is a type of nonlinear
process in which the nonlinearity is due to its
shape. Here input variable is the flow rate of water
into the tank and output variable is the level of the
tank. The level of the water in the tank is measured
by means of the differential pressure transmitter
and is transmitted in the form of a current signal of
4-20 mA to interfacing hardware of the PC. After
implementing the concerned control algorithm in
the PC, the control signal is transmitted to the I/P
converter in the form of a current signal of 4-20mA
which then passes the air signal on to the
pneumatic control valve. The pneumatic control
valve is actuated by this signal to produce the
required flow to the process tank. There is a



constant circulation of liquid in the system. For the
purpose of modelling the conical tank system the
open-loop input-output data is used. The Figure 2.1
shows the laboratory setup of conical tank system.

2.2 QUADRUPLE TANK SYSTEM

Figure 2.2 Laboratory setup for quadruple tank
system

The Quadruple tank process is a laboratory process
that consists of four interconnected tanks and two
pumps. The process inputs are ul and u2 (input
voltages to pumps, (0-10 V) and the outputs are yl
and y2 (voltages from level measurement devices
(0-10V). The target is to control the level of the
lower two tanks with inlet flow rates. The output of
each pump is split into two using a three way valve.
Thus each pump output goes to two tanks, one
lower and another upper, diagonally opposite and
the ratio of the split up is controlled by the valve.
With the change in position of the two valves, the
system can be appropriately placed either in the
minimum phase or in the non-minimum phase. Let
the parameter y be determined by how the valves
are set. The Figure 2.2 shows the laboratory setup
of quadruple tank system.

Figure 2.3 Schematic diagram of quadruple
tank system
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. Consider the Figure 2.3, if y1 is the ratio of the
first tank, then (1-y1) will be the flow to the fourth
tank. The voltage applied to pump 1 is V1 and the
corresponding flow is k1 V1. The parameters y1, y2
€ (0, 1) are determined from how the valves are set
prior to an experiment. The flow to tank 1 is
v1k1V1 and the flow to flow tank 4 is (1- y1) k1V1
and similarly for tank 2 and tank 3. The
acceleration due to gravity is denoted by g. The
measured level signals are yl=kch1 and y2=kch2.e
position of the valve. With the change in position
of the two valves, the system can be appropriately
placed either in the minimum phase or in the non-
minimum phase.Let the parameter y be determined
by how the valves are set. The Figure 2.2 shows the
laboratory setup of quadruple tank system.

3. ALGORITHM

The flowchart given by Figure 3.3 shows the steps
involve in ANFIS training. In this, first the training
and checking data i.e. input-output data set will be
loaded to ANFIS. The training data is used for
training the FIS and checking data is used for
testing or validation purpose. Then using the hybrid
algorithm the premise parameters of input
membership functions and consequent parameters
of output linear models are optimised to meet the
performance index. Then training is done till the
given epoch count or error tolerance is reached.
The trained FIS is then checked and validated using
the given checking data. For CTS the FIS generated
using FCM and subtractive clustering are loaded as
initial FIS for ANFIS. Then ANFIS training is
provided for data set after selecting grid
partitioning too to use grid partitioned FIS as initial
FIS. The same procedure is followed for QTS also
but it is done separately for tank 1 and 2.
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Figure 3.1 Flow chart of ANFIS training

4. RESULT

4.1 MODELLING OF CONICAL TANK
SYSTEM

4.1.1 Comparison between Neural Network
Model Output and System
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Figure 4.1 Comparison between neural network
model output and system
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Figure 4.2 Root mean square error plot for
neural network training
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4.1.2 Comparison between Fuzzy Model Output
and System Output
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Figure 4.4 Comparisori between FCM clustered
fuzzy model output and system
output
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4.1.2.2 Subtractive Clustering

The results show that subtractive clustered fuzzy
model is very accurate anddoes not require further
training. It used eight Gaussian membership
functions for mapping input data sets.

COMPARISON BETWEEN SYSTEM OUTPUT AND MODEL OUTPUT OF CONICAL TANK
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Figure 4.7 Comparison between subtractive
clustered fuzzy model output and

system output

The Figure 4.7 shows how accurately the fuzzy
model models the conical tank system. It is seen
that the fuzzy model output overlaps the real time
output of CTS. The Figure 4.8 and Figure 4.9 show
the membership functions of inputs.
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5. CONCLUSION AND FUTURE SCOPE

5.1 CONCLUSION

The project deals with obtaining accurate
representation of non-linear systems by applying
soft computing techniques like fuzzy, neural
network and ANFIS. The results showed that by
using soft computing techniques non-linear systems
can be accurately modelled. The accuracy of the
models lies in selection of input and output
parameters. The input-output data should contain
the process characteristics of the system for it to be
exactly modelled. Two non-linear systems having
different types of non-linearities is thus exactly
modelled and validated by taking root mean square
error as performance index. ANFIS having the
advantage of both fuzzy and neural networks had
minimum RMSE .

5.2 FUTURE SCOPE

It is generally not possible to derive an accurate
model of a process or plant especially with
nonlinearities. If a reliable model is not available, it
is quite difficult to design a controller producing
desired outputs. Traditional modelling techniques
are rather complex and time consuming when we
incorporate entire dynamics of the process. By the
application of soft computing technique any non-
linear system can be modelled. The model can be
further used for design of model based controllers.
The models thus developed can be used in
designing model based control schemes which
offers robust controller performance.
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Abstract - A low cost analog optical transmitter has been
developed for optical communication applications. The new device
is characterized and the results show very good performance over
a wide frequency band. We have achieved a gain flatness of less
than 1dB from 0.8 GHz to 2.3GHz which makes the device suitable
for fiber optic communication.

Index Terms - Optical fiber; Analog modulation; Optical
transmitter.

1. INTRODUCTION

Recent communication uses optical means for transporting
data. Introduction of fiber optic techniques makes the current
communication system very fast and reliable. Main advantage
of optical fiber communication are higher bandwidth and low
transmission loss. Two different techniques used for optical
communication are analog modulation and digital modulation.
Digital fiber optic links are widely used for transporting voice
and data for high speed internet [1]. Many other applications
require analog modulation like microwave multiplexed signals
[2, 3], subscriber services using hybrid fiber/coax [4], video
distribution [5], Fiber to the Antenna [6] and Fiber to the Home

(7.

The major components of fiber optic communication are a light
source capable of fast modulation, an optical transmission
medium and high speed photodetectors. Today fiber optic link
is widely used to transmit and receive microwave signals from
satellite antenna [8]. Coaxial cable has high attenuation (several
hundred dBs/km). Main problem of analog modulation on
optical signal is linearity issues over wide frequency band.
Designing proper impedance matching circuit is also very
critical for wide frequency band. In this paper we introduce a
low cost device which is suitable for a wide variety of
applications in optical communication

II. DESIGN PRINCIPLES

Transmitter converts the RF input signal to analog optical
signal. This can be done by modulating the intensity of optical
signal with RF input signal. This is amplified by a monolithic
RF amplifier and then fed to the laser diode. Continuous wave
intensity modulation of the RF signal on optical output is
performed with a laser diode.

The Laser is driven by a Laser controller circuit configured with
a laser driver; WLD3343 (Wavelength electronics Inc.). The
required bias current for the Laser is set by the laser driver.
When laser diode is biased with a current larger than the
threshold current, ITH, the optical output power increases
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linearly with increasing input current. Analog links take
advantage of this behavior by setting the dc operating point of
the laser in the middle of this linear region. The laser driver
provides proper bias current for laser diode. The major
components of the transmitter circuit are: laser diode, laser
driver, RF amplifier, bias tee and impedance matching network.
Figure 1 shows the block diagram of the transmitter circuit.

RF Input
— RF Amplifier Bias-Tee
S ! Matching
Fibe:r LE.SET Network
Link
¥

Laser Driver

Fig. 1.Block diagram of fiber optic transmitter.

The Laser Diode used in the transmitter is an un-cooled DFB
laser (DFB-1550-C5-2-A4-SA-A-A, Applied Optoelectronics
Inc.) with coaxial package. Laser diode is characterized by
measuring optical output power for different operating currents
and threshold current is estimated as 15 mA from this data. At
70 mA laser output power reaches 5 mW (7 dBm). Laser diode
is operated in the linear region of the L-I (Light Intensity-
Current) curve between threshold (15 mA) value and maximum
operating current, 70 mA. Constant DC bias current for laser is
set at 40 mA which is almost the mid value of the operating
ranges from 15 to 70 mA. Laser bias current is set at middle to
avoid clipping of output signal which ensure the linearity. RF
input signal is also applied to the laser diode which is
superimposed to the constant DC bias current. RF signal
modulates the intensity of the optical output power. An inbuilt
photo detector (back facet monitor diode-BFM diode) in the
laser module helps to monitor the optical output of the laser.
Input RF signal is amplified by the GAL-5 (Mini Circuits).

Proper matching circuit (pi section network) using reactive
components (inductor and capacitors) were designed 50Q
impedance with low impedance laser diode. To improve the
gain flatness, a 15Q resistor is added with load impedance.
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III. RESULTS AND DISCUSSION.

The transmitter circuit is tested using a calibrated network
analyzer. The frequency is swept from 0.8 to 2.3 GHz. The RF
power from the network analyzer is set to 0dBm. The optical
power level of the laser diode output is set to ImW (0 dBm).
Transmitter circuit output (optical) is connected to the wide
band optical to electrical converter (O/E converter) using a
suitable fiber optic patch cord. The RF port of the O/E converter
is connected to Port 2 of the network analyzer. O/E converter is
basically fiber optic receiver equipment which has an optical
input port and a RF output port. O/E converter receives the
modulated optical signal from the transmitter circuit and
converts to equivalent electrical signal. Figure 2 shows the test
setup for characterizing transmitter circuit.

Network Optical
RF Analyzer Transmitter O/E Converter
Input
. Optical Optical RF
- Port1 — RF in out in out
Port 2

Fig. 2. Transmitter circuit test setup.

Performance of the transmitter circuit is analyzed by
plotting S21 (forward gain) and S11 (return loss) data with
network analyzer. Figure 3 shows the measured reflection and
transmission characteristics of transmitter circuit. Results show
that return loss of the transmitter is better than -10 dB and gain
flatness is less than 1 dB from 0.8 GHz to 2.3 GHz.

40
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Fig. 3. Return Loss (S11) of Transmitter circuit
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Fig. 4. Forward gain (S21) of Transmitter circuit

III. CONCLUSION

A simple and low cost design for wideband analog
optical transmitter is presented here. The developed module
gives good transmission and reflection characteristics
performance over a frequency band of 0.8 GHz to 2.3 GHz. A
gain flatness of less than 1 dB and return loss of minimum -10
dB is obtained for transmitter. The wideband performance of
the system makes the device suitable for a number of useful
applications like bidirectional optical communication link,
FTTH/FTTA applications etc.

REFERENCES

[1] Gerd Keiser, Optical fiber communication. Singapore: McGraw-Hill, 2000.
[2] Dinesh Kumar R, Majo Mary Mathew and KN Madhusoodanan- “An
intensity modulated device for Optical Communication” Journal of
Computational and Theoretical Nanoscience, vol. 15, pp. 1-7,2018

[3] R. Olshansky, V. A. Lanzisera, and P. M. Hill, “Subcarrier multiplexed
lightwave systems for broadband distribution,” J. Lightwave Technology, vol.
7, pp. 1329-1342, 1989.

[4] W. 1. Way, Broadband hybrid fiber/Coax access system technologies.
Newyork: Academic, 1998.

[5] T. E. Darcie, J. Lipson, C. B. Roxlo, and C. J. McGrath, “Fiber optic
device technology for broadband analog video systems,” IEEE Mag.
Lightwave Communication, vol. 1, pp. 46-52, 1990.

[6] G. Kardaras, J. Soler, L. Brewka, and L. Dittmann, “Fiber to the Antenna:
A step towards multimode radio architectures for 4G mobile broadband
communications,” in [EEE 4th International Symposium on Advanced
Networks and Telecommunication Systems, 2010, pp. 85-87.

[77 P. W. Shumate, “Fiber-to-the-Home: 1977-2007,” J. Lightwave
Technology, vol. 26, pp. 1093-1103, 2008.

[8] J. E. Bowers, A. C. Chipaloski, S. Boodaghians, and J. W. Carlin, “Direct
fiber-optic transmission of entire microwave satellite antenna signals,” E.
Letters, vol.23, pp.185-187, 1987



Proceedings of 4th International Conference on Latest Trends in Electronics and Communication ISBN : "978-81-939386-2-1"

VISUALIZATION CREATED IMAGE FAKE
FINDING

* Gowri Shankar. M,*Vidyavathi. K, *Saravanan. V.
# Assistant Professor, Department of EEE, Gnanamani College of Technology, Namakkal, Tamil Nadu, India
*Head of the Department, Department of EEE, Selvam College of Technology, Namakkal, Tamil Nadu, India,
“Deputy Program Coordinator/ Lecturer, Biomedical Engineering Specialization, Higher College of Technology, Muscat, Oman.
mshankar065 @ gmail.com, hodeee @selvamtech.edu.in, saravananvcew @ gmail.com

Abstract: Nowadays, digital pictures may be simply
changed by victimization superior computers, subtle
photo-editing, tricks package, etc. These modifications
will affect the authenticity of images, from law, politics,
the media, and business. Detecting forgery in digital
pictures is one in every of the most important analysis
activities within the current time. In general, altering the
digital image may disturb some underlying vision-based
regularities that arise due to world, lens and sensor etc.
Under this assumption, this paper presents new vision
based image scientific tool lighting color based image
forensic.

Keywords: Forensic, Forgery, Vision, Watermarking

LINTRODUCTION
The development of up to date digital image process
techniques, the individuals will simply alter the content of
digital image with none clues, typically in laws, politics,
media and business etc. digital image forgery detection, is
Associate in Nursing approach to find mechanically
tampered county in digitally altered image, it classes into 2

approaches, specifically watermarking and forensics.

Watermarking is a lively approach; desires previous data
to verify the credibility. Forensics could be a blind
approach; it doesn’t want any previous data to substantiate
the credibility of the image. it's classified in to 2 ways
specifically applied math primarily based image forensics
(SBIF) and vision based image forensics (VBIF).
SBIF verifies the credibility by gauging the statically
inconsistencies like interference artifacts [1], Resampling

detection [2], detector noise consistency [3], etc.

The natural properties from a range of sources, just like
the world, the lens, and also the detector are accustomed
prove the credibility. VBIF uses the properties and find the
tampered region by activity lighting inconsistency in
lambertian surface in single light [4], and aberration

deviation [5], No single technique provides complete
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detection of solid pictures .devising a replacement

techniques can strengthen the proof of forgery.
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Fig.1: Dichromatic Reflection Model

The Color characteristic is one amongst the vital
key to find the digitally altered image, however it’s arduous
to match the colour of 1 object with the opposite. Suppose a
photograph is taken to a lower place a continuing
illumination [6], the illumination color of all objects ought
to be constant throughout the whole image. If image is
altered, the illumination consistency could also be altered.
during this paper we have a tendency to propose a brand
illumination color

new technique by estimating the

consistency by detection the mirror like region.

ILIMAGE FORENSIC USING DICHROMATIC
MODEL

The Color characteristic is one in every of the
necessary key to find the digitally altered image, however
it’s laborious to match the colour of 1 object with the
opposite. Suppose a photograph is taken to a lower place a
continuing illumination, the illumination color of all objects
ought to be constant throughout the complete image. If
image is altered, the illumination consistency could also be
altered. During this methodology we have a tendency to use
this property and that we gift a replacement VBIF

methodology to find the altered portion within the digital
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Image by estimate the illumination modify the reflective

region.

A.BASIC COLOR IMAGE FORMATION

The light supply emanates the non-particulate radiation
of specific shadowy composition. A photographic image
could also be captured beneath totally different sources of
illumination. Even in outdoor photography, the natural
lightweight could modification throughout the day in
shadowlike composition. The spectral composition of the
well-lighted supply may be measured in terms of the
normalized color property given by each the RGB values

and r-g values [12].

Color image formation will be explained with the
assistance of the dichromatic reflection model [13]. in
keeping with this model, reflection of any non-
homogeneous materials could also be mixture additive
reflection and diffuse reflection. For Associate in Nursing
object lit by one supply the mirrored light-weight will be

modulated as represented in equation (1).

(D

Where SS (A) and SB (L) area unit spectral surface
coefficient for surface and body part and E (L) is that the
color of the supply light-weight. for many form of materials
spectral surface coefficient for the surface area unit constant

over the actinic ray. This equation will be rewritten in terms

of RGB device response as is represented in equation (2)

~
[gz" %E’ 77 %:G @
£

Where R, G, and B: be the detector values in the image .S
and B be the surface and body parts. Avoirdupois unit (A)
and LS (L) are going to be 2 vectors of surface and body
parts that spans the 2 dimensional plane referred to as
dichromatic plane. The dichromatic lines for one source of

illumination represented in Figure.2
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Fig. 2: Dichromatic Reflection model

B.FORGERY DETECTION BY ESTIMATING

ILUMINATION COLOUR IN SPECULAR REGION
Detecting cast region in digitally altered image includes

following route. The forgery detection algorithmic rule are

often delineate in Figure.3

Input
Image

Level
Segmentation

| Gray (or]
Luminance

| Forgery
Detection

—{ Preprocessing

Fig.3 The Flow Diagram of Forgery Detection Algorithm

Specular region detection is crucial in estimate of
illumination color. Perceiving mirror like regions involves
ulterior preprocessing operations like filtering, distinction

stretching [14] etc.

C.PREPROCESSING

Input image is reborn in to grey or brightness for quick
process and to research the link between white and black
space. The binomial low pass filter and distinction stretching
accustomed find the mirror like regions accurately [15].the

flow sheet of preprocessing operations area unit delineated

in Figure.4
Gray (or) Binomial low [ |Contrast
Luminance pass Filtering Stretching

Fig.4: The Flow Diagram of Preprocessing Operations

Gray (or) luminance: Before giving input to the extent
segmentation the user got to choose the reflective regions
properly. Choosing the reflective regions within the color
image are very little advanced. the primary step is to convert
associate input image of a digital to a gray scale for police

investigation the reflective region. The gray scale image is



analyzed by a relationship between a white square measure
and a black for the input image, simply and created to

quicker process than a color image.

Binomial Low Pass Filtering: The binomial low pass
filters (BLPF) ar utilized in order to accurately notice the
mirrorlike region from the digital image and take away a
noise of the image. The BLPF is applying a size of mask
(e.g., 3x3, 5x5) in line with the dimensions of mirror like

regions within the pictures [15].

Contrast Stretching: The image may be eliminated to a
steep intensity transition of the item except the lighting
gradation fashioned naturally the objects from the image.
Adapt a high distinction from the image. The distinction
ought to be clearly the highlights and shadows fashioned by

the sunshine from the image.

D.LEVEL SEGMENTATION

Trim down the amount of levels to indicate up the
mirror like regions within the image. The 8-bits for grey
image levels square measure Convert 256 into ten [16]. The
luminousness image levels diminish into ten .from the paper
they need reduced up to fifty levels, the sample reduction of
256 to ten levels for a grey image square measure

represented in Fgiure:5

16

0-25 16-38 o

25-50 38-60 25 38

50-75 60-82 50 B0
75-100 822-104 75 B2
100-125 104-126 100 104
125-150 126-148 125 126
150-175 148-170 150 148
175-200 170-192 175 i70
200-225 192-214 200 192
225-255 214-236 225 214

Fig.5: Level Segmentation

E.FORGERY DETECTION USING DICHROMATIC
PLANE

Tominaga and Wandell such as, some way to
approximate the fuel colourize the image with the assistance
of the dichromatic reflection model. reflective regions hold
dominant fuel color, its inputs to the dichromatic reflection
model. R G B vectors of that regions square measure rotten

victimisation principal element analysis and mapped in to

101

Proceedings of 4th International Conference on Latest Trends in Electronics and Communication ISBN : "978-81-939386-2-1"

line in dichromatic reflection model that may span the
complete dichromatic plane. Objects beneath identical
supply can ran into within the line provides the fuel vector
and conjointly gives the color property values that fuel

color. The steps up to dichromatic plane square measure

delineated in Figure 6.
Level Cropped , . ,
Seamented ! specular - Eigenvalues—*D'Chromam | Distance
Image fegion Plane Measure

Fig.6 : The steps to plot dichromatic plane

Cropped Specular Regions: To estimate the illumination

colourizer the image, regions round the reflective highlights
square measure thought-about. once detective work the
reflective regions user inputs the reflective regions of each
object from the amount divided image to the dichromatic

model

Eigen Values: Since the reflective regions hold the
dominant colourizer the image Eigen values of every color
matrix of reflective regions square measure calculable to
plot because the line within the dichromatic reflection plane

that may span the complete plane

Distance Measure: The intersection points of any 2

lines in dichromatic plane will be calculable by
victimization the formula delineated in equation (14) & (15).
Consider the point of any two lines as (x1, y1) (x2, y2) for

linel and(x3, y3) (x4, y4) for line 2

(14) (15)

By work the points within the on top of equation 3&4 offer
2 linear equations with 2 unknowns by resolve the values of
that 2 unknowns x & vy illustrate the intersection points of
any 2 lines. we have a tendency to known a solid region, by
considering anyone line as a reference line within the
dichromatic plane and located the intersection points of all
different lines with relation to the reference line and

therefore the tampered regions are noticed by means that of
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taking the gap of all intersection points the purpose with the =

utmost distance can shows the proof of forgery. the gap ' 4

between 2 intersection points are obtained by victimization

Euclidian distance are shown in equation (16) i

Let P1, P2 be the two points and pl1, pl12, p21, p22 be the i

vectors of that points

arr v BarY (o ©

The line that doesn't meet with alternative lines and Dichromatic plane for authentic image

therefore the line that doesn’t have shut intersection are a

tampered object. . i
B3

Dichromatic planes area unit essentially classified in to four B
categoriesl) plane with 2 objects with no intersection 2)
Plane with quite 2 object while not intersection of tampered
object 3) Plane with quite 2 objects with intersection of
tampered object 4) Plane with shut intersection while not

tampered object area unit shown in Figure seven (a) - (d). (d)

Dichromatic plane for tampered object without Fig.7 (a) indicates image as a non-authentic image but it fail to
intersection points spot which region is tampered (b) indicates region R4 (sky blue

color line as tampered object because it don’t have intersection
E:l point others (c) plane describes that region R1 (blue line) as
tampered region .it intersection points is not close to other
three regions (d) an authentic image intersection points are

" very close

S ILRESULT AND ANALYSIS
The experiments were dispensed in a very system having
(@) Intel® CoreTM?2 couple processor T6600 with speed two.2
GHz and 4GB RAM. The implementation was done by

Dichromatic plane for tampered image without
mistreatment MATLAB 7 .6. Solid pictures were created by

intersection point ) _ _ _
repeating the objects from one image and pasting on another
X =. " image that's underneath completely different illuminants
) O conditions was done by mistreatment the picture writing
software package Adobe Photoshop. The various cases
- tested like 1) pictures with no intersection for a tampered
- - - - object. 2) Pictures with intersection for a tampered object.3)
pictures with no intersection tampered object with 2 objects.

(b)

Dichromatic plane for tampered image with

intersection points
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Dataset 1: A tampered image with no intersection (d)

point

(e)

Fig.8 (a) Input image (tampered image from Photoshop) (b)
User interactive cropped regions after level segmentation using
gray. (c) User interactive cropped regions after level
segmentation using luminance. (d) Estimated dichromatic lines
for cropped regions in gray level segmented image (indicates
R4(sky blue) line as a tampered object it does not have
intersection with other lines).(e) Estimated dichromatic lines
for cropped regions in luminance level segmented image
(indicates R4(sky blue) line as a tampered object it does not

have intersection with other lines

Dataset 2: A tampered image with no intersection

point

(a)

103



Proceedings of 4th International Conference on Latest Trends in Electronics and Communication ISBN : "978-81-939386-2-1"

Fig.9 (a) Input image (tampered image from Photoshop) (b)
User interactive cropped regions after level segmentation using
gray. (c) User interactive cropped regions after level
segmentation using luminance. (d) Estimated dichromatic lines
for cropped regions in gray level segmented image (indicates
R4(sky blue) line as a tampered object it does not have
intersection with other lines).(e) Estimated dichromatic lines
for cropped regions in luminance level segmented image

(indicates R4(sky blue) line as a tampered object it does not

have intersection with other lines)

(b) Dataset 3: A non-authentic image downloaded from

with intersection point

(d)

(e
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(e)

Figu.10: (a) Input image (tampered image from Photoshop) (b)
User interactive cropped regions after level segmentation using
gray. (c) User interactive cropped regions after level
segmentation using luminance. (d) Estimated dichromatic lines
for cropped regions in gray level segmented image (indicates
R1(blue) line as a tampered object its intersection will not close
to other three lines).(e) Estimated dichromatic lines for
cropped regions in luminance level segmented image (indicates
R1(blue) line as a tampered object its intersection will not close

to other three lines)

Specular region detection is one in every of the

necessary modules within the illumination color based
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mostly image rhetorical that
was detected exploitation 2 ways exploitation light and grey.
The accuracy of those 2 ways area unit mentioned in table
one Specular region detection is one in every of the
necessary modules within the illumination color based
mostly image rhetorical that
was detected exploitation 2 ways exploitation light and grey.

The accuracy of those 2 ways area unit mentioned in table 1.
TABLE 1

ACCURACY OF SPECULAR REGION DETECTION

Images with
glassy objects

Images with less
specular 5 3 5
highlights

Images with high
specular 5 4 5
highlights

Chart 1.The specular region detection using gray and

luminance

m Images with

glassy
objects

ook MW WD

m Images with
less specular
highlights

The input image should have reflective parts. Weak
reflective regions square measure enough. and also the
reasons we have a tendency to select reflective region

detection is user need to choose or crop the reflective



region accurately as a result of for estimating the
illumination color image in regions round the reflective
highlights square measure thought of.
If the image has over one object is tampered it'll show
image as a non-authentic image however it'll fail to
point that portion of the image is tampered. The higher
than tool won't work well for human skins as a result of
the mixer of reflective color with human color can have
an effect on the belongings of illumination color
therefore it'll not manufacture the higher output.
These square measure all the a number of the datasets
that we have a tendency to utilized in illumination color

based mostly image rhetorical square measure shown in

figure 8.

Fig.11: Shown some of the datasets that are used in this

technique

III.CONCLUSION

In this paper we've got planned 2 totally different
techniques- Illumination color based mostly image
rhetorical. The technique can turn out higher results for
pictures captured underneath constant illumination that
possesses reflective regions in it. The planned techniques
work well for pictures captured underneath constant
illumination however fail to perform underneath advanced

lighting atmosphere.
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ANALYSIS AND REDUCTION OF POWER IN ADPLL USING
ADIABATIC LOGIC CIRCUITS
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St.Martin’s Engineering College
Email: mejagadeesan@ gmail.com

Abstract: With a low power All Digital Phase Locked Loop (ADPLL) becomes more attractive, they offer better
testing, programmable, stability and portable telephone in different tests, and ADPLLs can reduce system time and
have a better noise immunity. The Digital System Clock Generation All Digital Grid-Locked Loop is widely
researched to replace the traditional antilog PLL as the CMOS process technology enters the manometer regime.
The purpose of the adiabatic logic technique is to reduce the energy consumption of various functions. Compared
to standardized CMOS, losses in untouchable logic represent a big break. Only a handful of adaptation landscapes
satisfy our needs, which are responsible for the standard CMOS design flow and PVT  variant, and use a
manageable number of powerful clocked power supplies. Adiabatic Logic Circuit Technique is designed with a
dynamic phase frequency detection ADPLL imagines in a steady 0.25um CMOS process technology and maximum
electrical power consumption of 5.42mW. Adiabatic Logic Circuit with dynamic phase frequency detector is
activated in the ADPLL TANNER EDA tool and analyzed to obtain various PFD circuit performance ADPLL
which consumes low power.

Keywords: Phase Lock Loop (PLL), Adiabatic Logic Circuits.

1. Introduction PLL(analog Controlled
PLL) Oscillator (VCO)
1.1 PHASE LOCKED LOOP .. Voltage
Digital Digital | Analog Controlled
'The grid-locked ring or grid lock ring » | PLL(DPLL) Oscillator (VCO)
(PLL) is an old technology from the 1930s. This is Disitall
. .. 1g1ta
a control system that creates a release signal All digital PLL "
: : . : 3 (ADPLL) | Digital | Digital Controlled
associated with the phase of an input signal. The Oscillator (DCO)
p p g
wide range of PLL began with television receivers Software PLL.
in the 1940s. PLL was used to synchronize 4 (SPLL)  |Software | Software Software
horizontal and vertical curve lenses for coarse
pulses. It is used for widespread use in the fields 111 Basic Concepts of PLL

of communication, instrumentation, control
systems, and multimedia instruments. Techniques
for radio receptions were used for cohesive
reception.
Types of PLL

PLL has four types. They are as follow as:

1. Linear PLL (Analog PLL)
2. Digital phase locked loop (DPLL)
3. All digital phase locked loop (ADPLL)
4. Software PLL (SPLL)
In addition, DPLL capable of

implementing sophisticated signal processing in
IC chips are much more flexible and more diverse
than analog PLL. TBL is still referred to as a
semi-analog circuit and a hybrid PLL. All digital
PLL (ADPLL) and Software PLL (SPLL) have
recently attracted more attention. Interest signals
may be of any time wave, but usually a sinusoidal
or digital clock. PLL is usually divided into broad
categories listed on Table 1.

PHASE | LOOP OSCILL
S.NO PLL IDETECT ATOR
OR FILTER
1 Linear Analog | Analog Voltage
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A phase locked loop (Figure 1.1) is a
device that locks a release signal grid associated
with an input note signal phase. Although there
are many different types, it is easy to see like an
electronic circuit with a variable frequency
oscillator and a discovery at the beginning.
Building Discovery Comparing the phase of the
signal with the phase of the intermediate signal,
adjusts the oscillator to maintain the stages.
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b e g Ly B |yt
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MRy |y [ 7| ety = oo e | |
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Figure 1.1 Block diagram of Basic PLL
1.3 Basic Operation of PLL
The basic function of PLL can be divided into
three steps. They are as follows:
1. Phase detection captures the gap
between the two entries and the



http://en.wikipedia.org/wiki/File:PLL_generic_inline.svg

mean value generates an error
signal that is the ratio of the
difference in the difference.

A mesh filters then allows the
average value to control the VAC
frequency and the diagnostic output
is used to suppress the high-
frequency components.

The Oscillator generates an output
signal, whose frequency cycle is a
linear function of the filter signal
control signal.

1.2 OPERATING STATES OF PLL

The PLL has Two operational states, the

following:

1. Free running: The feedback loop is open

and there is no external input frequency, the

VCO swings in the natural frequency.

2. Capture limit: An external input signal is

required and feedback loop should be

completed. PLL has acquired frequency lock

in the state.

BASIC ELEMENTS OF PLL

A basic PLL is a negative feedback system that
consists of
1.5.2 Loop Filter

The loop filter is a low pass filter that is used

to attenuate the noise and high frequency signal
components from the phase detector. It provides a
control signal to the oscillator which is proportional to
the phase difference between the reference and the
PLL output.

1.5.3 Oscillator

Oscillator is the most important building block
of the PLL which generates the required clock signal
with a controlled frequency. Oscillator can be
classified based on the control signal applied as:

1. Voltage controlled oscillator (VCO): The control

signal applied is a voltage signal.

2. Current controlled oscillator (ICO): The control
signal applied is a current signal.

3. Digital controlled oscillator (DCO): The control
signal applied is a digital word.

4. Numerical controlled oscillator (NCO): The
control signal applied is a numerical value of the
signals.

5. Software based oscillator: The control signal

applied through the software.
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1. A Phase Detector,

2. A Low Pass Loop Filter,

3. A Voltage Controlled Oscillator (VCO) and
4. Feedback path and optional divider

1.5.1 Phase Detector

Stage detection Fig.1.2 can be classified
based on various applications and processes.
There are two types of building diagnostics,
1. Synopsis Fase Detectors and
2. Square signal build detectors.
Cyanosiodile Fase Detector A phase detection gap
(- /2 to+m/2). This is an amplifier, which acts
as a null memory device. The square signal level
detection and sequence are called innovation and
are implemented using continuous logical circuits.

L=

The main constraints for the VCO are:

1. Phase stability
2. Large frequency deviation
3. High VCO sensitivity
4. Linearity of frequency versus control
voltage
5. Capability of accepting wide band
modulation.
1. A SURVEY OF RECENT RESEARCHES
IN FIELD
Previous research, the adiabatic

environmental productivity strongly depends on
the effects of parameter variations in the power
drop. The decay of the initial voltage is the most
important effect on yield. Various effects on
energy consumption are given due to indoor and
indoor-divergent variations. The three logical
families, the Competent Responsibility Rescue
Logic (ECRL), the positive feedback of the
Adiabatic Logic (PFAL) and 2N-2N2P are
comparing the energy saving and operating
frequency range. Finally, the differences in power
loss due to parameter variations indicate that the
logic should be firmly fixed on the family.
Yanakido and many others. [6] A procedure was



proposed

the approach to controlling the factor for the
rapidly increasing integration of microleacran
Adiabatic Logic with CMOS for low power
applications. This paper provides a new half-life
tapioca logic family, which wuses filler-level
cyanosed power clocks such as sensor for digital
low power applications. The proposed two phases
use adiabatic standard CMOS logic (2PASCL)
cycle clocked adiabatic switch and energy
recovery policy. By eliminating the diode in the
charging path, the high output range is achieved
and the diode's power consumption is eliminated.
We design and design 2PASCL based NAS,
NAND, NOR and Exclusive-OR logic gates with
SPAS enabled using SPACE 0.18 MMS
technology. For driving pulse gates with equal
height for Vdd  Sathish Kumar et al et al. [6] have
proposed a

The practical approach to a dynamic phase
frequency discovery focuses primarily on
reducing power consumption and capable of
reducing rapid locking and delay time. With a
low power all digital grid locked (ADPLL) has
become more attractive, they offer better test,
programming, stability and portability in different
tests, and ADPLL has excellent noise immunity.
Time-T-digital converter TDC's goal is to
measure the time difference between the rim of
the signal. DTC is required for a phase
mathematical algorithm through DTC assistance.
Reduces the range, thus saving substantial
energy. The complete ADPLL system improves
the locking capabilities and the system's DTC
linear. The design is most appropriate for high-
speed grid frequency detection using DPFD
technique. The proposed system for dynamic
phase frequency discovery is constructed and the
associated power is 20 pW.

Salvatore Levantino and many others have
been proposed as attractive candidates for digital
gut-locked loops with low zitter clock-frequency
amplification based on pin-band grid detection.
Unfortunately, the buildup size of the phase error,
these systems, leads to head cycles of circular
cycles like unwanted spots in the spectrum. The
random noise that works as building blocks and
titering signal will remove those holes. While
DASCO, such as AX-DCO, has an inherent
normal resolution, the size of these phenomena
can further be analyzed and when the practical
spectrum of random noise sources is considered.
In this work, the expression of accurate accuracy
is calculated in accounting form, introduced by
two phase scales and DCO, and DC The noise of
the phase, with 1 / F and 1 / f elements. Combine

110

Proceedings of 4th International Conference on Latest Trends in Electronics and Communication ISBN : "978-81-939386-2-1"

these results,
The proposed analysis and optimization are validated
both numerically and experimentally on a 320-MHz
digital bang-bang PLL fabricated in a 65-nm CMOS
process.

Monoj Kumar et al proposed in the proposed
article using the ADPLL design Verilog in
FPGA. ADPLL is designed using Verilog HDL.
Xilinx ISE 10.1 simulator is used for simulation
of the Vellore Code. This paper provides details
of the basic set of ADPLL. In this sheet,
describes the function of the ADPLL. Its
simulation decisions are also discussed using
Xilinx. This provides the XPLinx vertex5
xc5vlx110t chip and ADPLL design FPGA
implementation in its results. ADPLL 200 kHz
central frequency is designed. The performance
frequency range is ADPLL 189 Hz, which is 215
kHz, which is the locker of design.

Guzm Lada and many others have proposed ALL
digital build-locked mesh. ADPLL has been a
major contributor to the development of the
control system and digital communication since
1980. ADPLL's design was a very important
component with integrated environmental (IC)
sophistication. The ADPLL still continues to give
good results. Now a DGPLL has a great role in
digital communication systems. This article
presents the basic details of ADPLL. It provides a
brief summary of basic ADPLL policy in order to
control system and digital communications. It
relates to the components of ADPLL and their
comparison.

3. SYSTEM DESCRIPTION

3.1 ALL DIGITAL PHASE LOCKED LOOP

All digital bus locked loops (ADPLLs) are
becoming more attractive because they have better
performance, programming, stability, and mobile
phones and ADPLLs in different processes to
reduce system time and have great noise
immunity. Digital digital clocked loop (PLL) for
digital computer clock generation is widely
researched instead of the traditional analog PLL.
Figure 3.1 shows the basic block map of all digital
grid locked mesh (ADPLL). ADPLL is built
entirely from logical orbitals, and many digital
digital digital digital digital digital digital digital
digital digital digital digital digital digital digital
digital digital DJ. There are many advantages of
ADPLL since the input signal is due to digital
signals. Digital control oscillator (DCO) to get
good build and frequency errors. Only digital
signals take the ADPLL input.
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Figure 3.1 Block Diagram of All Digital PLL
(ADPLL)

Basic Elements of ADPLL

The various elements of ADPLL consists of

1. Digital Phase Detector (PD)
2. Time-to-Digital Converter (TDC)
3

Digital Loop Pass Filter
4. Digitally Controlled Oscillator (DCO).

3.2 Frequency Dividers Falls under Three
Categories:

(1) Flip-flop-based frequency dividers.

(2) Injection-locked frequency dividers and

(3) Regenerative frequency dividers.
Flip-flop-based frequency accounting vectors are
available in two T-layers and negative feedback
structures. This type of steering wheel is a digital
function that delivers the repulsion sensing
advantages. Furthermore, flip-flop-based
accounting devices have frequency accounting
patterns, which contain broader channels than
different types of frequencies. This approach also
makes the remaining signal positions of the CML
circle.
Injected locked frequencies use a basic lens for
incoming frequency frequency synchronization.
The input signal is sent through the voltage nozzle
of the voltage. When the low-power movement is
reached, the needle locked frequency accounting
extractors reveal the short-lock-range. Return to
repeat frequency by holding a salad and low-pass
filter in the closed-cycle feedback.
The remaining frequency accounting reveals high
frequency compared to a needle lock, but uses
many inactive elements in the process. Since the
frequency accounting device is equipped with
modern high speed systems, the overuse of
inactive components is a lack of total chip-area
and circuit compatible devices.

3.3 Digital Phase Detector

The Digital Grid Inventor's Volume Chart
is shown in Figure 3.2. The round consists of two
verge-induced reset flip plates, and their D-inputs
are connected to a logical one. Signals A and B
are the clock input method for DFF, and DFF B

111

Proceedings of 4th International Conference on Latest Trends in Electronics and Communication ISBN : "978-81-939386-2-1"

respectively. If Qa = Qb =0, change in A is the
reason for increasing QA. The subsequent changes
have no effect on QA, and while B goes too far,
Kate and Kate react again and again. Thus QA and
QB are given at the same time through delayed
total time delay and through the gate and the flip
flops of the other side. The twin-edge T-flick-flop
activation prompted a phase detector, a design that
lost 33% of the power.

DFFA
One —_—)
Clk
A ——
A -
AND
Reset Gate  fo
One Y
Clk
B —>
DFFB Qn

Figure 3.2 Digital Phase Detector Implementation
using AND gate

Phase detectors may be split into two categories:

1. Phase only sensitive detectors

2. Phase/ frequency detectors (PFD)

3.4 Phase Sensitive Detectors

Detectors for tumors that are only sensitive
to the phase. They produce the output that is
proportional to the grid difference between the
two signals. When the interval between two
incoming signals is constant, they form a constant
voltage. When there is a frequency difference
between the two signals, they produce different
voltages. The build detection is the clock duty
rotation. This means that a standard duty cycle, 1:
1 should be used. If the input duty cycles are not
50%, it will be a point error.
3.5 Phase Frequency Detectors

1. The intermediate difference between these circuits
is the difference between a voltage rate at the rate
of difference between + 180 °. In this way, the AC
component will not be produced when the loop is
not out of the lock, and the output can be sent
through the filter to release the output ADPLL.
Various types of phase-bandwidth detection are
available, such as:

2. Edge triggered JK flip flop phase frequency

detector



3. Dual D type phase comparator
4. EX-OR gate phase frequency detector
5. Bang Bang phase frequency detector.

3.6 Time-to-Digital Converter

In ADPLL, the Digital Converter (TDC) acts
as a Frequency Finder (PFD) time build.
Figure 3.3 depicts the principle of time-to-
digital switching based on digital delay tax.
The initial signal is delayed by delayed
components and modeled by the rising edge of
the signal to stop. With the suspended signal,
the sample process implemented by delayed
leap cripples the late line of land. If the initial
signal delayed the levels, if the model is not
delayed by the initial assessment, it will have a
higher value of flip-flop outputs if it produces
a lower value. Consequently, this thermometer
indicates that the higher the level of change in
the index, the space signal is intermittently and
indicates how much distance can be extended
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the required frequency record. These values are
generally referred to as floating point numbers and
they are highly accurate with precision accuracy.
However, when a digital filter is processed, the
encoding must be marked with a small number of
bits that provide an acceptable solution to the
numbers. The number of logs, the number of
buses, partner and multiplies increases in the
number of bits marked by a large number. Large
sizes of enabled circuits result in a large square-
sized chip, which is translated as increased power
consumption.

3.8 Digital Controlled Oscillator

INPUT N

o4 COMPARATOR > OSCILLATOR
TPUT
RESET
COUNTER

é STABLE OSCILLATOR

Figure 3.4 DCO Based on Counter Increment

by stopping the
signal.
; 4 1
start 7){ : 1
i_/ %
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The term "digital control oscillator”" is used to
describe a mixture of voltage-controlled osillor
operated by a control signal from the digital-to-
analog switch, and is sometimes used to describe
numbered controller oscillators. Figure 3.4 A
graphic display of a digital controlled oscilloscope

d
' AT i

Figure 3.3 Operating Principle of TDC

The goal of the TDC is to measure the time
difference between the rising edges of the “Start” and
“Stop” signals in ADPLL.

TDC with delay line is used to measure the time
intervals are:

Buffer delay line TDC

stop :

1. Inverter delay line TDC

2. Vernier delay line TDC

3. Parallel vernier TDC

4. Gated ring oscillator (GRO) TDC

3.7 Digital Loop Filter

Traditional cycle filter output (analog loop
filter) due to release chamber reduces
synchronizer efficiency, especially co-structure,
loop delay. A basic construction block on a digital
filter digital systems. With this work, it is worth
using a more efficient and flexible digital filter by
filtering the bulky passive cycle. The filter
frequency response depends on the value of its
coefficients.

The values of coefficients are calculated based on 1

shows.

When comparing content with the opposite
content and when they are compatible, the
comparator releases the output of the DCO which
sends a output pulse and resets the reset.
Controlling the contents of the DCO can be
controlled by distinguishing N. This DCO is easy
to use with fixed cells, but its power consumption
is very high.
One aspect of the DCO's main design is to provide
adequate controls and maintain the risk of
acceptable risk. This is an important digital PLL
performance parameter, which is simulated for
this system. The DCO design tested seven bit
input scenes using a linear feedback logging
version. The frequency indicated for each control.
DCQO's operating range is 180 MHz 320 MHz. The
DCO frequency for control words "0000000" is
48.93 MHz and 322.9MHz for "1111111".

SYSTEM ANALYSIS

4.1 EXISTING SYSTEM

A common delay-line vernier TDC and vernier

) TDC with delay latch chain architecture is



implemented to measure the time interval between two
input signal to a digital output word.

4.1.1 Vernier Delay Line TDC

The Vernier Delay Line is capable of
measuring time gap with TDC sub-entry
resolution. It has two late lines, which delay both
signals and prevent the signal. Delay in the first
row 1is slightly larger than the second row delay.
During the measurement, the first signal signal
spreads with the first line of Mars. It seems like
the signal stop signal pushes the signal. At each
stage, it is delayed by 1- Delay2. A pair of late-
line delayed stripes in a Vernier configuration are
associated with each flip-flop of the corresponding
pair pipes and presented in Fig 4.1
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Figure 4.1 Hllustration of Vernier Delay Line TDC
4.1.2 Vernier TDC with Delay Latch Chain

Delays latches can be modeled using
buffers and multiplexers with zero delayed
enclosure. Figure 4.2 shows the late latch chain
vernier TDC has the following steps, where it is
considered 1> 12.
TDC is ready for transition at the next stage where
initial position and stop inputs are low. All
delayed initial input will increase the thermometer
code in tx releases gradually through a pulse delay
latch  next to the increasing  edge.
Stop input next to the increased edge of the input,
the latter set the latches of the latter stopping the
campaign by the pulse delayed line.
If the pulse starts with the starting point, do not
stop late delaying the latch and stop spreading the
initial pulses.
The temperature measurement, ie, the release of
delay in the release of delay is now time variable,
ie, between two inputs AT.

Figure 4.2 Illustration of Delay Latch Chain Vernier TDC
4.1.3 Schematic Design of Delay Latch Chain Vernier TDC
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Figure 4.4 Implementation of Delay Latch Chain Vernier TDC

Delay latch chain NMOS variable and pMOS
processing transistors are shown in 4.4. When a
gas voltage is set to a maximum in a nMOS
implementation transistor, the late delay acts as a
delayed delayed component, and when the gas
voltage is low, the output latch turns the latch to a
floating point, so holds the current voltage value.
The PMOS implementations operate with voltages
of nMOS transistors, as well as filler gates.
Depending on the process, voltage and
temperature variation, transistors are applied to
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late-line inputers. Appropriate transistors always
run nMOS and pMOS transistor gates,
respectively, by combining the possibilities.

4.2 PROPOSED SYSTEM

The proposed system is to design a low power
ADPLL using Adaibatic Logic Circuit. Figure 4.5
shows the overall implementation of ADPLL in
TANNER EDA tool.

PAc1Tar it
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Figure 4.5 Implementation of ADPLL

4.2.1 Adiabatic Logic Circuits

The word ADIABATIC is derived from the Greek
word ADIABATOS, which means that there is no

energy loss in the form of hot loss, since there is
no energy exchange with the environment. The
capacitor logic is the time given to the low power
circuit that performs logical review logic.



Generally used to reduce energy loss during
charging and discharge operation of circuit
operations. Antibiotic logic is known as energy
recovery or money recovery recovery. The
deformed logic structure reduces dramatic power
shortages. Antibiotic switch technique can achieve
low power loss but can be costly at cost.

4.2.2 Adiabatic Logic Techniques

Defective logic reduces power loss. The term
adiabatic comes from the thermodynamics used to
describe a process that does not have a heat
exchange with the environment. These types of
circuits are low circuits, which use logic that
refuses to protect energy. A climate process is a
term that holds total heat or energy in the system.
This technique is recycled to power, rather than
the expulsion of consumption power, which
reduces overall power consumption. Addiction
logic provides a way to use the energy stored in
load capacitors, and is a traditional way of wasting
this energy, pulling out a ground-mounted
container. Blunt logic can be achieved by ensuring
that the switch devices are small throughout. This
can be achieved by charging the capacitor from
the time-different voltage source or the standard
current source.Adiabatic Circuits reduce dissipation
by following key rules:

e Never turn on a transistor when there is a
voltage potential between source & drain.

e Never turn off a transistor when current is

flowing through it.

4.2.3 Concept of Low Power in Adiabatic
Circuits

e The low power is required because of the low
intensity of small devices such as cellphone
batteries and the pediatric field of the heart
pacemaker, however, the greater the energy
loss it sinks to the heat. So the main purpose
is to provide a new low power solution to VLSI
designers. There are two types of power
losses:Dynamic Component

e Static Component

Dynamic Component consists the signal
transitions and short-circuit power dissipation while
static component consists leakage power dissipation.

4.2.4 Adiabatic Logic Families
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Most research focuses on building outright
logic from CMOS. However, the current CMOS
technology, although much more efficient in
comparison with similar technologies, often
changes when excessive heat is exchanged. Many
designs have been generated by CMOS circuits
implemented. Because Nanobelectronics is
expected to distort a large amount of heat, the
underpayic logic circuits use the current fourth
components, such as silicon nanowires or carbon
nanotubes. There are 2 types of Adlick logical
families:Fully adiabatic logic family

¢ Quasi adiabatic logic family

Fully loaded logic family circuits lose their
energy due to leak currents with non-autumn
switches. Quasi adiabatic logic Family circuits are
affected by normal energy efficiency losses in
some places, which is generally a measure of
capacity and proportion to the square of the
Vaseline voltage. Following are the following
families of moral logic:Split level Charge
Recovery Logic.

e Two level Adiabatic Logic.

e Positive Feedback Adiabatic Logic.

e Efficient Charge Recovery Logic.

e Two Phase clocked adiabatic static CMOS

logic.

4.2.5 Positive Feedback Adiabatic Logic

The structure of PFAL is shown in approximately 4.
Two n-trees indicate logical functions. This logical
family produces positive and negative outputs. The
main difference in ECRL produces latch with 2 PMOS
and 2 NMOS than 2 PMOS at ECRL and connecting
functional modules to PMOS. Thus the focal point is
equal to the smaller R is smaller. The ratio between the
required power and the distorted one in a cycle is

Yoo [y

AL AL
U

3.4.
Figure 4.6 PFAL logic circuit
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Two models and architectural design are on
average with 36.64%. These two areas require
many new ideas and greater creativity compared
to other parts of the group. Improve the
implementation of practical sessions, enhance
student sessions in both areas, increasing the
number of sessions in these areas and using
techniques such as debates [13].

4.3 TANNER DEIGN FLOW

A complete analog design flow from
schematic capture, circuit simulation, and waveform
analysis to physical layout and verification in
TANNER EDA tool is given in the figure 5.1.

Schematic Capture
S-Edit

Analog Simulation
T-Spice & W-Edit

301dS

thsicall.ayout
L-Edit

Schematic DivenLayout »
SDL & SDL Router

Post-Layout Simulation

Physical Verification
HiPer Verify & PX
p Tape-Out

Figure 4.1 Design Flow Diagram of TANNER EDA
Tool
4.3.1 S-Edit
S-Edit is hierarchy of files, modules &
pages. It introduces symbol & schematic modes. S-Edit
provides the facility of

1. Beginning a design.
Viewing, drawing & editing of objects.

2
3. Design connectivity.
4. Properties, net lists & simulation.

4.3.2 T-Edit

The T-Spice Pro's waveform analysis
feature combines S-Edit, T-Spice and W to
integrate and allow individual points in a circle
that is analyzed. An analysis is described below.
The heart of the T-spice movement is the input file
(this is round explanation, net list & input site).
Spice Circuit is a simple text file containing a
modeling device device report & simulation
command that simulated the T-Spice simulator
language. Any text editor who can create and edit
input files- a tool used to simulate Spice Round. It
provides facilities
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Design Simulation

Simulation Commands

Device Statements
User-Designed External Models
Small Signal & Noise Models

Ll e

T-Spice lets you precisely characterize circuit
behavior using virtual data measurements, Monte
Carlo analysis, and parameter sweeping.

4.3.3 W-Edit

The ability to visualize complex number
data as a result of VLSI circuit simulation is
crucial to testing, understanding and improving
these circuits. W-Edit is a wave Viewer, which
provides easy-to-use, power and speed in a
flexible environment designed for graphical data
representation.

Customize the properties of axes, traces,
challenges, maps, text and colors. Numeric data
input for W-editing in the form of empty or binary
text formats. The title and comment information
provided by T-Spies is used in the automatic
charts. The dynamic performance of the results is
possible by combining the w-set of simulation
running on T-spies.

Saves data with diagrams, tracking, print and
ecosystems in files with WDB (W-Edit Database).
W-Edit is considered as a data unit. Multiple
output files can be viewed simultaneously in
single or multiple windows; Traces can be copied
and moved between maps and windows. Trace can
trace the existing tracking to create new
arithmetic.
4.3.4 L-Edit

This is a tool to reflect masks used to
create an integrated circuit. It describes layout
design based on files, cells & mask primitives. At
the layout level, the component parameters are
quite different from the size of the project.
Therefore, it enables the user, before it can take
time, to examine the environmental efficiency and
the cost effective inflation. There are rules for
designing a planned circuit design, which can be
compared to the expected output.
4.3.5 SDL & SDL Router

SDL 1is integrated with L-Edit Layout
Editor and allows tools to improve the speed and
quality of the custom system and focus on layout
quality by allowing the designer to manage
routing flow. SDL imports a net list from any
svmatic device and all the sub-subcategories



required will automatically occur, including
parameters cells using parameters associated with
each device on the net list.
4.3.5.Physical Verification

Extract the SPICE net list, which is
compatible with the system, including devices
(MOSFets, bipolar, etc.) and intermittent parasite.
HiPer PX provides complete parasitic networks
for each node including a vertical and lateral
pairing capacity and resistance to each other.
HiPer PX is integrated with L-Edit Layout Editor,
allowing errors to be accurate location, faster
redirect fixes, and faster debugging.

4.3 PROCEDURE FOR TANNER TOOL 8.

The procedure for schematic design in S-
simulation in T-edit and the corresponding wa»
in W-edit is described below:

1. Click the S-Edit 13.0 icon - S-Edit w
appeared, the corresponding ETH ID 1s notea
and the follow the installation step 4,5 & 9.
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2. In S-Edit window —>File - New —>New
design—>Design Name-> Create a path directory.

3. Cell> New view > Design = view type as
schematic>Schematic window is appeared.

4. Add->library->browse—>all library file.
Using symbols draw the schematic design and
place in and out port.
Click check view and hierarchy to know the
error and warnings.

7.  Click T-Spice—> include file IBM013->Netlist is
generated.

Click simulation icon to generate the output
waveform in

W-Edit and power analysis is

obtained for the particular design.

SIMULATION AND RESULTS

B W IS Waeturr Wiews - [0 UL asrd et bkl SgsO e Lot el T eyl ——‘Y_VA"-

ST S ¥ = & R F = o -

Figure 6.2 Waveform of Dynamic Frequency Detector with Adiabatic Logic Circuit

Dynamism grid freakski detector's digital direction
and output waveform is found in the Adiabatic
logic circuit 6.1. The average power is 5.42mW.

Simulated results are analyzed with the help of the
DNA EDA tool. Various parameters of the current
method and proposed method are listed in Table
7.1.

Table 1. Table 7.1 Par7ameter Comparison
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Delay Adiabatic
Parameter Latch Logic
Chain TDC | Circuit

Power
Consumption 6.77TMw 5.42mW
in ADPLL
Timing 11s 0.35s
Analysis

CONCLUSION

The TANNER EDA tool's output waveform is based on the Dynamic Face Frequency Detector with
Adiabatic Logic Circuit in ADPLL and is standardized using standard 0.25um CMOS technology. Adiabatic Logic
Circuit 1.8m supply of ADPLL architecture 1.8m with Dynamic Face Freeway Detector with maximum power
consumption. The total power of the proposed ADPLL uses electricity at 5.42mW. Compared to various
parameters, compared to Dynamic Face Frequency Detector with Adiabatic logical rotation in ADPLL, faster
locking, high noise resistance and low power consumption, no need for voters and significantly reduced
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Abstract:

Advances in the field of Computer science and
Technology also make Information Security an
inseparable part of it. In order to deal with security,
Authentication plays an important role. This paper
presents a review on the biometric authentication
techniques and some future possibilities in this field.
In biometrics, a human being needs to be identified
based on some characteristic physiological
parameters. A wide variety of systems require
reliable personal recognition schemes to either
confirm or determine the identity of an individual
requesting their services. The purpose of such
schemes is to ensure that the rendered services are
accessed only by a legitimate user, and not anyone
else. By using biometrics, it is possible to confirm or
establish an individual’s identity. The position of
biometrics in the current field of Security has been
depicted in this work. We have also outlined
opinions about the wusability of biometric
authentication  systems, comparison between
different techniques and their advantages and
disadvantages in this paper.

1. Introduction

Computer systems and networks are now used in
almost all technical, industrial, and business
applications. The dependence of people on
computers has increased tremendously in recent
years and many businesses rely heavily on the
effective operations of their computer systems and
networks. The total number of computer systems
installed in most organizations has been increasing
at a phenomenal rate. Corporations store sensitive
information on manufacturing process, marketing,
credit records, driving records, income  tax,
classified military data, and the like. There are many
other examples of sensitive information that if
accessed by unauthorized users, may entail loss of
money or releasing confidential information to
unwanted parties [1- 9].

Many incidents of computer security problems have
been reported in the popular media [1]. Among
these is the recent incident at Rice University where
intruders were able to gain high level of access to
the university computer systems which forced the
administration to shut down the campus computer
network and cut its link with the Internet for one
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week in order to resolve the problem. Other
institutions such as Bard College of the University
of Texas Health Science centre reported similar
breaches. Parker [10] reported that one basic
problem with computer security is that the pace of
the technology of data processing equipment has
outstripped capability to protect the data and
information from intentional misdeeds. Attacks on
computer systems and networks can be divided into
active and passive attacks [11-12].

1. Active attacks: These attacks involve altering of
data stream or the creation of a fraudulent stream.
They can be divided into four subclasses:
masquerade, replay, modification of messages, and
denial of service. A masquerade occurs when one
entity fakes to be a different entity. For example,
authentication sequence can be collected and
replayed after a valid authentication sequence has
taken place. Replay involves the passive capture of
data unit and its subsequent retransmission to
construct an unapproved access. Modification of
messages simply means that some portion of a
genuine message is changed, or that messages are
delayed or recorded, to produce an unauthorized
result.

2. Passive attacks: These are inherently
eavesdropping on, or snooping on, transmission.
The goal of the attacker is to access information that
is being transmitted. Here, there are two subclasses:
release of message contents, and traffic analysis. In
the first subclass, the attack occurs, for example, on
an e-mail message, or a transferred file that may
contain sensitive information. In traffic analysis,
which is more sophisticated, the attacker could
discover the location and identity of communicating
hosts and could observe the frequency and length of
encrypted messages being exchanged. Such
information could be useful in guessing the nature
of information/data.

2. Keystroke Dynamics
The system is based upon the concept that the
coordination of a  person’s  fingers is
neurophysiological determined and unique for a
given genotype. A user typing or Kkeystroke
characteristics can be measured by examining the
timing of the keystrokes or the pressure of the
keystrokes. Vectors is used to represent the data.
The vector was constructed using interleaved hold
times and digraph latency times. The hold time of a



key time is obtained by subtracting the press time of
the key from the release time of the key. A digraph
is a two keystroke combination. The digraph latency
is obtained by subtracting a first key’s release time
from a second key’s press time. The ordering
elements of the vector is not important but the
vectors should be constructed such that the samples
relating to a user are constructed in the same manner
so that they can be properly compared. The
components of the vectors are physical
characteristics of a  person’s  keystroke
characteristics. These physical characteristics are
used to construct vectors which are processed,
transmitted and stored within the system as signals.
The vector can be made up of data pertaining to the
key press time, key release times, digraph latency
times, key hold times, keystroke pressure, keystroke
acceleration or deceleration, or any features relating
to the user’s keystroke characteristics. Once the data
is collected and placed in vector format, the vectors
can be analysed to determine if the user is
authorized or an imposter. The data was normalized
using the transformation linear method which is
shown below;

Log-on or name for
identification

Look for file/template

Does this file exist?

Accessing system
(call for supervisor)

Run and collect fail for user identification

Fig. 1 Algorithm for keystroke dynamics method

3. Neural Networks Method
The main concern of this research was to find the
best method to discriminate/purify the data
collected. In this study, two kinds of neural network
model and architecture was used to perform as the
basic data or methodology. This paper describes the
application of neural networks to the problem of
identifying specific users through the typing
characteristics exhibited when typing their own
names. The network was chosen based on the
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problem to be solved. First of all, the previous study
was done to compare two kind of methods to
discriminate the data which are geometric distance
and Euclidean distance. The system under
investigation was then tested using two kind of
neural network architecture and model. There are
ADALINE and Backpropagation network. The
network was chosen based on network model,
architecture, data and the type of problem. The
choice of network model depends heavily on the
type of problems you would like to solve. The
nature of the problem usually restricts the choice of
network to one or two model. Sometimes the choice
of network comes down to personal preference or
familiarity.in this case, the problem to be solved is a
pattern classifier problem since it needs to determine
which pattern belongs to the authorised or non-
authorised user. The input layer consists of 27
nodes, which is equivalent to the number of the
input elements. Whereas for the middle layer, it is a
single middle layer with 24 nodes, which is 90% of
the input nodes. There will be two output nodes, 1
for the authorised user and 0 for the nonauthorised
user.

The availability and integrity of data constitute the
most important factor for training neural networks.
The data should fully represent all possible states of
the problem being tackled and there should be
sufficient data to allow test and validation data sets
to be extracted. The right preparation of data is
needed to ensure the accurateness of the output.
Since the sigmoid activation function is used as the
transfer function, it generates its output between 0
and 1. It is important for us to perform
normalisation to scale the data so it will fall between
this range. During the experiment, the number of
input nodes, learning rate value, number of hidden
nodes, momentum value and performance goal
value was changed to find the most suitable
parameter values. The appropriate parameter values
are chosen based from trial and error performed
during experiment and on the convergence and goal
performance result.

4. Experimental Results

4.1 Data Sets

We collected the data sets from 16 participants.
Each participant was requested to type the 10
passwords in Table 1 repeatedly. The 10 participants
among them were each considered as the legitimate
user for one password, each played the role of an
imposter for the passwords. For each password, the
other 15 participants were considered as imposters
except the legitimate user. The passwords 1 to 5 are
the Korean words on the English keyboard, and the
passwords 6 to 9 are the English words. The
password 10 is a random string including upper-
cases, lower-cases, and numbers. The password
strings were chosen carefully with regard to the



familiarity and the typing difficulty on our own. The
dimensions of the passwords and the numbers of
samples are shown in Table 1. We used 20 samples
of a legitimate user in making a hypothesis space,
and the rest of the samples were used for test.

Table 1: Password strings used in the experiments
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4.2 The Shapes of the Hypothesis Spaces
We proposed the extended p-norm to describe the
hypothesis space. As shown in Figure 3, the value of
p determines the shape of a hypothesis space. To
find the proper shape of a hypothesis space, we
tested for the hypothesis spaces of p =1, p =2, and
p = . The results of the test is shown in Table 2.

Number Bold faces figures represent the best pair of results
No Password Dimension ,Of, with respect to the total error rate§ in the
Timing .
corresponding row. Each of the extended 1-norm
Vectors .
: and the extended 2-norm showed the best in 4 cases
1 | qlalfgjsgh 23 340 .
TWkdudelk 20 370 among the 10 passwords. Especially for the
2 |0 g password 5, the extended 1-norm showed nearly
3 | mtkltod 15 350 zero error rates in the classification. The extended 2-
4 denf1945 20 338 norm showed relatively small error rates for the
5 | jokbkeakd 14 325 password 4. We could not find a considerable
6 | transaction 16 319 superiority between the extended 1-norm and the
7 | DoltYourself 12 340 extended 2-norm, but it was observed that the
8 | money4nothing 18 329 extended infinity-norm performed poor in the test.
9 | Sk8erBoi 25 335 Choosing the value of y is another question. If the
10 | FvVohx7x9P 2 320 value of y is too low (high security level), the FAR
Ave. 185 331.6 is nearly zero, but the FRR is too high. On the other
Min 12 319 side, if the value of y is too high (low security level),
Max. 25 350 the FRR is nearly zero, but the FAR is too high.
: With the current version, the values between 5 and
15 seems to be reasonable.
Table 2: Comparison of the hypothesis spaces
Extended 1-norm Extended 2-norm Extended infinity-norm
No. y=175y=15 y=175y=15 y=75y=15
FRR’ | FAR? | FRR FAR FRR FAR FRR FAR | FRR | FAR | FRR FAR
1 34 1 8 0 48 1 32 0 27 0 29 1
2 9 0 21 0 12 1 18 1 4 0 6 1
3 2 0 35 1 14 1 9 1 38 1 30 1
4 22 0 29 0 10 1 31 0 48 0 47 1
5 30 1 49 1 19 1 15 1 29 0 27 1
6 23 1 10 0 27 0 14 1 40 0 46 0
7 26 0 38 0 7 0 19 0 44 0 25 1
8 38 1 44 0 55 0 49 0 4 1 17 0
9 11 0 43 I 53 0 6 1 1 1 33 1
10 16 0 12 1 45 1 35 0 31 1 38 0
Ave. 21 0 29 0 29 1 23 1 27 0 30 1
Min. 2 0 8 0 7 0 6 0 1 0 6 0
Max. 38 1 49 1 55 1 49 1 48 1 47 1

T False reject rate.
1 False accept rate.

4.3 Effects of Eliminating Outliers
To observe the effects of eliminating outliers, we
examined the hypothesis spaces using the extended
2-norm for a = 0, oo = 2, and a = 1. If the value of «
is infinite in inequality (6), no elimination occurs.
The experimental results are shown in Table 3. For
the 7 passwords excepting the passwords 2, 4, and 7,
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the error rates were reduced by eliminating outliers.
It was observed that the hypothesis space for a = 2
performed better than the hypothesis space for o = 1
on average. We suspect that it is because most of the
elements in the timing vectors were eliminated when
a=1.
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Table 3: The error rates for eliminating outliers

Extended 2-norm
No. 0=00 =2 a=1
FRR} | FAR | FRR | FAR | FRR | FAR
1 441 3.51 441 3,51 2.45 3.51
2 9.76 0.88 10.24 0.88 14.63 3.51
3 725 4.81 5.7 5.77 7.25 2.88
4 1.6 0.79 426 1.57 3.19 1.57
5 294 0.74 0 222 0.49 1.48
6 3.68 1.52 3.68 0.76 1.37 0
7 11.27 5.22 13.62 8.7 11.74 8.7
8 39 6.09 3.9 5.22 439 522
9 1.06 7.63 2.65 1.69 1.59 2.54
o | 45 | m2 2 | 102 | 15 178
Ave. 5.04 5.83 5.05 4.13 5.46 4.72
Min. 1.06 0.74 0 0.76 0.49 0
Max 11.27 27.12 13.62 11.02 14.63 17.8
. t False reject rate.
1 False accept rate.
Table 4: The error rates with the adaptation
Extended 2-norm
No
FRR FAR FRR FAR
1 10.5 2.5 2.94 2.63
2 13.6 3.8 7.32 5.26
3 3.8 4.2 5.7 7.69
4 12.8 6.5 2.13 2.36
5 3.9 3.8 1.47 8.89
6 8.5 8.4 3.16 3.03
7 13.5 6.7 6.57 3.48
8 15.9 4.9 6.34 1.74
9 1.89 3.54 3.7 5.08
10 12.5 8.54 4 3.39
Ave. 9.689 5.288 4.333 4.355
Min. 1.89 2.5 1.47 1.74
Max. 15.9 8.54 7.32 8.89

4.4 Improvements by the Adaptation
The proposed adaptation mechanism utilizes the
results of the classification. The measured timing
vector is used in up- dating a hypothesis space, if it
is classified as the legitimate user. We tested the
hypothesis spaces with the adaptation mechanism
using the extended 2-norm. To avoid a heavy load,
we executed the adaptation process once whenever
20 samples were collected. The experimental results
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are shown in Table 4. The adaptation mechanism
improved the performance of the system on average.
However, it is observed that the error rates for the
passwords 3, 5, and 9 were in- creased slightly by
the adaptation mechanism. We believe it was
because the misclassification in the early stage
misled the hypothesis space.

5. Conclusions

To conclude, keystroke dynamics are rich with
individual mannerism and traits and they can be
used to extract features that can be used to
authenticate/verify access to computer systems and
networks. The keystroke dynamics of a computer
user's login string provide a characteristic pattern
that can be used for verification of the user's
identity. Keystroke patterns combined with other
security schemes can provide a very powerful and
effective means of authentication and verification of
computer users. Neither our work nor any other
work we are aware of has dealt with typographical
errors. Further research into reliable methods for
handling typographical errors is needed in order to
make keystroke-based authentication systems non-
irritating and widely accepted by the computing and
network security community. Finally, it is found that
artificial neural network paradigms are more
successful than classical pattern recognition
algorithms in the classification of users.

Reference

[1] M. S. Obaidat and B. Sadoun, “Verification of
Computer users using Keystroke Dynamics,” IEEE
Trans. on Systems, Man and Cybernetics, Vol. 27,
No. 2, pp. 261-269, April 1997.

[2] M. S. Obaidat and B. Sadoun, “An Evaluation
Simulation Study of Neural Network Paradigm for
Computer Users Identification,”  Information
Sciences Journal-Applications, Elsevier, Vol. 102,
No. 1-4, pp. 239-258, November 1997.

[3] M. S. Obaidat, “A Methodology for Improving
Computer Access Security,” Computers & Security,
Vol. 12, pp. 657-662, 1993.

[4] M. S. Obaidat and D. T. Macchairolo, “An On-
line Neural Network System for Computer Access
Security,” IEEE Trans. Industrial Electronics, Vol.
40, No. 2, pp. 235-241, April 1993.

[5] S. Bleha and M. S. Obaidat, “Dimensionality
Reduction and Feature Extraction Applications in
Identifying Computer Users,” IEEE Trans. Systems,
Man, and Cybernetics, Vol. 21, No. 2, March/April
1991.

[6] S. Bleha and M.S. Obaidat, “Computer User
Verification Using the Perceptron,” IEEE Trans.
Systems, Man, and Cybernetics, Vol. 23, NO. 3, pp.
900-902, May/June, 1993.

[7] M. S. Obaidat et al., “An Intelligent Neural
Network System for Identifying Computer Users,”
In Intelligent Engineering Systems through Artificial



Proceedings of 4th International Conference on Latest Trends in Electronics and Communication ISBN : "978-81-939386-2-1"

Neural Networks (C. Dagli et al. editors), pp. 953-
959, ASME Press, New York, 1991.

[8] M. S. Obaidat and D. T. Macchairolo, “A
Multilayer Neural Network System for Computer
Access Security,” IEEE Trans. on Systems, Man and
Cybernetics,Vol. 24, No. 5, pp. 806-813, May 1994.
[9] J. A. Adam, “Threats and Countermeasures,”
IEEE Spectrum, Vol. 29, No. 8, 21-28, August 1992.
[10] D. B. Parker, Computer Security Management,
Reston Publishing Co., Reston, VA, 1981.

[11] W. Satllings, Network and Internetwork
Security, Prentice Hall, Upper Saddle River, NJ,
1995.

[12] C. P. Pfleeger, Security in Computing, Prentice

Hall, Upper Saddle River, NJ, 1997.

124



Proceedings of 4th International Conference on Latest Trends in Electronics and Communication ISBN : "978-81-939386-2-1"

PROPOSE OF COAL MINE WEATHER CONDITIONS MONITORING
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Abstract— Just recently, the regular coal mine security
mishaps have actually triggered major casualties and also
significant financial losses. It is immediate for the international
mining market to raise functional effectiveness and also boost
general mining safety and security. This paper recommends a
light-weight mash up middleware to attain remote surveillance
and also control automation of below ground physical sensing
unit tools. Initially, the collection tree based upon Wireless
Sensor Network (WSN) is released in a below ground coal
mine, as well as suggests an Open Service Gateway campaign
(OSGi)-based consistent tools accessibility structure. After
that, recommend a consistent message area and also
information circulation design, as well as, a light-weight
solutions mash up method is carried out. With the aid of
visualization innovation, the icon of various below ground
physical sensing unit tools might be produced, which permits
the sensing units to incorporate with various other sources
quickly. Besides, 4 kinds of coal mine safety and security
surveillance and also control automation situations are
detailed, and also the efficiency has actually likewise been
gauged as well as assessed. It has actually been verified that
our light-weight mash up middleware could lower the prices
effectively to develop coal mine security tracking as well as
control automation applications.

Index Terms— coal mine safety, mining operations,
underground mining and weather conditions, IOT

1. INTRODUCTION

Below Ground mines are normally considerable mazes,
which the passages are usually lengthy as well as slim with a
couple of kilometres in size and also a couple of meters in size.
Thousands of mining workers should function under several
problems in accordance with the building and construction needs,
as well as number of miners pass away from mining crashes
yearly. It is extensively accepted that the below ground mining
procedures are of high threat. In sight of this, a surveillance as
well as control system should be realised as one crucial
framework in order to guarantee the mining security as well as
coordinates different jobs.
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Nevertheless, below ground coal mines primarily contain
arbitrary flows and also branch passages, as well as this chaotic framework
makes it really tough to realise any kind of networking system. In such an
instance, the usage of wireless sensor network (WSN) as well as various
other picking up tools could have unique benefits for recognizing the
automation of below ground tracking as well as control because of the fast
as well as adaptable implementation. Furthermore, the multihop
transferring approach could well adjust to the passage framework as well
as therefore supply adequate scalability for the building and construction of
a mining system.

Typically, coal mine safety and security surveillance as well as
automation systems were generally developed to fulfil the demands of a
solitary surveillance application. The coal mine application has actually
currently exceeded the affiliation of a couple of huge back-end systems, as
well as a growing number of below ground physical tools make the state of
things as well as their environments effortlessly obtainable to software
application systems. In fact, a lot of jobs are based upon monolithic system
styles, which are challenging to adjust. A required action to coal mine
tracking as well as control automation is to give prompt and equivalent
disposal procedure. It is required to make sure that it enables the customers
to recognize the degrees for coal mine safety and security, and also
potentially to readjust tracking as well as control regulations to make sure
the coal mine security.

Moreover, the individual could likewise regulate the physical
gadgets from another location by means of the Web. Presently offered coal
mine security surveillance and also control systems that concentrate on the
real-time info collection serve, yet could not fulfil the individual requires
totally with a really high use barrier and also typically needs an intricate
procedure meaning and also setup for tracking and also control automation
applications, as well as could not satisfy the need for ad-hoc solutions by
the end individuals.
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Fig. 2. Monitoring weather conditions of Mining Workers in underground, system overview.

II. SYSTEM DESCRIPTION

A. Environmental parameters

To determine the weather status of mining, the system
measures relevant variables using techniques that are
minimally invasive. To obtain a complete overview, the
extreme conditions of mine sites in underground are also
measured by the incorporation of environmental sensors. The
embedded measured parameters are:

Fig. 3. Hardware: view of a prototype of the proposed system with sensors.

Therefore, it is necessary to develop new mechanisms to
improve the occupational safety and health programs for
people working in mining in underground [5].

There are two principal phases of underground mining:
development mining and production mining. Development
mining is composed of excavation almost entirely in (non-
valuable) waste rock in order to gain access to the ore body.
There are six steps in development mining: remove previously
blasted material (muck out round), scaling (removing any
unstable slabs of rock hanging from the roof and sidewalls to
protect workers and equipment from damage), installing
support or/and reinforcement using shotcrete etceteras, drill
face rock, load explosives, and blast explosives. To start the
mining, the first step is to make the path to go down. The path
is defined as 'Decline' as describe above. Before the start of
Decline all preplanning of Power facility, drilling arrangement,
dewatering, ventilation and, muck withdrawal facilities are
required.!

Production mining is further broken down into two
methods, long hole and short hole. Short hole mining is similar
to development mining, except that it occurs in ore. There are
several different methods of long hole mining. Typically, long
hole mining requires two excavations within the ore at
different elevations below surface, (15 m — 30 m apart). Holes
are drilled between the two excavations and loaded with
explosives. The holes are blasted and the ore is removed from
the bottom excavation.
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e Gas levels: Subsurface atmosphere may be
contaminated with poisonous gases that displace the
necessary oxygen to support life or flammable gases
that may cause explosion. Therefore, it is necessary to
develop technologies and find ways to accurately
measure concentration levels of toxic and flammable
gases levels in subsurface atmosphere for safety of
underground coal mines

. Vibration levels: vibrations involved measurements on
the roof and walls of underground mines. Primary
importance in underground excavation is .the requirement
to maintain rock stability and prevent rock falls or damage
to support .structure’s. The high-intensity elastic waves
induced by production blasting and the adjustment of rock
due to stresses associated with the opening itself create
conditions that affect rock competency outside the
excavation boundary.

° Temperature: The mine is so deep that temperatures in
the mine can rise to life-threatening levels. Air-
conditioning equipment is used to cool the mine from 55
°C (131 °F) down to a more tolerable 28 °C (82 °F). The
rock face temperature reaches 60 °C (140 °F). In this
proposed paper temperature is measured with sensors.

. Obstacle detection: obstacle is dangerous in underground
mining, it is monitored by infrared sensors. If obstacle is
within the range of sensor, it will detect.

A schematics overview of the proposed system is shown in
Fig. 2. The environmental variables are measured using a
sensors and data is transferred through IOT technology.
Wireless data transmission of sensed values is achieved using
a Wi-Fi module. Controller takes input from sensors and alerts
when threshold levels of sensors are high.


https://en.wikipedia.org/wiki/Shotcrete
https://en.wikipedia.org/wiki/Underground_mining_(hard_rock)#cite_note-2
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Fig. 5. Vibration sensor and IR sensor
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Fig. 6. Gas sensor and temperature sensor

B. Environmental embedded sensors

All environmental sensors are embedded and gives input to
microcontroller. ARM7 (LPC2148) is used as microcontroller
in this proposed paper. Implementation and features of each
sensor are described below.

IR sensor: An infrared sensor is an electronic device that emits in
order to sense some aspects of the surroundings. An IR sensor can
measure the heat of an object as well as detects the motion. These
types of sensors measures only infrared radiation, rather than
emitting it that is called as a passive IR sensor. Usually in the
infrared spectrum, all the objects radiate some form of thermal
radiations. These types of radiations are invisible to our eyes that
can be detected by an infrared sensor.
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The emitter is simply an IR LED (Light Emitting Diode)
and the detector is simply an IR photodiode which is sensitive to IR
light of the same wavelength as that emitted by the IR LED. When
IR light falls on the photodiode, the resistances and these output
voltages, change in proportion to the magnitude of the IR light
received.

Temperature sensor (LM35): The LM35 series are precision
integrated-circuit temperature sensors, whose output voltage is
linearly proportional to the Celsius (Centigrade) temperature. The
LM35 thus has an advantage over linear temperature sensors
calibrated in ° Kelvin, as the user is not required to subtract a large
constant voltage from its output to obtain convenient Centigrade
scaling. The LM35 does not require any external calibration or
trimming to provide typical accuracies of #%4°C at room
temperature and +34°C over a full -55 to +150°C temperature range.
Low cost is assured by trimming and calibration at the wafer level.

The LM35's low output impedance, linear output, and
precise inherent calibration make interfacing to readout or control
circuitry especially easy. It can be used with single power supplies,
or with plus and minus supplies. As it draws only 60 uA from its
supply, it has very low self-heating, less than 0.1°C in still air. The
LM35 is rated to operate over a -55° to +150°C temperature range,
while the LM35C is rated for a -40° to +110°C range (-10° with
improved accuracy). The LM35 series is available packaged in
hermetic TO-46 transistor packages, while the LM35C, LM35CA,
and LM35D are also available in the plastic TO-92 transistor
package. The LM35D is also available in an 8-lead surface mount
small outline package and a plastic TO-220 package.

Gas sensor (MQS5)/ smoke sensor: A smoke detector is a device that
detects smoke, typically as an indicator of fire. Commercial,
industrial, and mass residential devices issue a signal to a fire alarm
system, while household detectors, known as smoke alarms,
generally issue a local audible and/or visual alarm from the detector
itself. Smoke detectors are typically housed in a disk-shaped plastic
enclosure about 150 millimetres (6 in) in diameter and
25 millimetres (1 in) thick, but the shape can vary by manufacturer
or product line.

Most smoke detectors work either by optical detection
(photoelectric) or by physical process (ionization), while others use
both detection methods to increase sensitivity to smoke. Sensitive
alarms can be used to detect, and thus deter, smoking in areas
where it is banned such as toilets and schools. Smoke detectors in
large commercial, industrial, and residential buildings are usually
powered by a central fire alarm system, which is powered by the
building power with a battery backup. However, in many single
family detached and smaller multiple family housings, a smoke
alarm is often powered only by a single disposable battery.


https://www.elprocus.com/ir-remote-control-basics-operation-application/
https://www.elprocus.com/passive-infrared-pir-sensor-with-applications/
https://www.elprocus.com/explain-different-types-leds-working-applications-engineering-students/
http://en.wikipedia.org/wiki/Smoke
http://en.wikipedia.org/wiki/Fire_alarm_system
http://en.wikipedia.org/wiki/Fire_alarm_system
http://en.wikipedia.org/wiki/Alarm
http://en.wikipedia.org/wiki/Photodiode
http://en.wikipedia.org/wiki/Ionization
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Vibration sensor(SW-420): Measurement Specialties is a leading
global provider of accelerometers and vibration sensing know-how
for applications in Aircraft Design & Testing, Automotive Design
& Testing, Automotive Safety Testing, Machine & Structure
Monitoring and Motorsport. We offer both DC-Response (Static)
and AC-Response (Dynamic) types of accelerometers to meet your
different needs. There are two classes of accelerometers: AC-
response and DC-response types. In an AC-response accelerometer,
as the name implies, the output is AC coupled. An AC coupled
device cannot be used to measure static acceleration such as gravity
and constant centrifugal acceleration. It is only suitable for
measuring dynamic events. A DC-response accelerometer, on the
other hand, is DC coupled, and responds down to zero Hertz. It
therefore can be used to measure static, as well as dynamic
accelerator.

Fig. 7 Prototype of complete system hardware

C. Data Acquisition, Processing hardware and software

Data  Acquisition and MCU  Processing: The
Microcontroller Unit MCU was implemented using a
simple ARM 7 LPC2148. The ARM7 family of processors
is a range of low-power, 32-bit RISC cores optimized for
cost and power-sensitive applications. All the cores in the
family feature the 16-bit Thumb instruction set, enabling
high code density to be achieved with 32-bit performance
levels. The ARM7TDMI core is a member of the ARM
family of general-purpose 32-bit microprocessors. The
ARM family offers high performance for very low power
consumption, and small size. The ARM architecture is
based on Reduced Instruction Set Computer (RISC)
principles. The RISC instruction set and related decode
mechanism are much simpler than those of Complex
Instruction Set Computer (CISC) designs. It has Good
speed/power consumption ratio, Uniform and Fixed length
instructions, and High code density, Load-Store
architecture, where data processing operations involve
only registers but not memory locations and large uniform
register file.

MCU acquires and processes the signals from the
environmental embedded sensors, and sends data via
wireless network to the monitoring system for
registration, displaying and information storage
purposes. Threshold level of temperature sensor is 40
deg, gas sensor threshold is 400ppm, vibration sensor
threshold is Smm/sec, and IR range is 20 meters.

Fig. 7 shows the final prototype of implemented
device, including embedded environmental sensors,
and the printed circuit board (PCB).
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2. Wireless data transmission:

The data are wireless
transferred using a NETGEAR R300 module from
embedded sensing unit to the output unit. Data transfer
speed is set at 115,200 bits per second. The NETGEAR
R6300 WiFi Router delivers next generation WiFi at
gigabit speeds.

It offers the ultimate mobility for WiFi devices with
speeds up to 3x faster than 802.11n. Compatible with
next generation WiFi devices, and backward compatible
with 802.11 a/b/g and n devices, it enables HD streaming
throughout your home. The R6300 with simultaneous
dual band WiFi technology offers speeds up to 4501 to
13002 Mbps and avoids interference, ensuring top WiFi
speeds and reliable connections. This makes it ideal for
larger homes with multiple devices.

. Software and Graphical User Interface (GUI): Data are

displayed and stored at the base server of the monitoring
system. So the information is available for the staff or
operations supervisor, or the user itself. The data provide
real-time information about the current weather condition
of the worker.

D. Software tools:

Keil: Keil Software launches amongst the ideal entire
improvement tool collections for ARM7 software program
application, that's utilized throughout endeavor. For
development of C code, their Developer's Kit product has
their C51 compiler, in addition to a contained ARM7
simulator for debugging. A discussion layout of this thing is
conveniently offered on their website, yet it consists of
numerous challenges.

The C programs language happened produced computer
system systems, although, along with say goodbye to
embedded structures. It does presently not maintain straight
acquire admission to register, neither does it make it possible
for the checking out in addition to developing of singular bits,
exceptionally essential needs for ARM7 software program
application. In addition, a great deal of software program
application designers are acquainted with producing packages
that willby done utilizing a working gadget, which makes use
of system calls the program can additionally use to access the
tools.

However, a bargain code for the ARM7 is produced for
straight use at the cpu, without an running manufacturer. To
maintain this, the Keil compiler has in fact provided countless
developments to the C language to transform simply exactly
what would certainly probably have in fact typically been
implemented in a device phone conversation, along with the
connecting of interrupt instructors. The intent of this manual
is to in a comparable method supply a summary for the
restrictions of the Keil compiler, the alterations it has really
made to the C language, as well as the ways to earn up those
in producing software application for the 8051
microcontroller.


http://www.meas-spec.com/WorkArea/linkit.aspx?LinkIdentifier=id&ItemID=9387&libID=10992
http://www.meas-spec.com/WorkArea/linkit.aspx?LinkIdentifier=id&ItemID=9497&libID=11142
http://www.meas-spec.com/WorkArea/linkit.aspx?LinkIdentifier=id&ItemID=9497&libID=11142
http://www.meas-spec.com/WorkArea/linkit.aspx?LinkIdentifier=id&ItemID=9503&libID=11148
http://www.meas-spec.com/WorkArea/linkit.aspx?LinkIdentifier=id&ItemID=9506&libID=11151
http://www.meas-spec.com/WorkArea/linkit.aspx?LinkIdentifier=id&ItemID=9506&libID=11151
http://www.meas-spec.com/WorkArea/linkit.aspx?LinkIdentifier=id&ItemID=9504&libID=11149
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Embedded Systems Academy to empower you to quickly gain
admittance to the qualities of a microcontroller gadget. With this
program you could remove private squares or the total Flash
memory of the microcontroller. This item program is to an
awesome degree huge for people that paints inside the electronic
devices subject. A champion among the most crucial home window
of the program contains 5 zones where you may locate the perfect
ordinary limits in a movement to programming program a
microcontroller gadget. Making use of the "Exchanges" area you'll
can pick the techniques a particular instrument associates in your
PC system. Select the COM port to be utilized and furthermore the
baud cost. It is suggested that you select a diminished baud cost
starting and moreover change it later on. This shape you'll choose
the particular best rate with which your gadget limits.
Remembering the ultimate objective to pick which parts of the
memory to oust, pick from the things inside the "Erase" area. The
third stage is non-compulsory. It supplies you the chance to set a
HEX data. In the succeeding section you'll can discover striking
shows decisions, that consolidate "insist after ventures", "gen
square checksums", "perform" and also others. When you're
performed, tap the Start switch that might be orchestrated in the
"Start" territory. The item application will irrefutably begin the
device, and you'll with the limit of see the development of the
procedures toward the complete of the thought home window.

Fig.8. output results
The output results are shown in figure 8. Results can

be seen from telnet application, which can be
downloaded from playstore and install it. IP address can
be tracked from this application. All sensor values and
ouput results can be monitored in telnet application.
Otherwise Ip address can be tracked by browsing IP from
google. The results are shown only when thresholds are
high.
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The proposed system was tested by performing
measurements in two environments: a controlled
environment at the laboratory, and a real working
environment. First, a 30 minute measurement was
performed to confirm the effectiveness of the algorithms
and to verify empirically the noise sensitivity of the device.
Next, measurements have been performed in distinctive
daily activities during work time. Each set of monitoring
results lasts approximately 5 hours.

RESULTS
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had an average temperature of 45deg, a vibrations of
Smm/sec and a gas of 400ppm measured with the system
during laboratory testing.

IV. CONCLUSION

In this system we are providing safety and
security to mine workers in underground coal mine by
monitoring weather conditions with sensors and Wi-Fi
module. At work, some activities were done by the worker
while the monitoring system was collecting data. The
suggested system offers live details to keep track of bus
stand task done by bus stand administration along with
possible guest. It supplies details concerning live seat
openings of bus to prior to quit guests, arrival as well as
separation time in addition to readily available seats in the
bus with query message sent out by guest through making
use of mobile. This system additionally overviews bus
stand management/controller by giving info concerning
readily available seats in the bus. Suggest system is a lot
more reliable as well as inexpensive, it is feasible to apply
readily.

In this system we are monitoring physiological
variables of mining workers and updated to PC by using
WIFI module in order to protect the workers from health
issues. This system additionally overviews bus stands
management/controller by giving info concerning readily
available seats in the bus. Suggest system is a lot more
reliable as well as inexpensive; it is feasible to apply
readily.

The implemented alarm system works appropriately
detecting any problems that miners may suffer. Additionally,
the monitoring device accurately detects when the system is
affected by external disturbances causing the device to deliver
erroneous information. Results under this condition are filtered
and reported by the system to the user.
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Abstract: -Drowsiness is the reason for many of the
drowsy
driver isn't an easy task, as a result ,daily thousands of
vehicles are running on the roads therefore we'd like a

road accidents. Manually tracing the

system that has to come back with each automotive and if
it detects the sleepy-headed driver it should stop the
vehicle now. Additionally to the present if the driving
force is slept the vehicle is stopped, and it monitors the
heart-beat, Respiration rate and temperature of the
driving force and displays it within the digital display.
These 3 parameters are terribly important as a result of it
shows the body standing of the driving force. These
parameters are monitored manually and just in case of
emergency the in-charge of the ward calls the doctor.

Keywords: LCD display, Temperature sensor, IR
Sensor, Pulse Rate Sensor, ARM7 Microcontroller, and
10T (WIFI Module).

1. INTRODUCTION

Driver sleepiness detection may be an automotive safety
technology that helps forestall accidents caused by the
driver obtaining drowsy. Varied studies

have recommended that around 20% of all road accidents
are fatigue-related, up to 50% on bound roads. Some
of this systems learn driver patterns and
might find once a driver is becoming drowsy. The
development of technologies for detecting or
preventing sleepiness at the wheel may be a major
challenge within  the field of  accident shunning
systems. Due to the hazard that sleepiness presents on the
road, ways must be developed for counteracting its
effects [4].

The aim of this project is to develop an epitome
drowsiness detection system. The main target is going to
be placed on coming up system, which will accurately
monitor the eye flicker rate, heart-beat breath rate and
temperature of the driving force. In this project we tend
touse sensorsto live all these factors. The values
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measured are going to be sent to the
microcontroller wherever the measured values are going
to be compared with the reference values. If the values
measured don't match with the reference values then the
microcontroller can send a signal within the

LCD show there by preventing accidents.
2. PROPOSED DROWSINESS ALERT UNIT

This is a little system; therefore we will simply plant it
on any vehicle. The attention blink detector is fastened to
the driving force. The eye blink detector senses the
movement of the eyeball.

The detector output is connected to a microcontroller.
The automotive engine beginning system is  directly
controlled by the microcontroller. If the detector detects
no output from the detector, as a result, there is no
movement within the eyeball; it sends the signal to the
microcontroller.

The microcontroller straightaway stops the engine or
locks it from beginning conjointly offer warning signal
and show the rationale in an exceedingly digital display

[1].

The system is developed by interfacing a heartbeat
Sensor, IR sensor and temperature sensor
with an ADC that converts the associate degree along
readings to digital, thus extracted digital knowledge is
processed employing a microcontroller [1]. The reference
values of those 3 parameters and therefore the telephone
numbers are kept within the microcontroller memory [2].

If anyone of those3 parameters exceeds the
reference price the microcontroller mechanically calls
the keep variety. The microcontroller used here is arm7
Ipc2148, it has an inbuilt ADC and counters, and
therefore the counter is employed to count heartbeat,
respiratory rate and ADC for changing analog

temperature to digital.
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3. BLOCK DIAGRAM DESCRIPTION:

A. Regulated power supply

A regulated power supply is an electronic circuit that’s
designed to provide constant DC voltage of
predetermined value across load terminals irrespective of
AC main fluctuations or load variations

Regulated Power Supply - Block Diagram

Ac Power * Voltage v !
Input Supply | VIN  |Regulator| YLoad
i . t
A regulated power supply basically consists  of a

normal power supply and voltage regulating device, as

illustrated within  the figure. The output froma
normal power supply is fed to the
voltage regulating device that gives the final output. The
output voltage  remains constant  regardless

of variations within the ac input voltage or variations in
output (or load) current.

The ac voltage typically 230v is associated with the
transformer, that means the ac voltage directly down to at
first separated by a simple capacitive filter to supply a dc
voltage, for the most part, has some ripple or ac voltage
variation. A regulator circuit will utilize this dc input to
supply a regulated voltage that not just has a lot of ripple
voltage. This voltage regulation is here and there
acquired utilizing one of various voltage regulation IC
units.

RLoa
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B. Temperature Sensor

The LM35 is one sort of typically utilized temperature
detecting component which will be utilized to measure
temperature with an electrical o/p near to the temperature
(in °C). It will quantify temperature all the more
precisely contrast and a thermistor. This sensor produces
a high output voltage than thermocouples and won't
require that the output voltage is intensified. The LM35
has an output voltage that is corresponding to the Celsius
temperature. The scale issue is .01V/°C.

1 2

vErr:n.md

Vec (5V)
Analog Out
10mv f °C

Pin No Pin Name Description

Input voltage is
+5V for typical
applications

There will be the
increase in 10mV
for raise of every
1°C. Can range
from -1V(-55°C)
to 6V(150°C)

2 Analog Out

Connected to
ground terminal of
the circuit

3 Ground

The uses of LM35 temperature sensor incorporate the
accompanying

1. Estimating temperature of a specific situation also,
HVAC applications

2. Giving thermal shutdown to a part/circuit

3. Checking Battery Temperature



C. IR Eye blink Sensor

An ideal IR eye blink detector should have many vital
properties. The sensor was hooked up to the implanted
holder and positioned in front of the eye. Throughout
eye blink detection, IR light from the led illuminates the
eye and mirrored IR light induces an electrical current
through the IR photodiode

D. Pulse Rate Sensor

This pulse sensing element fits over a tip and uses the
quantity of infrared reflected by the blood circulating
inside to do simply that. when the heart pumps, blood
pressure rises sharply, and then will the quantity of
infrared from the electrode that gets reflected back to the
detector

A heart rate monitor is a personal monitoring device that
allows one to measure one's heart rate in real time or
record the heart rate.
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The sensing element consists of a brilliant bright red led
and a light detector. The led has to be super bright
because the light should pass spread in the finger and
detected by a detector. Now, once the heart pumps a
pulse of blood through the blood vessels, the finger
becomes slightly additional opaque and then less
lightweight reached the detector. With every heart
pulse, the detector signal varies. This variation is
regenerate to an electrical pulse. This signal is amplified
and triggered through an amplifier that outputs +5V
logic level signal. The output is also indicated by a led
that blinks on every heartbeat.

E. ARM?7 Micro-controller

ARM?7 LPC2148 Microcontroller Socket is utilized with
LPC2148 Pro Development Board. It is an independent
board for LPC2148 microcontroller. It has control on
reset circuit with MCP130T brownout checking chip and
power decoupling capacitors.

These two IO ports are of 32-bit wide and are given by
the 64 pins of the microcontroller. The naming tradition
of the I/O pins on the LPC2148 Microcontroller is Pa.bc
where 'a' is the quantity of the port i.e. 0 or 1 (as
LPC2148 has just two ports) and 'bc' is the quantity of
the stick in the port a



F. LCD Display

LCD (Liquid Crystal Display) screen is an electronic
showcase module and locates an extensive variety of
uses. A 16x2 LCD display is an exceptionally
fundamental module and is ordinarily utilized in different
gadgets and circuits. ... A 16x2 LCD implies it can show
16 characters for each line and there are 2 such lines.

The fluid has a remarkably favorable position of having
low power utilization than the LED or cathode beam
tube. Fluid precious stone presentation screen deals with
the guideline of blocking light as opposed to
discharging light. LCD's requires backdrop illumination
as they don't radiate light by them.

G. I0T (WIFI Module)

An JoT module is a little electronic gadget inserted in
objects, machines and things that interface with remote
systems and sends and receives information. Once in a
while alluded to as a "radio chip"”, the IoT module
contains a similar innovation and data circuits found in
cell phones yet without highlights like a display or
keypad

The ESP8266 Wi-Fi Module is an independent SOC with
integrated TCP/IP protocol stack that can give any
microcontroller access to your Wi-Fi network. The
ESP8266 is able to do either facilitating an application or
offloading all Wi-Fi networking functions from another
application processor

H. Buzzer
A buzzer is a mechanical, electromechanical, magnetic,

electromagnetic, electro-acoustic or piezoelectric sound
signaling gadget. A piezoelectric buzzer can be driven
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by a swaying electronic circuit or other sound signal
source. A click, signal or ring can show that a button
has been squeezed

L. Relay

Transfers control one electrical circuit by opening and
shutting contacts in another circuit.

use

5V
m R1
() AW
Relay %- -;\‘,

o [, ] B,

Desk Table

As relay diagrams appear, when a relay contact is
ordinarily open (NO), there is an open contact when the
relay isn’t invigorated.

J. DC Motor

The DC engine is a machine that changes electric energy
into mechanical energy in form of pivot

As terminal voltage increments or diminishes, the speed
of the associated DC engine additionally increments or
diminishes. ... The AC inverter permits a standard
induction motor to be worked at any speed, much the
same as the DC engine. It does this without brushes.
Brushes are the essential support cerebral pain when
utilizing a DC engine.

K. SIMULATION RESULTS

Majority of the road accidents are occurring due to
driver negligence and drowsiness, to overcome this we
are building a smart embedded system and with the help
of sensors we can prevent the accidents by alerting the
driver in the conditions like drowsiness/dizziness and
abnormal health conditions like sudden heart attack,
vehicle locations details are sent to the persons who are



connected with the system. In this Project, we are using
the ARM7 Microcontroller as the base operating
system, for the operations and results. For this project,
we have given a power supply using the RPS module,
and with the help sensors like eye blink sensor, pulse
rate sensor, temperature sensors we can detect the
vehicle condition and driver drowsiness and can make
decisions accordingly. By using Temperature sensor we
can monitor the vehicle engine condition when the
engine is overheated the engine will be automatically
off, and a message is sent to persons who are connected
to the device with the location details with the help of
IOT based wifi module. By using the pulse rate sensor
we can monitor the Driver abnormal health conditions.
The pulse rate sensor need to wear by the driver, and the
pulse counts are monitored, if the pulse rate is not as per
the normal range, then location details are sent to
specific persons who are connected with a system in the
form a message, and ignition is off. Similarly with the
eye blink sensor also, the eye blink sensor works as per
no of eye blinks driver makes in a specific period of
time, and if the count is below the normal range, or the
blink rate completely zero, then the vehicle will
automatically shut down and the message will be sent
and along with this a buzzer sound is raised in the
vehicle whenever the driver is drowsy while driving.
Along with above sensors we can also use Alcohol
sensor and speed sensor, and a 16X2 LCD display is
attached to the system for display purpose, and the
information is transferred with the help of an IOT based
wifi module.

By this project, we can have a continuous monitoring of
the driver to prevent the accidents. And if any accidents
occurred then the system will send a message to the
specific persons automatically.

L. ADVANTAGES:
e Multiple users can get the information at the
same time.
e Data can be stored in could.

e Long Distance communications are also
possible because of the WIFI Module.

M. DISADVANTAGES:

Driver Must be connected with the System

e No is passed if there is a
connection problem.

information

N. CONCLUSION

In this paper, we’ve reviewed the varied strategies
available to see the sleepiness state of a driver. This
paper additionally, discusses the varied ways that within
which sleepiness is manipulatedin a  very simulated
setting. The planned system is employed to
avoid varied road accidents caused by drowsy driving
and additionally this method used for security purpose
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of a driver to caution the driver if any fire accident or
any gas leak .This paper involves avoiding accident
to unconsciousness through eye blink. Here one eye
blink sensor is mounted in a vehicle where if driver
loses his consciousness, then it alerts the driver through
buzzer to prevent the vehicle from an accident. The
pulse rate sensor and temperature device are used
for more safety system within the vehicle. Development
of a hybrid microcontroller for a
vehicle that additionally consists ~ of an alcohol  and
temperature detector which can sense if the driver is
drunk and wouldn't start the vehicle. a whole study on
road safety goesto bethe following boom for the
auto business for it to flourish and survive each human
from the danger.

The main advantage of this paper is that the accuracy
of using physiological parameters
to observe sleepiness is basically high. This helps in

preventing most of the road accidents that
occur because of fatigue.
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ABSTRACT:Extensive investigation on the style
as well as progression from an intelligent nitrate
sensing unit for keeping an eye on nitrate focus in
surface area as well as groundwater, are actually
stated in this particular study. The industrialized
mobile noticing body includes a planar interdigital
sensing unit, linked electronic devices, machinery
and also Electrochemical Impedance Spectroscopy
(EILS) located review. The device can determine
nitrate attentions in the stable of 0.01 to 0.5 mg/L in
ground as well as area water. This research study
expands our earlier job through consisting of a
temperature level payment capability within the
sensing unit. WiFi-based Internet from Things
(I0oT) has actually been actually consisted of making
that a linked picking up device. The device can
delivering information straight to an IoTbased
internet hosting server, which will certainly serve to
build, dispersed keeping an eye on devices later on.
The industrialized device possesses the prospective
to observe the influence from commercial, agrarian
or even city task on water high quality, in real-time.

Keywords :Agricultural industry, Electrochemical
impedance spectroscopy, Interdigital sensor, IoT-
enabled sensor node, Nitrate detection, Water

quality.
L. INTRODUCTION

In an agrarian nation fresh Zealand, the attention
from nitrate in surface area and also groundwater is
actually regarding as well as has actually been
actually recognized as a crucial problem experiencing
New Zealand's futur. Milk farming, fingertip from
individual as well as animal sewer, city overflow as
well as hazardous waste to property or even right into
rivers have actually been actually recognized as
resources from nitrate. Nitrate-nitrogen (NO3-- N) is
actually a vital component for the development from
all vegetations as well as creatures, as this is actually
a primary part from the source from healthy protein.
That is actually utilized in the agrarian field to raise
vegetation and also animals manufacturing.
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Nevertheless, nitrate could come to be a concern if its
own focus in area water surmounts a specific limit,
and also this concern is actually typically connected
with farming places. In New Zealand, livestock
peeing coming from milk farming is actually the
biggest resource from nitrate contaminants as the
strongly powerful nitrate down payments filtrate right
into groundwater, which essentially enhances the
nitrate attention from area water. High nitrate-N
attentions in area waters can easily boost the
development from excess algae and also marine
vegetations. Higher nitrate-N attentions alter the pH
from the water and also lesser air focus, impacting
marine daily life and also derogatory fish habitations.
Raised nitrate attentions in consuming water, could
likewise bring about blue little one disorder. Baseding
On Environment Protection Agency (EPA), the
satisfactory amount in alcohol
consumption water is actually 10 mg/L. The
spectrophotometric strategy is actually often made
use of to spot nitrate-nitrogen (NO3-N) in water
utilizing certain chemical reagents.

from nitrate-N

ILLITERATURE SURVEY

Lengthy study on the layout and also progression
from a brilliant nitrate sensing unit for checking
nitrate focus in area and also groundwater, are
actually this particular study. The
established transportable picking up unit includes a
planar inter electronic affiliated
electronic ~ devices, machinery as well as
Electrochemical Impedance Spectroscopy (EIS)
located study. The device can evaluate nitrate focus
in the stable of 0.01 to 0.5 mg/L in ground and also
surface area water. This research prolongs our earlier
job through consisting of a temp settlement ability
within the sensing unit. Wi-Fi-based Internet from
Things (IoT) has actually been actually consisted of
creating this a linked picking up device. The
industrialized device possesses the possible to check
the influence from commercial, farming or even city
task on water top quality, in real-time.

stated in

sensing unit,


mailto:ashwinieeka11@gmail.com

III. EXISTING SYSTEM

In Agriculture located nations Nitrate attention is
actually the surface area as well as groundwater is
actually involving and also has actually been actually
pinpointed as an important concern. Dairy products
farming, fingertip from individual as well as animal
sewer, city overflow and also hazardous waste to
property or even in to rivers have actually been
actually determined as resources from nitrate.
Nitrate-nitrogen (NO3-- N) is actually a key factor
for the development from all vegetations as well as
pets, as that is actually a significant element from the
source from healthy protein. This is actually made
use of in the agrarian field to improve vegetation as
well as animals development. Higher nitrate-N
attentions alter the pH from the water as well as
reduced air attentions, having an effect on water daily
life and also derogatory fish habitations

BLOCK DIAGRAM:

RPS | o | 1cD

WIFL

LPC2148 ‘

Nitrate Sensor

e ———
Soil Moisture | -
Sencor

Fig.1. Block diagram.

IV.ARM PROCESSOR
The arm7 have family is made including out of
exceptional arm7tdmi, arm7tdmi-s, arm720t,
additionally arm7ej-s slaughterer. Extraordinary
arm7tdmi standard is energizing industry's stature
strikingly about new 32-bit settled risc silicon chip
contend.
ARM7 TDMI:

The arm7tdmi root portrayal. magnificent
arm7tdmi standard is predicated totally at astonishing
von-neumann plan having a 32-bit science sort out
who is made out of every course of action and
furthermore circulation
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Fig : LPC2148 Microcontroller Pin Diagram. Fig
suggests sensational Ipc2148 microcontroller
construction. powerful arm7tdmi-s is really a needed
validness 32-bit silicon chip, whichever offers rich
natural appearance moreover practically reduced

energy absorption.

On-chip flash software memory

On-chip static RAM

> Memory map



Pin be a part of block
Fast popular purpose parallel /O (GPIO)

V.MODULES DISCRIPTION
A.REGULATED POWER SUPPLY:

Power bear the expense of is every now and
again a hand over in reference to customized quality.
a machine around technique which foodstuffs
mechanized generally confine types containing
dynamism up to a thing weight helplessness sort
epithetical headsets is named a quality pass on
portion powerlessness psu. stunning delineate is most
in many cases associated that one may mechanized
warmth extents, short generally like regulated
whoever, and furthermore on occasion up to
substitute.

Regulated Power supply

Fig .2. Regulated Power Supply

The basic circuit diagram of a regulated
power supply (DC O/P) with led connected as load
is shown below

REGULATED POWER SUPPLY

3 Velts Regulater
| Losas 4 ol #
i oueff * L
= I

|
| LE0
Suiteh ¢ 2 18 07D 7
> ¢

— P !
o 1208 #1 o
=l =L 1238 trns
o= | 12 volts AC IR ‘
S|
| L : +
R | v

Lround

cutgut, 5

Fig.3: Circuit diagram of Regulated Power
Supply with Led connection

B.POWER SUPPLY DESIGN:

A generator is to a great degree a technique
an extraordinary trades control starting at single
course so yet one simply more straight inductively
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twofold conductors remotely problematic
heavenliness rehash. a fluctuating stream inside the
right on time around fundamental wound makes a
differentiating catching insecurity inside the turbine's
root, likewise in this way a moving overwhelming
recuperate by the workplace of shocking insignificant

winding.

e omNpinNg s |
'y
VL E E VL
(J P s
QD) .
“_Is_N
A I Ng

Fig. 4: Step-Down Transformer

The voltage induced in the secondary is
determined by the TURNS RATIO.

primary voltage number of primary turns

secondary voltage number of secondary turns
Improvement full wave rectifier:

Startling growth rectifier visit show mod
hoot:5.8, that sweethearts a sparkle potential so warm
warmth the usage of the two moiety internal clock of
startling dossier electrical potential.

Input Output

Fig .5: Bridge rectifier: a full-wave rectifier using 4
diodes



C: Filtration:

The process going from ever-changing a
animated present stream up to a unmitigated guide
flood running filters is named being filtration.
Filters:Electronic channels are voltaic circuits,
whichever carry on flag preparing capacities,
completely so expel pointless reiteration gut from
ground-breaking call, keeping in mind the end goal to
strengthen passing whoever.

Plates Electrical
27 o Charge
Qi Faa _u s
"f o C
5 =
+ i
+ £
.
Dielectric
+| - Symbol
1
|
Vaoltage V.
ELECTROLY1IC CAPACIIOR
+ FIN
_PIN
Fig.6:Construction Of a  Capacitor and

Electrolytic Capaticor
D. Regulation:

The system going from modifying a moving
potential up to a persevering watched control is
named cause procedure. in similarity of the procedure
including statute really handle potential controllers.

Voltage Regulator:

A power specialist (in like way once in a
while called a 'controller') upon best trio terminals is
evidently a quick device, at any rate it enter
achievement a terribly current microchip. Grandness
changes over a fluctuating dossier control direct into
an unending 'controlled' increment warm. Control
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controllers connect in a degree of yields lean toward
5v, 6v, 9v, 12v close by 15v. Dazzling Im78xx course
epithetical control controllers work important dossier.

| =
(R (
LM
7805
L oo or

Fig.7: Voltage Regulator
E.LCD Background:

One on the most typical furnishings exist a
mac organizer is definitely an lcd emblazon. some in
the commonest lcd’s attached so the multitude
microcontrollers are 16x2 together with 20x2
displays. This indicates 16 signs in keeping with wire
away 2 libretto as a consequence 20 phonemes
consistent with row aside 2 words, definitely.

Basic 16x 2 Characters LCD

Figure 1: LCD Pin diagram

gi BSE 2. sszzzsss
D7
RV1 S—
——————*D4
I:-I Enable
_r Register Select
POT
Pin description:
Pin No. Name Description
) Power supply
P .1
in no VSS (GND)
Pin no. 2 VCC Power supply




(+5V)
Pin no. 3 VEE Contrast adjust

0 = Instruction
Pin no. 4 RS input
1 = Data input

0 = Write to LCD

. module

Pinno. 3 RW 1 = Read from LCD
module

Pin no. 6 EN Enable signal

. Data bus line 0
Pin no. 7 DO (LSB)
Pin no. 8 D1 Data bus line 1
Pin no. 9 D2 Data bus line 2
Pin no. 10 D3 Data bus line 3
Pin no. 11 D4 Data bus line 4
Pin no. 12 D5 Data bus line 5
Pin no. 13 D6 Data bus line 6
Pin no. 14 D7 Data bus line 7

(MSB)

Table.1: Character LCD pins with Microcontroller
VI. NITRATE SENSOR:

Nutrient noticing is actually a tissue's
capacity to acknowledge and also reply to feed
substratum’s like sugar. Each kind of gas utilized due
to the tissue demands an alternating process from
application as well as add-on particles. To use less
sources a tissue are going to simply make particles
that this needs to have back then. The amount and
also kind of energy that is actually on call to a tissue
is going to find out the kind of chemicals that should
show off its own genome for application.

B.NITRATE SENSING:

Nutrient picking up and also signaling is actually an
essential regulatory authority from epigenetic
machines in cancer cells. In the course of sugar lack,
the power sensing unit AMPK switches on argentine
methyl transferees CARM1 and also resolves his tone
H3 hypermethylation (H3R17me2), bring about
enriched autophagy. Furthermore, O-GIcN Alc
transferees (OGT) indicators blood sugar
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accessibility to TET3 as well as hinder TET3 next to
both reducing its own deoxygenate task as well as
ensuring its own atomic export. These reviews
definitely advise that nutrient signaling straight
targets epigenetic chemicals to manage epigenetic
adjustments.

Fig.8:nitrate sensor.

B.SOIL MOITURE SENSOR:

The LM324 set contains 4 individual, higher
increases; inside regularity recompensed working
amps which were actually made particularly to
function coming from a singular energy source over a
wide variety from currents.. For instance, the LM 124
collection could be straight worked off from the
typical +5 V energy source current which is actually
made use of in electronic units and also are going to

quickly offer the demanded user interface electronic
devices without demanding the added + 15V energy
materials.

Fig.9:so0il moisture sensor LM324

Pinout LM324, OpAmp

14 13 12 11 109 3

(] ]
o <

1 23454 kil

Slide 1
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PIN Diagram of LM324: The keil pollution master lie in one's ability
a couple of acclimations to a couple distinctive
sensible ansi-pleasant utilization of stunning ailment

U man-made thinking. the particular changes have quite
A
10UT E ! 141} 40UT recently been made exclusively so accelerate startling
TIN- [ 2 13}] 4IN- use of a bigger sum voice support tribulation toward
< 1 unique duplicate stock upon microcontrollers.
fiN+ |} 3 121} 4IN+ ique dupli k ' 1
"."CC [ - 114 GND Keil Function Extensions:Keil provides two
N+ E ° 10 5 3IN+ important extensions to the standard function
5 e declaration to allow for creation of interrupt handlers
2iN- E 2 }:&N"‘" and reentrant functions.
20UT(]7 8} aouT
WORKING CONDITION

PICS When power supply connected:

VIL.SOFTWARE DEVELOPMENT

A.ORCAD CAPTURE CIS:

Orcad get cis is assumed that one may pull
back creating delays close by regard overpowers over
critical oversight of additions. enchant decreases
misrepresented time lost looking for alive
entertainers in light of a genuine worry for change,
physically connecting with point of view conviction
substance, nearby keeping up unit creation.

B. KEIL C COMPILER:

keil program conveys one of the urgent apex
united change additional suites paying little respect to
8051 shareware, that reality's gone down all through
industry. toward issue epithetical disease structure,
their architect's mechanical get together stock is
framed epithetical their c51 designer, nearby an
included 8051 pseudo as opposed to investigating.

Keil Limitations:

There are a couple of extraordinarily
essential limitations in the evaluation type of Keil's
Developer's Kit that customers require be aware of
while making programming program for the 8051.

C Modifications : Fig.12.GPS module.
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Fig.13. Out put results by using TELNET app.

VIII.CONCLUSION

More to our earlier job [21], a temp made up
interdigital capacitive sensing unit has actually been
actually cultivated in the present research to gauge
nitrate at reduced focus. Electrochemical Impedance
Spectroscopy was actually utilized to sense as well as
present nitrate attentions, through assessing the
resistance modification checked out due to the
interdigital transducer submersed in the area water
examples. The exam examples actually
analyzed through industrial devices (LCR gauge) and
also the developed device. These end results were
actually additionally verified making use of typical
lab methods to examine nitrate attentions in water
examples. The created body presented a really good
linear partnership in between the evaluated nitrate
focus (varied coming from 0.01 to 0.5 mg/L) to those
gauged due to the business tools in the picked up
water examples. Nonetheless, the existing unit
possesses the prospective to become made use of to
predict nitrate attentions in water examples, in real-
time. The body can easily publish the assessed nitrate
records on a site based upon IoT.

were
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Abstract—: In day to day life, continuous monitoring
of medical data is essential for many individuals
including patients with severe health risks and elderly
people. In this paper, one such system is developed for
continuous  monitoring of  Atrial  Fibrillation
abnormality. Electrocardiographic (ECG) signal
monitoring plays a vital role in the management of
patients with atrial fibrillation (AF). Atrial Fibrillation
(AF) is a type of abnormality in heart, it causes during
the AF electrical discharges in the atrium are rapid and
results in an abnormal heartbeat. In this paper, ECG
signals taken from the MIT-BIH arrhythmia database.
After the signal is acquired, the hybrid filtering
technique is used to remove the artifacts. Naturally, the
ECG signal gets distorted by different types of artifacts
which must be removed from the signal otherwise it will
convey incorrect information regarding the patient’s
heart condition. Efficient LMS and Normalized LMS
adaptive filters are computationally used for
cancellation of noise. Analyzing functions of the filtered
signal is Peak Signal to Noise Ratio (PSNR), Mean
Square Normalized Error Performance (MSE),
Maximum Square Error (MAXERR), the ratio of
Squared Norms (L2RAT). The continuous health
statistics will be given to individuals and caretaker in the
remote location so that they can take necessary action to
prevent from health issues. The paper will provide
primitive solutions in the field of telemedicine using
continuous health monitoring and medical data analysis
of a particular individual. In future work, the ECG
sensor will acquire the ECG signal and the acquired
signal processed through the classification algorithm for
classifying the signal into different categories. The
biosensor is a combination of the biological element with
the physiochemical transducer to produce an electronic
signal which can be further converted, processed and
transmitted for data analytics, processing, validation,
visualization, interpretation, and data logging.

Keywords—  MIT-BIH arrhythmia database, Atrial
Fibrillation, Health Monitoring, Telemedicine, Data analysis.

1. INTRODUCTION

Modern health care technology improves the comfort in
the lifestyle of such persons both in physical and mental
state. In the medical field, monitoring is considered as the
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observation of several biological parameters over time,
diseases and health condition of an individuals or group of
people. In this field, Electrocardiograph a diagnostic
tool deals with the electrical activity of the heart over a
period of time by placing the electrode over the skin. The
tiny electrical changes arise from the heart muscles will
detect on the skin using electrode. The function of cardiac is
reflected in the shape of the ECG waveform and heart rate,
as well as provides indirect evidence for the blood flow to
the heart muscle. Heart rate refers to how fast the heart beats
and heart rhythm refers to the type of heartbeat.

Normally, the electrical impulse generated by the
Sinoatrial node (SA) with the heart beats in a sinus rhythm
resulting in a ventricular contraction. The heart is a
muscular organ, which functions as a pump for the
movement of blood flow through the body by valves [7].
The valves function like one-way doors which prevent the
backward flow of blood and allow blood flow through the
forward direction. The venous blood returns from the body
to the right side of the heart which pumps the blood to the
lungs. The oxygen-rich blood returns from the lungs to the
left side of the heart and to the entire body. The aortic valve
controls the flow of blood out of the heart into the aorta, the
largest artery of the body which then gives rise to all the
other arteries.

The ECG interpretation traditionally starts with an
assessment of the P-wave which reflects atrial
depolarization. The PR interval is the distance between the
onset of the P-wave to the onset of the QRS complex,
determine the impulse conduction from the atria to the
ventricles is normal [15]. The flat line between the end of
the P-wave and the onset of the QRS complex which reflects
the slow impulse conduction through the atrioventricular
node is referred as PR segment; it is the baseline of the ECG
curve. The QRS complex represents the depolarization of
the ventricles and ST segment corresponds to the plateau
phase of the action potential. The T-wave reflects the rapid
repolarization of contractile cells and it occurs in a wide
range of conditions. The U-wave is a positive wave
occurring after the T-wave, which is one-fourth of the T-
wave’s amplitude and seen occasionally. There are different
varieties of arrhythmia, some are normal variants, some are
potentially dangerous and some of the cause sudden death



without any symptoms. Some of them are Normal sinus
rhythm, Sinus tachycardia, Sinus bradycardia, Atrial flutter
and so on. Atrial Fibrillation (A F) is one of the most
common abnormal heart rhythms, which cause major health
problem and AF shows no P-waves and an irregular
ventricular rate [3]. AF is characterized by the rapid and
irregular beating of the atria which often have no symptoms
[10]. Occasionally there may be symptoms like fainting,
shortness of breath, chest pain and high blood pressure,
valvular heart disease are some of the common alterable risk
factors for AF [16].

II. LITERATURE SURVEY

[1] Davide Del Testa and Michele Rossi, advocate the
use of autoencoders as an efficient and computationally
lightweight means to compress biometric signals. While this
presented techniques can be used with any signal showing a
certain degree of periodicity, in this the technique is applied
to ECG traces, showing quantitative results in terms of
compression ratio, reconstruction error, and computational
complexity, etc [2]. State of the art solutions is also
compared with the approach.

[2] Jianbo Gao, Hussain Sultan, Jing Hu, and Wen-
Wen Tung propose an effective noise reduction adaptive
denoising algorithm with chaotic Lorenz data, root-mean-
square-error, Lyapunov exponent and correlation dimension
[5]. Further, analyze an electroencephalogram (EEG) signal
in sleep apnea and other types of noise-contaminated in
EEG than wavelet approaches.

[3] Kameswra Rao P., Bhujanga Rao K., and Anil
Kumar B. implement the hybrid algorithm on active noise
control which provides better performance than the adaptive
technique used to enhance the EEG signal and the fidelity
parameters like a signal to noise ratio (SNR), MSE and LSE
can be computed [6].

[4] Majid Moavenian, Hamid Khorrami develop a
novel use of kernel-Adatron learning algorithm to aid
Support Vector Machine (SVM) for ECG arrhythmias
classification [7]. In this, the proposed pattern classifier is
compared with Multi-layered perceptron using back
propagation learning algorithm and the proposed SVM
method shows considerable improvement in comparison to
reported results.

[5] Sasan Yazdani, Sibylle Fallet, and Jean-Marc
Vesin propose a fast novel non-linear filtering method
named Relative-Energy (Rel-En) for short-term event
extraction for biomedical signals [13]. The developed
algorithm extracts short and long-term energies in a signal
and provides a coefficient vector with which the signal is
multiplied, heightening events of interest.

[6] Udit Satija, Barathram.Ramkumar and M.
Sabarimalai Manikandan propose a novel signal quality
aware loT-enabled ECG telemetry system for continuous
cardiac health monitoring applications. The proposed
quality-aware that the ECG monitoring system consists of
three modules: ECG signal sensing module; automated
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signal quality assessment module; and signal-quality aware
ECG analysis and a transmission module [16]. Design and
development of a light-weight ECG signal quality
assessment method for automatically classifying the
acquired ECG signal into acceptable or unacceptable class
and real-time implementation of proposed IoT-enabled.

III. PROPOSED METHODOLOGY

A. Block Diagram of the Proposed System

In this proposed work, the performing system has
specialized in the following categories. Figure 1 describes
the block diagram of the proposed pre-processing system.
The ECG signal from the human body is measured using
ECG sensor, in this paper it is acquired from the database
such as MIT-BIH database, Physionet etc., approximately
60% of these recordings were obtained from inpatients. The
database contains 23 records (numbered from 100 to 124
inclusive with some numbers missing) and each of the 48
records is slightly over 30 minutes long. Then the acquired
biosignals from the biosignal measurement unit are
transmitted to the signal pre-processing and transmission
unit, where the hybrid filters process the signal.

s Signal Pre-
.|  Biosignal .
> M .| processing and
- easurement Lo,
> . Transmission
Unit .
Unit
Peak Feature
Detection Extraction

Fig. 1 Block diagram of the proposed pre-processing work

After the pre-processing and transmission unit, the signal
passes through feature extraction; the purpose of feature
extraction is not only to reduce the dimensionality but also
to extract more useful/dominant information hidden in the
signals by avoiding unnecessary or redundant information.
After features are extracted, the peak of the ECG signal is
detected. Pre-processing improves the signal and reduces the
noise. Different artifacts affect the ECG signal during its
acquisition and transmission. Mainly, there are two types of
noises present in the ECG signal. They are noises with high
frequency which include Electromyogram noise, Additive
white Gaussian noise, and power line interference and
noises with a low frequency which include baseline
wandering. The noises contaminated in the ECG signal may
lead to wrong interpretation.

B. Flow Chart of the Proposed Work

Figure 2 describes the flowchart of the proposed system.
The bio-signals are obtained from the biosensing unit which
is the MIT-BIH database and the signal is carried out to the
sampling unit for sampling the needed signal. Then it
transmits to the pre-processing unit which consists of hybrid
filtering. It can be performed through initializing the weight
and signal, performing computation with the equation and



weight updation. After the completion of pre-processing, the
parameter estimation process is performed in which the
filtered signal gets analyzed through the analyzing
parameters such as PSNR, MSE, MAXERR, and L2RAT
then process through the comparison unit

Biosensing Unit

Sampling Unit

Pre-processing Unit

Initialization of Weight and
Signal

Computation Performs with
Equation

Weight Updation

Parameter Estimation

Comparison Unit

Fig. 2 Flowchart of the proposed system

IV. ALGORITHM DERIVATION

The proposed hybrid adaptive algorithm is constructed
from the Fixed LMS and Normalized LMS algorithms. The
detail discusses the two algorithms were given below.

A. Fixed LMS Algorithm

The mathematical morphology provides an efficient
framework for analyzing the Fixed LMS adaptive filters.
Mathematical morphology provides the weight update
equation for fixed LMS adaptive filter used in ECG signal
processing.

The equation of Fixed LMS Algorithm weight update is
described in equation 4.1 and 4.2 as

yn) =wo(n) + wy(m)u(n—-1) + -

+wy_1(Mun-M+1) (4.1)
- Z weMun — k) = wm)Tun),
e n=0123,..o (4.2)

The error between the filter output y(t) and desired
signal d(t) is shown in equation 4.3:
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e(m) =dm) —y(m) = dn) —wm)u(®) (4.3)
Change the filter parameters according to equation 4.4
wn+1) =wh) + run)e(n) (4.4

B. Normalized LMS Algorithm

The Normalized LMS Algorithm weight updation is
discussed below in equation 4.5. Modify at time n the
parameter vector from w(n) to w(n+1) fulfilling the
constraint.

wT(n + Du(n) = d(n) (4.5)
With the ‘least modification of w(n) i.e., with the least
Euclidian norm of the difference is shown in equation 4.6

wn+1)—wh) =dwh+1) (4.6)

The adjustable weights are typically determined by the
LMS algorithm, the weight update equation 4.7 is shown
below.

win+1) =w;(n) + e(m)xn—f) 4.7)

| |X(n)| |2

V. RESULTS AND DISCUSSION
1.4 T T T T
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Fig. 3 Input ECG signal 1

Atrial Fibrillation has no p wave and the second wave is
the QRS complex. Typically this reflects the current
associated with right and left ventricular depolarization with
a series of 3 deflections. If the first deflection in the
complex is negative, is called a Q wave. The first positive
deflection in the complex is known as an R wave. A
negative deflection after an R wave is referred to as an S
wave. A second positive deflection after the S wave is
named as the R wave. In this work, the ECG signal is
acquired from the database such as the MIT-BIH database,
Physionet etc. The LMS algorithm is robust in nature, slow
in convergence and sensitive to variations in step size which
also requires number of iterations equals to dimensionality
of the input. In NLMS algorithm, the estimated error value
between the desired signal and filter output will be less, the
convergence also occur faster.

2500
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Fig. 4 Input ECG signal 2

By combining these algorithms the sensitive to
variations in step size will be reduced, the algorithm will be
more stable, convergence will be high and less complex.
Figure 3 and 4 show the input ECG signal 1 and 2. Figure 5
and 6 show the desired output of the hybrid filter for input
signal 1 and 2, which is the combination of LMS and
Normalized RLMS.
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Fig. 5 Output of the hybrid filter for input signal 1
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Fig. 6 Output of the hybrid filter for input signal 2

Analyzing functions of the filtered signal PSNR, MSE,
MAXERR, and L2RAT. Peak signal-to-noise ratio, often
abbreviated PSNR, is an engineering term for the ratio
between the maximum possible power of a signal and the

146

power of corrupting noise is described in equation 5.1. The
mean squared error (MSE) of an estimator measures the
average of the squares of the errors, the average squared
difference between the estimated values and what is

"978-81-939386-2-1"

estimated is expressed in equation 5.2.

Table 1 Quality metrics of the filtered signals

Signal 1
g?lacltif:;g LMS NLMS Hybrid
PSNR 60.15 56.41 66.45
MSE 0.06 0.15 0.014
MAXERR 1.10 1.42 0.49
L2RAT 0.23 0.87 0.14
Signal 2
ﬁl‘ilg;‘l‘;g LMS NLMS Hybrid
PSNR 58.59 63.07 63.21
MSE 0.09 0.02 0.03
MAXERR 1.05 0.88 0.70
L2RAT 0.25 0.95 0.35
MAX?
PSNR =10 logyo (5.1)
M N
MSE = Mi Z Z(x]k — %) (5.2)
j=1K

Table 1 shows the comparison between LMS, NLMS
and the hybrid algorithm with the help of analyzing
functions. From the above table, it is concluded that the
analyzing function values are most efficient for the hybrid
than LMS and NLMS filtering technique. Figure 7 shows
the comparison chart for LMS, NLMS and Hybrid filter
with PSNR value. From the graph, it is concluded that the
output of the hybrid filter is more efficient than the LMS
and NLMS filter.

Comparison chart for LMS, NLMS and Hybrid filter

8 66.45

66 Ld

64 63.07 63.21

62
60.15
@ Signall

& sdfo
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®Signal2

% 56.41

0.5 1.5 2
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25

Fig. 7 Comparison chart for LMS, NLMS and Hybrid filter
with PSNR value

VI. CONCLUSION AND FUTURE SCOPE

In clinical practice, the ECG signal is the most widely
used for recording electrical signal from the heart. By


https://en.wikipedia.org/wiki/Signal_(information_theory)
https://en.wikipedia.org/wiki/Noise
https://en.wikipedia.org/wiki/Estimator
https://en.wikipedia.org/wiki/Expected_value
https://en.wikipedia.org/wiki/Error_(statistics)

altering the shape of its constituent waves, namely the P,
QRS, and T waves ECG conveys information regarding the
electrical function of the heart. In this paper, the Hybrid
algorithm is developed with LMS and Normalized LMS for
providing more stable, step size, less compact and most
reliable results are obtained for the input signal. In future
work, the ECG signal can acquire from the ECG sensor and
the acquired signal can be processed through the algorithm
which is used for classifying the ECG signal into three
different types: Paroxysmal, Persistent and Permanent. In
Paroxysmal condition, the AF will occur sometimes and
then stops. During persistent conditions, the meditations or a
special type of electrical charge is required. In Permanent
condition, the normal rhythm cannot occur. In future, the
data received from the ECG sensor will be displayed and
stored in the individual data path and the above data will be
transmitted to remote user and processing server through the
Internet of Things (IoT) platform which forms real-time
function.
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Abstract— High - Efficiency Video Coding: The newest video
coding standard is introduced by ITU-T (International
Telegraph Union) and joint collaborative team on video coding
(JCT_VC). HEVC attain the requirement video storage and
transmission with high resolution. Although it requires the
high amount of computational complexity. Motion Vectors are
determined with motion estimation analysis; it is implemented
with different types of algorithm. In this paper, motion
estimation process is implementing with the content split
block search algorithm. It improves Peak Signal Noise Ratio
(PSNR) than to the existing algorithms. The Objective
evaluation has been performed with PSNR. The Subjective
analysis also verified through mat lab software in the process
of encoding and decoding.

Keywords—high resolution, motion vectors, video storage and
transmission

1. INTRODUCTION

A Meteoric Evolution of mobile technology with new
exercise requires a large data of towering quality.
Projecting of such data leads unrushed transmission and
extortionate retention. Hence cognitive content of data
needs a contraction in a number of bits using for image
compression techniques [1]. People demand high quality of
video entertainment services, even though a lot of
bandwidth (BW) and resources are required to store the
videos and transmit the video over the channel [2,3]. In
the earlier years does not offer enough Compression
ratio and also not suitable enough for the videos. The
countable performance can be attained by H.264/AVC; it
provides more compression that comparing with existing
standards such as H.26X [1] [2]. The aim of the HEVC is
improving the efficiency by reduction the bit-rate at least
50% that means its performance of the efficiency is
improved [7]. The high efficiency video coding (HEVC)
standard [3].HEVC was developed by Joint Collaborative
Team on video coding established by the IUT-T video
coding Experts Group [2,3]. Screen Content videos are used
widely for lots of application such as remote pcs, video
conferencing, remote education [4]. Orthogonal transform is
nothing Rotated Orthogonal Transform (ROT) is performing
better on Motion Compensation —residual than the Discrete
Cosine Transform (DCT) for coding [5].Motion Estimation
(ME) is a major coding grappling hook that consists of up to
64X64 prediction units[6].An Adaptive Coding Unit
selection algorithm reported to each depth level’s texture
accommodative coding unit (CU) selection algorithm
according to each depth level. Texture complexity is
presented to filter out unessential coding block [7], CU
depth decision process in HEVC has three levels of
hierarchical decision problem. Another process is three
dimensional video systems, imperfect depth images
frequently bring on pestering temporal noise such as
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flickering, to the synthesized video[9] the residual signal is
minimized, the signal is minimized, therefore coding
efficiency is accumulates[10][21]. The Structural Similarity
index (SSIM) has been attracting an increasing amount of
attention recently in the video coding community as
perceptual criterion for testing and optimizing video
codecs[12,13]. It has been used in the rate distortion
optimization of the HEVC standard[11].

Estimating the motion for the video is a major complexity it
is approximately 70% above. Because motion or movement is
presented in the video [10]. Video can be divided into the
number of frames/slices [6]. Many conventional algorithms are
existed such as Full search three stage logarithmic [9], UM
Hexagon full search algorithms are good to estimation the
motion vectors, although the optimization is necessary with
different types of motion estimation algorithm[12]. Nowadays,
mobile devices and personal computers are accommodated with
multiple core processors. [11] To maximize the efficiency of
the processor has to be made structural modifications in the
application[2].The subjective and objective quality assesment is
essential in fully validating the video codec performance, its
highly desirable how the objective image are existing in the
video quality assessment. More over a new application have to
be developed with parallelization methods for improving the
maximum efficiency of multi-core processors[23]. [8] The
H.264 standard is doing motion estimation with block matching
algorithm with macro blocks [14]. Video can be divided into
contiguous frames[15] and it also having temporal redundancy,
temporal redundancy is increasing the effectiveness of
the inter-frame video compression with content of the
macroblock by reference to the known content block [13].
And also HEVC employs the deblocking filter and the SAO
in the encoding and decoding loops to improve the
subjective quality as well as objective quality with help of
in-looping and post-looping filters in algorithmic [24] and
architectural levels to save the cost. And improve visual
quality [15] The remaining sections has followed to be
section II Literature Survey, section III. Proposed work
contribution with content block search algorithm, Section IV
follows Simulation Results with test sequences results,
Section V Conclusion.

2. LITERATURE SURVEY:

Motion Estimation and compensation makes a
significant role in video coding and decoding. Motion
estimation is the method to finding the motion vectors
(MV). It describing the transformation between sequential
frames in the video sequence [13]. Motion Compensation
it’s one of the algorithmic technique to predict the frame in
video from previous and future frame [14]. Motion
estimation algorithm for frame rate up-conversion. Dual
motion estimation algorithm enhances the estimation



accuracy of motion vectors by using the unidirectional and
bidirectional matching ratios of blocks in the previous and
current frames[1].There are two essential process in HEVC
that is motion estimation and motion compensation, ME
tools finds that best match block position in previous coded
frames for every block in contemporary frame. Then motion
compensation process uses the motion vectors to generate
compensated frames[17]. ME Algorithms in video
compression make performance with both motion estimation
and motion compensation simultaneously[19]. From the
below figure 01 motion vectors are represented in the
frames with the reference and current frame.
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original encoder of HEVC[3]. The CU depth decision is
processed in HEVC as a third level of hierarchical
problem[23]. Improved CU depth decision has to be allowed
the performances of the CU depth decision can be
transferred between the complexity and RD cost[8]. The
compression capability of several generations has improved
subjective quality as well as PSNR as a objective quality.
Filter coefficients and offset are exaggerated for each frame,
there are few blocks are selected to calculate the parameters

[4]..

PROSED WORK CONTRIBUTION WITH
CONTENT - SPLIT BLOCK SEARCH
ALGORITHM

Currenm

frame

Current

Block

Search
wintdow

Figure 01: Representation of motion vectors (MV)
in the frame

Motion estimation can be worked in the form of two ways
one is inter prediction and intra prediction, the discussion is
going on with the intra prediction, when the anticipation
heavy in the situation the predicted samples have the
correlation with reference samples are low [18]. the
temporal redundancy exists between consecutive video
frames. The temporal redundancy can be removed by
temporal prediction using Motion Estimation and Motion
Compensation [9,10]. In the proposed frame filter ban
design, In proposed frame filter bank design, assume LO (f)
and L1 (f) are analysis low-pass and high-pass coefficients
respectively and HO (f) and H1 (f) are the synthesis low-pass
and high-pass filters respectively and here represent frame.

Transformed Filter mode bank representations are, Tf(z)=
- Fm(z) { HO(z) LO(z) + H1(z) L1(z) } + Fm (-z) { HO(-z)
LO(z) + H1(-z) L1(z) }(1)[20] Intra_4x4 and Intra 16x16
prediction. Chroma Intra prediction is the same in both
cases. A third type of Intra coding, called I PCM, is also
provided for use in unusual situations[21] intra prediction
mode in addition to the copying-based HEVC intra
prediction scheme. The theoretical coding gain is used to
compare the proposed scheme and the current HEVC intra
prediction scheme[18] Intra prediction in HEVC makes use
of 33 angular modes along with the DC and the Planar
modes for each PU[22].where Tf(z) is the transformed filter
mode. We have designed a filter bank for better accuracy as,
(ILO(z)|A fast CU size decision algorithm with intra
prediction for HEVC is determining intra mode decision and
bypass the strategy for intra prediction on CU size is large.
In this work computational complexity is reduced upto 67%
and maintain almost the same RD performance as the
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Proposed CBLS (Content Block Layer Search)
method is able to implement standard encodings from
MPEG-2 to H.265/HEVC. CBLS is mostly performed using
single layer per frame through bit depth rate per frame using
BL (block layer) and CL (content layer), bit depth module is
to allow CBLS video coding at constant quantization and bit
rate. A CBLS video coding is a process flow applied at each
video frame level. This process flow is illustrated in Figure
2. Where steps based on pre-processing operations, Group
Of Picture (GOP) construction with motion estimation, inter
and intra prediction for encoding the coded frames and
transform information including decoding frame for inter
prediction. The process flow initiates at frame extraction to
acquire the frame information to be encoded. Pre-processing
involves the Group Of Picture (GOP) construction or motion
estimation. Preceding inter and intra prediction is followed
to encode the next coded frames which introduces latency
between frame coding, can be reduced by coding decisions
made by structuring the quad-tree transform and prediction
coding information through Decoded Frame Buffer located
at CL and BL. At the Coding Decisions, coding information
carries reconstructed frame for inter prediction and
reconstructs the frame as in the coding manner.

In this paper, the content block based motion estimation
is work out on the pixels in the coding tree units. In order to
restore the video, make a good approximation of the point
spread function and hence the motion vector is required to
improve the motion estimation using with content block
search algorithm, many motion estimation algorithms are
exist. In the proposed algorithm, the content in the each
motion vector of P frame and B frames with greater
magnitude, it denotes faster moving of the coding tree units.
The method of the modifying video coding is derived from
the Standard High - Efficiency Video Coding.

A) Considering P and B frame, get the motion vector
values such as content values from the frame
compression, whereas content motion vector
(CMV) is the motion vector with the variation in
the frame and is the number of coding tree units in
the analyzed content varied frame. Calculate the
magnitude of the motion vector of the content
regarding the horizontal and vertical component in
the CTU.

B) Find the content threshold value for the MV.



C) Considering outright the P frames and B frames in
the GOP, we do the same calculation and achieve
the number of eligible factors. The content in I
frame to facilitate data extraction.

Content data in the CTU and calculate the phase
value.

From the GOP, calculate start and end position of
the segment with the content capacity.

D)

E)

The data extraction was accomplished on a GOP by GOP
basis. For the GOP content information in I frame should be
extracted accurately. In the case of the multiple encodings at
different Signal to Noise Ration qualities with more or less
quantization levels and based on these, the block structure is
reused form the greater quality representation to speed up
the encoding with the lower quality. By using the content
analysis approach, the video frames are based on intra
prediction mode of the HEVC. In this approach some of the
blocks are skipped with content structure analysis. The
proposed algorithm extracts one bit at each intra block 4X4,
it should be qualified by modifying intra prediction mode.

In the one bit of the content information the sign bit of the
bit stream is considered. It supports I and P slices and the
other type of video coding is intra coding that is called Intra
prediction Motion estimation (IPME). The encoder is
selected typically in the prediction mode for each and every
block that minimizes the difference between predicted block
and the block to be encoded. The I mode is based on the
predicting each block that can be that size is 4x4 separately
and it is well suited for coding parts with the detailed
significance. On the other hand 16x16 will block and more
suited code for very smooth picture. It is convenient for
implementation reasons to address such type of issues. An
IPME block mode, in which the sample values sent directly
without prediction, transformation and quantization. In
IPME block mode, the additional motivation for block mode
is supporting to all the regions of the pictures to be
represented without any loss of fidelity.

Proposed work contribution is performed in the following
steps:

1. Using MATLAB, get a block unit from the H.265 stream
as shown in figure 3 and 4.

2. Analyze content of each block’s header to determine if
this is an IPME content block in IBBPBBI sequence.

3. In case of an IPME block:

a. extract the block payload in order to get the pixel values,
b. feature the content into new data into the low bits of the
pixels,

c¢. compare the content block with sequence of blocks,

d. store the block back to the frame unit.

4. Go to step 1.
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Figure 2: Block Mode: Schema of the CTU content search
area to analyze each CU and content modes
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Figure 3: Block Mode: Proposed content CU process to
derive the block structure from high content quality to low
content quality

4. SIMULATION RESULTS WITH TEST
SEQUENCES
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O People street
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OAverage
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Figure 4: B. G. Choi et. all.
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The objective evaluation is performed in this

35 section, for objective evaluation considering PSNR ( peak
O People street signal to Noise Ratio) for this analysis HEVC standard test

30 2460x1600 sequences were chosen for the test because these are high

25 B Park Scene resolutions videos, block size is set to be 16X16.

20 1920x1860

15 OBQ Mall 832x480

10

5 O Average

0

Figure. 4 D. G. Yoo et.all
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Figure. 7 Proposed work
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Class Size Sequence No. of Bit- Frame
(Width : Frames Depth Rate
Height) (fps)
Class A 2560:1600 | People Street 150 8 30
Class B 1920:1080 Party Scene 240 8 24
Class C 832:480 BQMall 600 8 60

Table 2: Different classes of video sequence with bit depth,

No of frames and Bit Depth

Class Sequence QP Rate | PSNR SSI
M
Class A PeopleStreet 37 0.75 39.32 0.76
(2460 1600)
Traffic(2560_ | 37 0.70 39.35 0.65
1600)
Fig 17: Frame Reconstruction BQterrace 37 0.65 | 3937 | 0.62
(2560 1600)
. . . . Class B Kimono 37 0.65 | 41.25 0.64
The encoding time difference (T) is measured as (1920 1080)
the difference of the total encoding time for S5 ParkScene 37 033 | 4026 | 0.71
representations including the reference at different qualities 892071080) o T o
(fixed QP 22, 27, 32, and 37). All encodings are performed (1a9c2tgs1 080) ’ : :
on an Ubgntu 64-b1t at 2.60 GHz and 8 GB RAM. 8 Vi.dCOS Class C BQM;H 37 0.47 38.54 0.70
defined with resolutions from 416x240 to 2560x1600 pixels (832 480)
and frame rates between 24 fps and 30 fps are encoded. All PartyScene 37 0.16 | 4126 | 0.61
i . . 5 (832 480)
sequences are encoded Wlth the”’random access, main BasketballDi | 37 016 14065 1060
profile defined, a CTU size fixed to 64x64 pixels and a 11(832_480)
maximum CU depth of 4. ClassD | BasketballPas | 37 052 |39.12 | 0.67
s (416 _240)
In the experiment, a video sequences selected for Elsoallnéggjg;) 37 0.33 | 4047 ) 0.70
analysis are given in table 1 and 2. RaceHorses 37 045 | 4263 071
(416 240)
Proposed Class A PeopleStreet 32 0.75 38.12 0.65
Reference (2460 _1600)
software HM 16.4 Traffic2560_ | 32 | 0.70 | 38.15 | 0.54
1600)
QP 22,27, 32, 37 BQterrace 32 0.65 38.18 0.51
Sequences PeopleStreet (2560 1600)
Cactus Class B | Kimono 32 | 065 | 4020 | 053
BQTerrace (1920 1080)
BasketballPass ParkScene 32 033 | 3921 | 060
Resolution (2460 x 1600), (1920 x 1080), (832 (1920 1080)
x 480), (416 x 240) Cactus 32 033 |[39.25 | 064
CPU Intel core i7 X990 3.47GHz (1920 _1080)
0S Windows 8 (64-bit) Class C BQMall 32 0.47 37.51 0.59
Open MP (832 480)
version 20 PartyScene 32 0.16 40.16 0.50
- (832 480)
Compiler MSVC 2012 BasketballDri | 32 | 0.16 | 39.56 | 0.49
11(832_480)
Table 1: Proposed work Sequences Class D BasketballPas | 32 0.52 | 38.02 0.56
s (416_240)
. . . . . BlowingBubb | 32 0.33 39.37 0.59
In the table 2 is showing the different classification les (‘216g 214110)
of the videos such as Class A, Class B, Class C and Class RaceHorses 32 045 | 41.48 0.60
D with different breadth and width, and also to be (416_240)
considering the no of frames are used to the experiment Class A E’;;’g(‘)eslgggt) 27 0.75 | 3810 | 0.54
with its bit depth and frame rating (frames per sec). T 55 070 13815 WE
BQterrace 27 0.65 38.27 0.40
(2560 1600)

154




Class B Kimono 27 0.65 40.15 0.42
(1920 1080)
ParkScene 27 0.33 39.14 0.51
(1920 1080)
Cactus 27 0.33 39.15 0.53
(1920 1080)

Class C BQMall 27 0.47 37.45 0.48
(832 480)
PartyScene 27 0.16 40.16 0.49
(832 480)
BasketballDri | 27 0.16 39.44 0.38
11(832 480)

Class D BasketballPas | 27 0.52 38.02 0.45
s (416 _240)
BlowingBubb | 27 0.33 39.17 0.48
les (416 240)
RaceHorses 27 0.45 41.48 0.51
(416 _240)

Class A PeopleStreet 22 0.75 37.00 0.40
(2460 1600)
Traffic(2560 | 22 0.70 37.15 0.41
1600)
BQterrace 22 0.65 36.00 0.39
(2560 1600)

Class B Kimono 22 0.65 39.10 0.42
(1920 1080)
ParkScene 22 0.33 38.06 0.50
(1920 1080)
Cactus 22 0.33 38.05 0.43
(1920 1080)

Class C BQMall 22 0.47 36.04 0.47
(832 480)
PartyScene 22 0.16 39.06 041
BasketballDri | 22 0.16 38.04 0.38
11(832 480)

Class D BasketballPas | 22 0.52 37.01 0.45
s (416 240)
BlowingBubb | 22 0.33 38.06 0.47
les (416_240)
RaceHorses 22 0.45 40.05 0.45
(416 _240)

Table 3: Test Results with HM tool (QP, RATE, PSNR and
SSIM)

5. CONCLUSION

In this wok, content - split block search motion
algorithm is proposed, in this process multi - directional
motion estimation was proposed to find the exact motion
vectors with less Complexity regarding computations. Multi
- rate distortion optimization process needs to traverse each
content tree such as coding tree unit in order to find the
block structures such as the coding unit, which is directing
the best rate distortion performance. The proposed
algorithm shows high PSNR in an objective evaluation
comparing with existing algorithms as we discussed in the
introduction.
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Abstarct— One of the most imperative numerical tasks
isdivision. A proficient divider can be of incredible help
with planning number-crunching circuits. The Quantum cell
automata (QCA) is an empowering innovation, which is by
all accounts a decent successor of existing advanced
frameworks. Therefore, an effective QCA divider will
encourage making QCA computational and number juggling
frameworks. In this paper, a superior exhibitions QCA no-
account divider is displayed. It has an extremely thick and a
vigorous structure with fast and timing execution.

Keywords - Quantum-Dot Cellular Automata, Divider
1. INTRODUCTION

Despite the fact that the ordinary calculation innovation of
semiconductor creation has been developing speedily in the
most recent decades there are numerous applications which
request less power and considerably more speed. There is an
outstanding Catch 22 in CMOS innovation: so as to
accelerate the plan more power is required and on the
opposite side to lessen the power utilization speed decrease
is fundamental. Subsequently, rather than utilizing standard
CMOS arrangements, fashioners support to use more up to
date especially dependent on
nanoelectronics, for example, carbon nanotube field impact
transistors (CNFET) and quantum-speck cell automata
(QCA). These new innovations give more combination and
speed to much lower control prerequisites. Carbon nanotube
field impact transistor (CNFET) [1] is fundamentally the
same as CMOS innovation which makes them great option

advancements ones

in contrast to many known applications. CNFET gives
better thickness and lower control utilization, yet a
quantum-speck cell automata is totally not quite the same as
traditional CMOS innovation. It devours less power because
of its determination which is covered up in a QCA cell
structure.
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Amid the most recent years numerous scientists have
effectively manufactured and used the circuits dependent on

QCA cells [2, 3, 4]. Improvement of atomic QCA structures
ready to work at the room temperature was the fundamental

research of numerous effective works [5, 6]. A portion of
alternate works, for example, [7, 8] have essential

researched chances of structuring extremely proficient QCA
circuits. In [8] effective plan for QCA multiplexer have

been displayed, where 2:1 QCA multiplexer was built
utilizing the coplanar wire crossing plan. Planning effective
QCA memory cells is one of the appealing fields in QCA.
Line based and circle based structures for the most part are
utilized to plan a QCA memory cell. A portion of alternate
past looks into [7] have been centered around structuring
hearty QCA circuits. In [7]

Some structure rules for developing a powerful greater part
door and coplanar wire crossing plan against sneak clamor
ways have been presented. Decrease of the quantity of QCA
larger part doors and improvement of QCA circuits is
another appealing field in QCA. Despite the fact that QDCA
based number juggling capacity circuits have been recently
executed, the extent that we know there is no distributed
work on structuring QDCA based divider. The most
inquired about number juggling circuit dependent on QDCA
is including, which is truly sensible since it is notable that
all other essential math capacities, for example, subtraction,
augmentation and division can be depicted utilizing the
expansion.

Adders are one of the key components in structuring
number- crunching circuits like counters in this manner
planning a strong, thick and basic full-snake is of incredible
significance. To date, a few investigations have been done



on QCA snake structures [9]. The first QCA full-viper
configuration was introduced in [10]. This structure is
developed utilizing five three-input larger part entryways
and three inverters.

Another critical numerical activities is division. A proficient
divider can be of extraordinary help with planning number-
crunching circuits. In this paper, a superior exhibitions QCA
worthless divider is introduced. It has an extremely thick
and a strong structure with fast and timing execution.

1I. QUANTUM-DOT CELLULAR AUTOMATA
A.Introduction

QCA fundamentally works utilizing the communication of
bi-stable

QCA cells formed from four quantum-spots. Fig. 1 speaks
to an abnormal state design of two spellbound QCA cells.
Every cell is contains four quantum spots orchestrated in a
square shape. The cell is accused of two electrons, which
are allowed to burrow between neighboring spots. At a
given purpose of time, the places of electrons are most
likely antipodal locales because of their proportional
electrostatic repugnance. Hence, as appeared in Fig. 1, the
two electrons in the QCA cell can take the one of two
comparable vivaciously insignificant courses of action. The

cell polarization P = +1 and P = - 1 represent these two
plans. Advantageously, the cell polarization P = +1 can be
utilized to speak to rationale "1" and P = - 1 to speak to

rationale "0" which can consequently be utilized for double
data encoding.

Numerous rationale capacities can be acknowledged by
various adjusts of QCA cells. This is because of the
Coulomb communications, which

impacts the polarization of neighboring cells. QCA models
have been proposed with potential hindrances between the
dabs that can be controlled and used to clock QCA circuits.

Electron, Quaoantum Dot

i "~ "

B ~ =1
- -
P=+1 P=-1

(Bincary 1) {(Bincry O)

Figure 1.QCA cells
B. QCA Logical Devices

The QCA wire, majority gate and inverter are the most
widely known and used QCA logic mechanisms.
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QCA wire: In a QCA wire, the binary signal propagatesfrom
input to output because of the Coulombic interactions
betweencells. This is a result of the system attempting to
settle to a ground state.Any cells along the wire that are
antipolarized to the input would be at a higher energy level,
and would soon settle to the correct ground state.

1 > |

a L . 0 @ L L L}
L . . L L] v L) LJ

Figure 2. A QCA wire (90-degree)

The engendering in a 90-degree QCA wire is appeared in
Fig.

2.0ther than the 90-degree QCA wire, a 45-dgree QCA wire
can likewise be utilized. For this situation, the spread of the
twofold flag shifts back and forth between the two
polarizations. Further, there exists an alleged non-straight
QCA wire, in which cells with 90-degree introduction can
be set beside each other, yet helter-skelter.Larger part
entryway and inverter: The lion's share door and inverterare
appeared in Fig. 3 and Fig. 4 separately. The dominant part
entryway plays out a three-input rationale work. Accepting
the data sources are A, B and C, the rationale capacity of the
dominant part entryway is

(’ 5

) = . + . +

By settling the polarization of one contribution as rationale
"1" or "0", we can get an OR entryway and an AND door
individually. Increasingly intricate rationale circuits would
then be able to be developed from OR AND doors.

I1I. PROPOSED QCA DIVIDER

In this segment we initially portray the issue of division,
next we propose our answer dependent on QCA. Since our
undertaking is to isolate two numbers spoken to in the
double frame, it appears to be sensible to initially examine
the issue from a traditional twofold rationale point of view
and its partner in genuine structure, rationale entryways. In

Common notation the division is presented as A/B = C,

where A and B are inputs widely known as dividend and
divisor and C, a quotient, is an output of operation.

Inputfﬁ 0 ngke cell

‘B A

Input B . B
JI . ]

N S

] 0ﬁ1pu1 cell

M M(AB,C)

Input C~
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Figure 3. A QCA majority gate

A quotient is usually represented by an integer part of
the result of dividing two integers. There can be a reminder
also, which represents a remaining of a division, in this
particular task we are omitting it, since we are just
interested in binary division of two two-bite long binary
numbers without remaining.Binary division is similar to its
decimal counterpart. In order to see whole picture of
possible results of binary

Figure 4. Truth table for division

Division by zero: In ordinary (real number) arithmetic,
thisexpression has no meaning. So it’s decided to apply
same reasoning here. It can be seen from truth table that
division by zero is defined as NN (not number). In actual
binary gate design

circuitdivByZero is commonly presented by divByZero
flag (bit).Using the Boolean logic one can express RO and
R1 as:

= =+ =+ + +!!

Since the resulting Boolean functions seem suitable for
simplification via Karnaugh maps, after doing so we obtain
next simplified functions

ABCCDDUD
L L] . .
. t t (
71 1 —\acD
R R1
.
L | Hjysee
1T T L— RO
! L »
. } [ ACD'
s L
. !
: L. BCD _
. I
. - ™ divByZero Fla.g
L oo 1
] L = >

Figure 5. Binary logic circuit for 2 bit binary divider



Twofold rationale circuit for 2 bit paired divider with
divByZero signal for division by zero blunder is appeared
on Fig. 5. It has been tried in rationale entryways test
system and since it worked accurately as indicated by truth
table, the following stage was to structure indistinguishable
circuit in QCADesigner [11].

As it tends to be seen from Fig. 5 and 6 recently given
combinatorial rationale circuit is simply overhauled in
QCADesigner by supplanting rationale entryways with their
partners in QCA. Some expansion and explicit issues
normal for QCA are settled, however about this will be
given in end. A few properties of acknowledged QCD
divider are:

x 4 inputs ABCD o where AB are first number
composed in transport named "divident"

o and CD are bits of second number joined in
transport "divisor"

x3 fundamental yields
o  RORI are bits of yield number or
Remainder.

o  divByZero bit xthere are 397 QCDA cells utilized
in structure x add up to time postponement of a circuit is 4
tickers

Figure 6. QCA based 2 bit binary divider
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IV. EXPERIMENTS AND SIMULATION RESULTS

The proposed QCA adders are structured and mimicked
by utilizing the QCADesigner instrument for the good for
nothing case. QCADesigner is a QCA format and
reenactment instrument created at the University of Calgary.
The plan and reenactment technique is as per the following.
In the first place, we produce the format of the proposed
worthless divider.

Next, we setup the circuit timing. At long last, we setup
the vector table recreation to mimic the divider. As it very
well may be seen from recreation results (Fig. 7) QCDA
circuit works legitimately. One should peruse reenactment
results from blue line forward, which implies with 4 clock
delay.
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Figure 7. Simulation results of QCDA divider.

insignificant prerequisite for keeping yields on a similar
clock. There are some great practices one should take in

V. CONCLUSION thought when working with QCADesigner: (1) when cells

) ) ) . with static polarization are utilized there ought to be utilized

The primary commitment of this work is a check of additional cell between settled cells and sensible doors; (2)
twofold division circuit acknowlc::-dgrpent by means of contributions to a similar rationale entryways ought to be on
QCDA' Th? structpre of a QCDA circuit has been done in a a similar clock; (3) the parity in quantities of cells on
combinatorial rationale way. The fundamental trouble various timekeepers on an equivalent QCA transport ought

looked in the structure procedure was keeping up the ideal

. . . L to be kept up
number of cells in an isolated timekeepers which is

(QCA) Shift Register and Analysis of Errors,” IEEE
Trans. Appl. Phys. 50, pp. 1906-1913, 2003.

as near as possible; (4) as an easier solution to the wire
crossing problem, the multi-layered design should be used;
(5) in the multi-layered design preventing inter cellular
influence can be gained by using at least three layers; (6)
simulation results have to been read carefully, bearing in

mind clock delays. [4] P. D. Tougaw, and C. S. Lent, “Logical devices
implemented using quantum cellular automata,” J.
Appl. Phys., vol 75, pp.1818-1824, 1994.

[3] J. Timler, and C. S. Lent, “Maxwell’s Demon and
Quantum-Dot Cellular Automata,” J. Appl. Phys. 94;
pp 1050-1060; 2003.
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IMPLEMENTATION OF RUN-TIME RECONFIGURABLE CONSTANT MULTIPLIERS FOR FPGAS
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Abstract—This work introduces a new heuristic to generate
pipelined run-time reconfigurable constant multipliers for FP-
GAs. It produces results close to the optimum. It is based on
an optimal algorithm which fuses already optimized pipelined
constant multipliers generated by an existing heuristic called
RPAG. Switching between different single or multiple constant
outputs is realized by the insertion of multiplexers. The heuristic
searches for a solution that results in minimal multiplexer over-
head. Using the proposed heuristic reduces the run-time of the
fusion process, which raises the usability and application domain
of the proposed method of run-time reconfiguration. Anextensive
evaluation of the proposed method confirmes a 9-26% FPGA
resource reduction on average compared to previous work. For
reconfigurable multiple constant multiplication, resource savings
of up to 75% can be shown compared to a standard generic
LUT multiplier. Two low level optimizations are presented, which
further reduce resource consumption and are included into an
automatic VHDL code generation based on the FloPoCo library.

Keywords: Constant multiplier, runtime reconfiguration, FPGA

I. INTRODUCTION

The multiplication with constant coefficients is an essential
operation in digital signal processing. Initially one of the rea-
sons to put embedded multipliers or DSP blocks into the fabric
of field-programmable gate arrays (FPGAs) was to reduce
the performance gap between application specific integrated
circuits (ASICs) and FPGAs. Nevertheless, the price to pay
for those fixed coarse-grained blocks is their inflexibility in
word size and limited quantity. Limited quantity is particularly
critical in industrial applications, when cheaper and rather
small FPGAs with only few DSP blocks have to be chosen due
to price pressure. Thus, logic-based constant multiplication
methods are needed. Optimizing the implementation of this
operation is well studied. Switching between a given set of
constants of such multipliers during run-time instead of using
larger generic multipliers is important to realize hardware
efficient run-time adaptable filters [1], [2], [3], DCT and
FFT implementations [4] as well as multi-stage filters for
decimation or interpolation like polyphase FIR filters [S5]. A
reconfigurable constant multiplier is a multiplication circuit
in which the scaling constant can be chosen from a limited
predefined set of constants during run-time. For the given
application domains two to six of such adjustable coefficient
sets are common. The switching during run-time is achieved
by inserting multiplexers into several constant multiplication
circuits, to achieve a reuse of redundant partial circuits and
thus a reduction of required resources. The problem is to
find the best possible solution when inserting the fusing
multiplexers. In order to avoid large routing delays pipelining
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Fig. 1: Reconfigurable single constant multiplier which can be
switched between the constants 1912, 1111, 1331.

is used for high speed applications. In contrast to ASICs,
this is specifically advisable for FPGA designs [6], due to
their inherent performance disadvantage. An example for such
a pipelined reconfigurable constant multiplier which can be
switched between the constants 1912, 1111, 1331 can be found
in Fig. 1. Pipeline registers are inserted after each stage which
includes registers in the multiplexer stages. The wires can
be associated with a left shift and a sign. The value vector
noted besides each operation corresponds to the intermediate
or output factors for a specific multiplexer configuration. A
switchable adder/subtractor is depicted as an adder with an
additional sign vector input.

A common way to realize multiplier-less single and multiple
constant multiplication for fixed constants is using additions,
subtractions and bit shifts. In general, finding an optimal
solution for single constant multiplication (SCM) proved to
be NP-complete as shown by Cappello and Steiglitz [7], so
optimal solutions can only be found for limited constant bit
widths. Optimal SCM solutions for constants of up to 12 bit [§]
were first extended to constants of up to 19 bit [9] and further
extended for constants of up to 32 bit [10]. Moreover, thereare
good SCM heuristics called RAG-n, BHM [11] and Hey [12]
whose source code as well as an online SCM generator are
provided on the SPIRAL project webpage [13]. When FPGAs
are the target technology, solutions which consider pipelining
during optimization have to be preferred to avoid large routing
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delays [6]. The problem of finding solutions for pipelined
adder graphs (PAGs) for SCM as well as for multiple constant
multiplication (MCM), which can directly take advantage of
the registers provided in an FPGA’s basic logic element,
is solved by a heuristic called RPAG [14]. This heuristic
was shown to outperform state-of-the-art MCM methods like
Hcuw [12] when these are optimally pipelined [15] and is thus
be used as base for the reconfigurable constant multiplication
shown in this work. The source code of this heuristic is also
available online [16].

Finding the run-time reconfiguration of SCM and MCM
adder graphs is a generalization of the basic SCM/MCM prob-
lem and thus also NP-complete. However, solutions were pre-
sented which are able to find reconfigurable SCMs (RSCM).
First of all there are different solutions targeting ASICs, all
focusing on multiplexer-based reconfiguration. In the method
of Tummeltshammer et al. [17] several optimized SCM graphs
are fused by a recursive algorithm called DAG fusion. Two
SCM graphs are fused with minimal hardware effort by in-
serting multiplexers to switch between the different constants.
Further coefficients can be included by recursively adding the
related SCMs to the existing RSCM. Similarities between
different coefficients in the canonical signed digit (CSD)
representation of constants are exploited by Chen et al. [18] to
realize RSCMs. Identical patterns in the CSD representation
of constants are searched and fused using multiplexers to be
able to switch between the different shifts and interconnections
to realize a specific constant. Faust et al. [5] use an adder
graph based approach with special focus on minimal logic
depth. In addition to the methods described earlier, their
algorithm does not only provide solutions for RSCM but also
for reconfigurable multiple constant multiplication (RMCM).
Such RMCM are also provided by ORPHEUS [2] which is
able to fuse MCM solutions provided by Hewp [12] with a
heuristic. Alterative concepts to realize RMCMs are evaluated
during the algorithm run-time and the best overall solution
is selected. The presented algorithms for RSCM and RMCM,
respectively, do not consider pipelining or other FPGA specific
issues as their focus is on ASIC implementations.

There is an FPGA-specific algorithm called ReMB
method [1] which was further analyzed and extended in [19]
by our group. An RSCM is constructed from basic structures
that fit into the basic logic elements (BLE) of FPGAs. This
procedure is limited to small problem sizes due to a very high
memory consumption [19] and does not consider pipelining.
As pipelined solutions are required for high speed applications
on FPGAs, there is an optimal adder graph based algorithm
for RSCM and RMCM with focus on pipelined realizations
proposed by our group [20]. The idea of DAG fusion [17] is
picked up as already optimized pipelined adder graphs (PAGs)
are fused. Instead of fusing only two PAGs in one optimization
run, all PAGs of the required constants are considered in one
single optimization run to produce a better, multiplexer-aware
pipelined realization. However, the optimal approach can only
be used for small problems because of the complexity of a
full search over all possible fusing solutions. Hence, a good
heuristic method is required which provides solutions close
to the optimum. This heuristic is presented and analyzed in
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the following Section II. Moreover, the proposed heuristic
supports the use of PAGs consisting of ternary adders [21],
[22], [23], which turns out to further improve the results.
In Section III, some low level optimizations are provided to
exploit the FPGA resources in the best possible way. The
results and a comparison with previous work and with the
use of generic multipliers are presented in Section IV. A
conclusion is given in Section V.

II. THE PAG FUSION ALGORITHM
A. Pipelined Adder Graphs

The input to the algorithm are pipelined adder graphs
(PAGs) generated with the reduced pipelined adder graph
(RPAG) heuristic [14]. In general, the presented fusion is
not limited to RPAG generated circuits as pipelined MCM
input. However, RPAG was chosen as it proved to outperform
state-of-the-art MCM methods like Heu, [12] when these are
optimally pipelined [15]. The results of RPAG are adder graphs
representing multiplier-less pipelined constant multipliers us-
ing additions, subtractions and bit-shifts only. The main idea
of multiplier-less multiplication as applied in RPAG is to
compose a constant multiplication of an addition of shifted
inputs. This is beneficial because a constant shift is only a
wire in hardware. All constants can be formally represented
as A-operation [12], which is defined as

Aq(u, v) = [21u+ (=1)%9212 |2 (1)

with ¢ = (I, I2, 1, sg), where u and v are the input constants,
l1, > and r are shift factors and the sign bit ¢{ 0, } de-
notes whether an addition or subtraction is performed. A mul-
tiplication by 17 could for example be realized as an addition
of the input with the input left-shifted by 4 (multiplication by
16). This can be seen in the leftmost example in Fig. 2. In the
following subtractor, 17 times theinputis subtracted from 256
times theinput, which correspondstoaconstant multiplication
by 239. Finally, this intermediate result is left-shifted by three
to get the final result of 1912 times the input. If the constant
to multiply with is known in advance, this kind of realization
is much cheaper in terms of resources than implementing a
generic multiplier [15]. In orderto automatically generate such
constant multipliers, RPAG is backward-exploring reachable
intermediate constants, called predecessors by evaluating the
A-operation. This leads to a step-wise constant composition,
starting with the required output constants. The goal of the
heuristic is to select predecessors which result in the lowest
number of intermediate constants in the preceding stage and
which reduce the adder depth. Two more examples for such a
circuit of a pipelined SCM realization can be found in Fig. 2,
which are used as running example. The stage s denotes the
pipeline depth of each realized constant.

B. Improved Pipelined Adder Graph Fusion

Just like RPAG, the proposed pipelined adder graph fusion
is backward-exploring. Starting with the constant mapping
of the output stage all PAGs are fused stage by stage. The
basic idea is to combine those intermediate values in the
respective preceding stage to share the same adder, which leads
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Fig. 2: RPAG solutions for the constants 1912, 1111, 1331.

to a minimal overhead of possibly necessary multiplexers or
switchable adder/subtractors. To do so, all combinations of
intermediate values are evaluated and their costs are calculated
separately and stored in a cost matrix. Multiplexers can appear
at the inputs of the successive stage in the following cases:

1) input has a different shift value

2) input has a different source

3) both of 1) and 2)

As described before, the target is to select the overall best
mapping M for the specific stage s. This selection will be
the source for the determination of the next preceding stage
s 4. The procedure is repeated until the input (stage 0) is
reached. A simplified pseudo-code of the generalized fusion
process is given in Listing 1. It assumes that the overall best
solution and costs are globally known. It is started with the
constant mapping M of the output stage, the preceding stage
s, the search width w (unlimited for the optimal search) and
the costs of the current path current cost, which is zero in
the beginning. Compared to the algorithm presented in [20]
the algorithm was generalized, such that it can be used both
as heuristic and in an optimal way. In contrast to an arbitrary
search through the whole search space, which was done in
the former version, the search is now improved and based on
a sorted cost matrix. More details on the search width are
provided in Section II-D.

Listing 1: Simplified overview of the main recursion of the
improved fusion algorithm with desired output mapping M of
current stage, preceding stage s, the search width w and cost
of the current path current cost.

Fuse (M,s,w,current_cost)
if s > 0
C = evaluate_ fusion_cost (M);
C = sort(C);
if current cost+min(C)>=current best cost

return; -- subtree cut
else
for i = 0...w

if current cost+cost(C(i))>=current best cost
return; -- normal bé&b cut
else
M = mapping(C(1));
current cost += cost (C(
Fuse
end if;
end for;
end if;
else
if current cost < current best cost
current best cost = current cost;
best solution = current solution;
end if
end if;

i));
(M,s-1,w,current _cost);
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Fig. 3: All combinations of the adders in the second last
stage for the given output mapping and the given RPAG SCM
solutions in Fig. 2.

In the running example used here, the three SCM graphs
generated with RPAG (see Fig. 2) are fused starting withthe
desired output mapping M = 1912; 1111; 1331}, meaning
that the resulting circuit can be switched between these three
values. This will be called an SCM circuit with three config-
urations in the following.

The enumeration of all adder combinations of the second
last stage consisting of{ 239 for the first,{ 19, 273 for
the second and 239}{ 273 for the third SCM solution,
respectively, is given in Fig. 3. For the constant 1912 onlyone
adder is required in stage two, but two adders are required
in the other SCM circuits. This fact is considered by the
insertion of a don’t care ™. Due to a separate cost calculation
for a specific combination, some of the multiplexer inputs
are unknown from a local point of view. These are marked
with a question mark. They do not have any contribution to
the currently considered adders’ multiplexer costs, which is a
main advantage of the proposed method as the costs for each
combination can be calculated and evaluated separately.

The cost evaluation is following the assumption that the
multiplexers will be realized as a cascade of 2:1 multiplexers.
Thus, N =1 2:1 multiplexers are required to switch between
N configurations, which leads to a contribution of each used
multiplexer input of:

-1

costmux =

2

As a zero input can be realized by resetting the succeeding
register, these inputs are not considered as multiplexer inputs,
as our implementation targets pipelined implementations. The
multiplexer cost for each mapping is stored in a multidimen-
sional cost matrix C (line 3 in Listing 1). The cost matrix
for the combinations of the current stage can be found in
TABLE I in a two dimensional representation. For example,
the first entry in the first row (1.33) corresponds to the leftmost
mapping in Fig. 3 (a) in which two multiplexer inputs, each
with a costyux of 2 gre used.

To get a valid solution a selection of one mapping for
the first preceding adder in Fig. 3 (a) will directly force the
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TABLE I: Cost matrix for stage 2 fusion of the given example.
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Fig. 4: Result of combining 239,19,239 and-,273,273 as
preceding adders.

selection of the corresponding mapping for the second adder
(Fig. 3 (b)) or reduces the selectable possibilities for other
addersin a more general case. This means each valid mapping
solution for a specific stage consists of selections with a
unique row and column index. Thus, finding the cheapest
mapping solution M for a specific stage reduces to finding
the valid solution with the lowest sum of costs. Anexample
for such a selection is given in Fig. 4. It corresponds to the
highlighted selectionin TABLEI with atotal cost contribution
of 1.33+0.67 =2 2:1 multiplexers.

The cheapest solution for a specific stage is not necessarily
the best overall choice as it affects the costs in the preceding
stages. So, to find the optimal solution, a full search over all
possibilities is necessary. The search space can be illustrated
as a decision tree, which consists of the decision itself as node
and the cost of the decision as edge. An example for this can
be found in Fig. 5, which shows a decision tree representation
for the second stage fusion decisions of TABLE 1.

Each branch of the tree is a valid mapping solution for
the specific stage which can be chosen as output mapping
for the preceding stage (line 12 in Listing 1). Each branch
corresponds to a recursive call of Fuse() in line 14 of Listing 1.
Thus, to get the full search space, a different decision tree
for the preceding stage has to be added recursively for each
stage’s output mapping until the input stage is reached. As the
cost matrix C is sorted in line 4 of Listing 1 the algorithm
follows the best cost solutions first. In the case of equal cost
solutions, the first solution found with these costs, is chosen
as the cheapest one. The full decision tree for our example
can be found in Fig. 6 and can be generated by setting w to
[~ ]

As shown in the complexity analysis in the next section,
the full search for the optimal solution can be very time
consuming for larger problems as the number of combinations
grows factorial with the number of adders Ks in one stage and
exponential with the number of configurations N. Neverthe-

2.0 20 33 33

Fig. 5: Part of the decision tree for the second stage fusion.

less, the memory consumption is moderate as for the presented
algorithm, as only the local environment has to be stored,
which is the currently optimized branch. Moreover, irrelevant
branches, which are too expensive anyway, can be pruned
whenever the currently best cost value is exceeded. This is
why the search is started with the locally best solution, which
already finds good solutions in the first iterations. It is executed
in a branch-and-bound way, which stops searching a branch
if the total costs exceed the current global minimum costs.
Besides the normal branch-and-bound method (cf. Listing 1,
line 9-10), denoted as cut in the decision tree in Fig. 7, an
additional pruning criterion is added (cf. Listing 1, line 5-
6). The sum of minimum values of each row in the cost
table is a lower bound of costs which can be added by the
considered stage. If this minimum added to the current costs
is larger than the global minimum, the whole subtree can be
pruned, denoted as stcut. The best resulting reconfigurable
single constant multiplier solution of the running example is
shown in Fig. 1. It corresponds to the leftmost branch in the
decision tree of Fig. 6 and Fig. 7.

C. Complexity Consideration: Analysis of the Search Space

As the presented optimal PAG Fusion algorithm has to
traverse the full search space, its complexity, i.e., the number
of possible solutions and branches to find them, is an important
issue.

1) Number of Solutions: One key measure is the number
of possible solutions to combine the adders in one stage. N
denotes the number of configurations while the number of
adders in the considered stage s of the input adder trees is K.
The total number of adder combinations which are possible
is (K!')V . As the arrangement of the combinations itself
does not matter, it can be ignored during the enumeration of
solutions. As there are Ks! ways to arrange the combinations,
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Fig. 6: Full decision tree for the example with costs for each decision, best total costs (light gray) and worse total costs (dark

gray).

the total number of solutions Ls for a specific stage’s s subtree
is
KN
Ls= (Ks)' = (kHV? 3)

In the example decision tree of Fig. 6, L1 = Lz = 203-1) =4,
which corresponds to the gray nodes in each subtree, as we
have two nodes to fuse and three configurations in each stage.

2) Number of Decisions: In order to evaluate the run-time
of the algorithm the number of decisions D, which is equal
to the number of nodes in the decision tree, is important. This
number depends on the possible solutions Ms for the subtrees
and the possibilities to reach them. For one stage’s s subtree
the number of decisions is calculated as

K=l -y ZN-1
Ds = Ls ]T| )
o !
—, ,—x
j=0 '

<e (Euler Number)

In the example decision tree of Fig. 6, D1 = Dy = 4(13 1+
133-1) = 8, which corresponds to the white nodes for each
subtree. Note that, although the sum consists of a factorial and
an exponential part, it has an upper limit of e (Euler Number).
For the whole decision tree the total number of decisions
is the sum of decisions in each stage. This is the number of
subtrees (solutions of the preceding stages) multiplied by the
number of subtree decisions:

S "

D= D; L Q)
=1 j=1
=1 j=1

This means for our running example that though we have only
16 possible solutions, 40 (= 8-1+8-4-1) decisions are required
to build them.

The equation for the total number of decisions (5) shows
that the search space to find the optimal solution grows
at least factorial with the number of adders per stage K
and exponential with the number of configurations N , as
it contains a product term of the Ls (cf. (3)). For larger
benchmarks thisis not applicable, not even when branch-and-
bound is applied. Therefore a heuristic is needed, to reduce
the considered search space.

D. PAG Fusion for Larger Problems

The presented PAG fusion approach is able to find valid
solutions for pipelined RSCM and RMCM adder graphs.
Finding the optimal solution can not be guaranteed for large

problems, which can lead to drastic time consumption. Thus,
a heuristic to find a close-to-optimal solution with controllable
time consumption is required. Finding a good heuristic is not
trivial, as it is not clear which strategy is appropriate for the
present search space. An analysis of the search space of PAG
fusion showed, that selecting branches with low costs in the
local decision phase, raises the likelihood to find optimal or
close-to-optimal solutions. Thus, the heuristic presented here
works by limiting the number of branches to the ones which
are most likely to be included in the optimal solution. These
are the cheapest solutions in each search tree stage. The search
branches are limited by the so called search width Weearen. The
value of Wiearen Specifies the number of additional branches

value of Wiearch Specifies the number of additional branches
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Fig. 7: Reduced search space of wsarcn = 1 for the given
example

which are searched with the locally best solution. Thus, the
search strategy is a modified breadth-first search and isrelated
to the beam search strategy [24]. Within the meaning of this
definition the initial greedy search of the algorithm has a
search width of weearcn = 0. As described earlier in Section
II-B the decision for the next path to follow in the decision tree
is made by using a cost matrix for each considered subtree in
each stage. For the heuristic these cost matrices are sorted
(cf. line 4 in Listing 1), to be able to quickly access the
Wsearch 1 best paths. When a path is selected, this selection
equals the desired output mapping for the previous stage. For
that previous stage the cost matrix is evaluated in the same
way. This provides a very plain and fast method to reduce
the search space. Note that the described branch-and-bound
cuts can also be applied within the heuristic, which has the
potential to further speed up the search. Especially the subtree
cut (stcut), which was already explained in Section II-B is
now very easy to perform due to the sorted use of the cost
matrix within the heuristic. An example for the search space of
Wsearch = 1 can be found in Fig. 7. The branch-and-bound cuts
are denoted as cut, while the subtree cuts are denoted as stcut.
Only eightinstead of 40 decisions are needed compared to the
full search for this rather small example to find a good —in this
case the best— solution. This heuristic provides an easy way
to directly control the run-time and offers the possibility to
realize larger switchable coefficient sets for single and multiple
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constant multiplication.

E. Exploiting Ternary Adders

Adders with three inputs (ternary adders) can significantly
reduce the number of operations in a pipelined adder graph
generated by the RPAG heuristic [21] and thus, reduce the re-
quired hardware. Support for ternary adders is given in recent
Altera and Xilinx FPGAs, namely Arrial, I1, V, 10, Stratix II-
V, 10 and Virtex 5-7 [22], [23]. That is why the fusion of such
PAGs using three-input adders was also integrated into PAG
fusion, taking the implementation available at OpenCores [25].
The target is to reduce the number of operations and with it
the required multiplexer inputs. Instead of the two operations
a + b and a-b each adder in the adder graph is now able to
implement a + b + ¢~a b + ¢, a +b ¢ or-u-b c. The cost
evaluation and the decision for a specific stage’s mapping was
adapted tothis circumstance. Thisincludes an extension of the
data structure to provide nodes with three inputs. Special care
has to be taken, when nodes with two and nodes with three
inputs are fused. Here an addition with O has to be provided
for the input, which is unused in one circuit. This leads to an
additional degree of freedom, when selecting thenode’s input
mapping and evaluating amapping’s costs. Another extension
hadtobe provided in the fusion of subtractors. In the two-input
adder case it is possible to map all negative inputs to the same
input resulting in a subtractor instead of a switchable adder-
subtractor. Thisis not always possible in the three input adder
case (a-b—). However, the swapping of inputs to get the
best possible solution was adapted for the ternary adder cases
(a$ + c,a+ be), in which a swapping can help to reduce
the required resources. All these adaptions are leading to a
larger complexity for the consideration of inputsin these steps.
Nevertheless, the overall run-time is supposed to be reduced,
as the number of adders Ks per stage is reduced due to the
operation reduction shown by Kumm et al. [21].

III. Low LEVEL OPTIMIZATIONS
A. Multiplexer Mapping

As multiplexers are used to switch between the different
constants, their mapping to the target FPGA should be as
good as possible. This can be achieved by using the explicit
resources provided in Xilinx Virtex 5-7 slices [26]. In the
case of the used Virtex 6 FPGA, our VHDL code generator
produces the optimal mapping using Primitives [27]. This
results in a resource optimized multiplexer implementation.
The gain of this implementation can be seen in Fig. 8, which
shows the LUT consumption of the mapping achieved by
Xilinx ISE 13.4 (gray) as well as the improved solution by
using Primitives and the resource optimal mapping [26] (black
when better, otherwise equal to ISE mapping). The operating
frequency is not shown, due to the fact that only one up to
three slices are required, which leads to frequency estimations
between 770 and 1.300 MHz, which is unrealistic for a final
design, as there should be more limiting parts elsewhere. In 16
of the 31 cases one LUT per bit can be saved. That is why the
inclusion of this mapping as operator into our FloPoCo-based
[28] VHDL generator is part of this work.
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Fig. 9: Realization of switchable adder/subtractor on Xilinx
Virtex 5-7 slices

B. Switchable Adder Subtractor Mapping

The fusion of adders with subtractors leads to the re-
quirement of switchable adder/subtractors in which the input
that is subtracted can be either input a or input b. The
proposed realization of the switchable adder/subtractors on
Xilinx Virtex 5-7 slices can be found in Fig. 9. The realization
is done using a single LUT to provide the correct carry
input and the following LUTs to provide an XOR of the
inverted or non-inverted inputs, which builds a full adder
together with the slice’s carry logic. The inputs are inverted
when required by an additional XOR of each input with the
corresponding subtraction flag s, or sp. The subtraction flag
sa or alternatively sp has to be set to 1 if a or b, respectively,
should be subtracted. The case in which s, and s, are both
1 is not supported by the given implementation. Using the
described switchable adder/subtractor together with the opti-
mized multiplexer implementation helps to further reduce the
required slice resources. In our experiments we observed cases,
in which the more general VHDL implementation needed
more than twice as many LUTs. So when a switchable adder
subtractor is required more than 50% of slice resources can
be saved in the best case with the proposed implementation.

IV. RESULTS

This section provides synthesis results to highlight the
advantages of the proposed method. For all experiments the
same VHDL code generator which is based on the FloPoCo
library [28] was used to create synthesizable VHDL code.
VHDL code was generated with identical settings and mapped
to a Virtex 6 FPGA (xc6vIx75t-2ff484-2) using Xilinx ISE
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Fig. 10: Comparison of the required slices of the heuristic with
different search widths and optimal solution (dashed lines).

TABLE II: Comparison of the average run-time of the heuristic
to the optimal method and average area overhead of the
heuristic solution

run-time [s]

speedup  area degradation
heur. w = 64 opt. [s] heuristic heuristic
2 conf. <0.001 <0.001 1.00 x 0.41%
3 conf. 0.00188 0.00190 1.01 x 0.69%
4 conf. 0.9293 0.9355 1.01 x 0.37%
5 conf. 2.51 120.52 4.80 x 0.46%
6 conf. 14.16 184224 130.10x 0.96%

v13.4. The proposed algorithms’ input graphs to be fused were
created using the RPAG heuristic. The source code of RPAG
and of the proposed method is available online as open source
within the PAGSuite [16].

A. Quality of the Heuristic

In order to evaluate the quality of the heuristic, an SCM
benchmark for 2 to 14 configurations, each consisting of 100
constant sets using randomly generated constants uniformly
distributed between 1 and 2'°-1 was created. In this ex-
periment, optimal solutions were generated to have a baseline
for the heuristic results. In addition to that, solutions using
the heuristic with different search widths for all benchmark
sets were generated. A direct comparison of the average slice
utilization of the optimal PAG fusion and the heuristic for
constant sets with 2 to 6 configurations can be found in Fig. 10.
It shows the required slices for the different search widths and
the optimal solutions with dashed lines. It can be observed
that a search width of only 64 leads to solutions close to the
optimal solution for the RSCM benchmark sets with upto
6 configurations. The maximum operating frequency of all
solutions is distributed equally between 443 and 469 MHz.
The average run-time for a width of 64 in this experiment is
compared in TABLE II. It can be observed that a longer run-
time of the optimal algorithm leads to an increased speedup
for the heuristic. At the same time, the area degradation of the
heuristic is smaller than 1%. This encourages the use of the
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heuristic for larger numbers of outputs as required for RMCM
problems, which have a much larger complexity due to a larger
adder count per stage.

B. Comparison to DAG Fusion

This section shows a comparison of the proposed algo-
rithm to the DAG fusion algorithm [17] which also relies
on the fusion of adder graphs. The same benchmark as for
the heuristic classification was used. Using this benchmark
pipelined adder graphs with the proposed PAG fusion heuristic
as well as pipelined and non-pipelined adder graphs with DAG
fusion using the available SPIRAL source code [13] were
generated. The pipelined DAG fusion results were obtained
by inserting registers after each adder, subtractor, adder/-
subtractor, multiplexer and corresponding pipeline balancing
registers. Pipelined results for DAG fusion are needed for a fair
comparison of the slice utilization and performance evaluation.
The proposed algorithm was executed with a search width of
64 as motivated in the last section. DAG fusion was executed
with a restricted mode provided in the DAG fusion code when
the run-time exceeded 3 hours (typically needed for cases with
more than 9 configurations). The results for the required slices
after place and route and the maximum clock frequency can
be found in Fig. 11. Note that each data point is an average
value of 100 constant sets. As a baseline, a 16x 16 bit CoreGen
[29] soft-core multiplier (LUT-based implementation) with the
same pipeline depth as our solutions together with distributed
RAM to store the coefficients is shown in Fig. 11. For the
pipelined implementations it can be observed that the proposed
algorithm has a lower slice utilization than DAG fusion in
all cases. Compared to DAG fusion, the proposed method
provides a slice reduction of 9% on average when 2-input
adders are considered and 26% on average when ternary adders
are considered. The resulting 2-input adder circuits can be
run at nearly the same maximum clock frequency as the
pipelined DAG fusion circuits and the CoreGen reference.
Due to pipelining, the proposed method and pipelined DAG
fusion have a similar critical path, which can be found in the
adders or in the multiplexers with varying size. For the ternary
adders there is a performance degradation of about 39% on
average which was also reported by Kumm et al. [21]. The
non-pipelined DAG fusion results are in some cases better
than the pipelined 2-input and ternary adder results, but the
maximum clock frequency is up to 5 times slower. This clearly
shows the necessity of pipelining on FPGAs. The comparison
between the DAG fusion results and the results of the proposed
method also show that an optimization which considers all
configurations in a single run leads to better results. In general,
it can be seen that the proposed method is valuable for up to
four configurations in the 2-input adder case and up to six
configurations in the ternary adder case, when the required
slices are considered. For more configurations, the soft-core
multiplier implementation by CoreGen provides the solution
which requires the least resources. For ASICs, DAG fusion
proved to be valuable for up to 19 coefficient RSCM (cf.
Table II in [17]). This appears to be a maximum gap between
the optimized adder implementation and a generic multiplier.
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Fig. 11: Comparison of the required slices (top) and the
maximum clock frequency (bottom) for the proposed method
and DAG fusion [17].

This has to be of course smaller for FPGAs. For this small
gap, which is a relevant field for many applications, the pro-
posed heuristic can generate solutions with significantly lower
resource consumption and similar performance. When only
RSCM is considered, optimal solutions are possible, when
about half an hour of run-time is feasible. But the heuristic
is unconditionally required to enable shift-add-based reconfig-
urable multiple constant multiplication, especially with many
outputs, which is required, e.g., for run-time reconfigurable
FIR filters.

C. Reconfigurable Multiple Constant Multiplication

When reconfigurable multiple constant multiplication is
considered, it can again be compared to the CoreGen soft-
core multiplier with RAM for the coefficients. To have more
than one output, multiple CoreGen multipliers and coefficient
RAMs are used. A benchmark for 5 different MCM cases
(2, 4, 6, 8 and 10 outputs), each with 2, 4, 6, 8 and 10
configurations, consisting of 50 constant sets per case using
randomly generated constants uniformly distributed between 1
and 216-1 was created. The search width was again set to 64.
The results of the 2-input and 3-input adder implementations
compared to CoreGen multipliers can be found in Fig. 12.

It can be seen that the CoreGen soft-core multiplier imple-
mentation is better for 6 or more configurations in the 2-input
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Fig. 12: Comparison of RMCM and tRMCM to a CoreGen
soft-core multiplier + RAM

adder case and 8 or more configurations in the ternary adder
case. Below these numbers of configurations, up to 75% of
the resources can be saved, when the proposed reconfigurable
shift and add based implementation is preferred, which is up
to 750 slices in the 10 output RMCM case. Note that without
the heuristic only the results for 2 outputs and 2 configurations
could have been generated optimally within a run-time limit of
3 hours. MCM solutions normally have more adders in each
stage, which leads to a much larger search space and thus a
much larger run-time. Using the heuristic with its controllable
search width, raises the solvable problem size and thereby
enables the application domain of RMCM for the proposed
fusion algorithm. For the application domains given in the
introduction [1], [2], [3], [4], [5], 2 to 6 MCM configurations
are common, which is the range of the proposed heuristic. Up
to 75% of slice resources can be saved compared to a generic
multiplier.

D. Comparison to Other Reconfiguration Approaches

If the presented multiplexer-based switchable multiple con-
stant multiplication is compared in the context of reconfig-
urable circuits, the reconfiguration time is an important factor.
The presented approach has a reconfiguration time of only one
clock cycle which is about 2-3 ns for the mapped and routed
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designs. To compare our method to other reconfiguration
approaches, a 41 tap benchmark FIR filter (MIRZAEI10 41
[30]) was used. This benchmark was already used in prior
work [31], to compare internal configuration access port
(ICAP) reconfiguration of Xilinx FPGAs and two logic based
reconfiguration approaches. In the benchmark the original
filter was extended to a run-time reconfigurable FIR filter by
designing additional different FIR filters with the same length
as the original benchmark filter and an input word size of
16 bit. These were optimized by using RPAG [14] and can be
reconfigured via ICAP. Alternatively, the benchmark set was
realized using the two logic based reconfiguration approaches
(FIR DA and FIR LUT). In the FIR DA approach the FIR
filters were realized using Distributed Arithmetic [32] with
a LUT-based implementation and were made reconfigurable
by using run-time configurable 5-input LUTs in Xilinx Vir-
tex FPGAs. The FIR LUT approach is based on the KCM
method [33], in which a constant multiplier is built by several
smaller LUT multipliers, whose shifted outputs are finally
added. Reconfiguration was again achieved by using run-time
configurable 5-input LUTs in Xilinx Virtex FPGAs. These
have a configuration time of 32 clock cycles, leading to a
reconfiguration time of about 61 to 66 ns in the analyzed
filters. The presented PAG fusion heuristic can be used to
generate the multiplication of switchable filter coefficients
(RMCM) with the input of a transposed FIR filter, which are
then followed by structural adders. The results for the previous
work and results for PAG fusion RMCM FIR filters for 2
to 5 configurations (conf.) are listed in TABLE III. In this
case the number of configurations corresponds to the number
of different FIR filter coefficient sets. The ICAP resource
consumption and maximum clock frequency are noted as a
range as the applied RPAG optimization heavily depends on
the numeric coefficient values. In addition, a FIR filter using
CoreGen multipliers together with RAM was evaluated. It can
be seen that the resulting circuits of the proposed method
provide the fastest reconfiguration time with a better resource
consumption for 2 to 4 configurations. The large increase in
slices from 4 to 5 configurations can be directly traced back
to the increase of LUT costs for the S5-input multiplexers
(cf. Fig. 8). For 5 to 10 configurations it depends on the
required reconfiguration time, if the reconfigurable FIR filter
using distributed arithmetic or LUT multipliers together with
reconfigurable LUTs or the ICAP implementation should be
used. An implementation with CoreGen multipliers is only
valuable when very fast reconfiguration times and at the same
time a large number of configurations are required.

E. DSP Block Usage Considerations

On modern FPGAs, DSP blocks in combination with RAM
for the coefficients can be used instead of the proposed run-
time reconfigurable constant multiplication. If limited quantity
of DSP blocks is not a problem, each of the 16 x16 bit multipli-
ers of reported cases could be replaced by one DSP block and
two slices for the coefficient RAM. For multiplication word
sizes larger than 18 Bit, more than one DSP block would
be required for Xilinx FPGAs. A comparison of the usage
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TABLEIIL: Comparison ofasingle filter MIRZAEI10_41 with [2] L. Aksoy, P. Flores, and J. Monteiro, “Multiplierless Design of Folded

By = 16 bit using ICAP reconfiguration, CFGLUT methods,
the proposed PAG Fusion heuristic and CoreGen mutlipliers.

(3]

DSP Blocks,” ACM Transactions on Design Automation of Electronic
Systems, vol. 20, no. 1, pp. 1-24, Nov. 2014.

P. Lowenborg and H. Johansson, “Minimax Design of Adjustable-
Bandwidth Linear-Phase FIR Filters,” Circuits and Systems I: Regular

Method S [bit] Slices JSax [MHz] Trec [ns] Papers, IEEE Transactions on, vol. 53, no. 2, 2006.

RPAG [34] with ICAP 746496  502...569 386.7...448.8 233280 [4] M. Garrido, F. Qureshi, and O. Gustafsson, “Low-Complexity Multipli-
Reconf. FIR DA [35] 1920 1071 521.9 61.3 erless Constant Rotators Based on Combined Coefficient Selection and
Reconf. FIR LUT [31] 14784 1108 487.8 65.6 Shift-and-Add Implementation (CCSSI),” IEEE Transactions on Circuits
PAG Fusion (2 conf.) 0 848 401.3 2.5 and Systems I: Regular Papers, vol. 61, no. 7, pp. 20022012, July 2014.
PAG Fusion (3 conf.) 0 911 3722 2.7 [5]1 M. Faust, O. Gustafsson, and C.-H. Chang, “Reconfigurable Multiple
PAG Fusion (4 conf.) 0 968 402.7 2.5 Constant Multiplication Using Minimum Adder Depth,” in Signals, Sys-
PAG Fusion (5 conf.) 0 1590 340.0 2.9 tems and Computers, Conference Record of the Forty Fourth Asilomar
CoreGen mult 3360 2647 3439 29 Conference on, Nov 2010, pp. 1297-1301.

of DSP blocks to the proposed slice based method can be
done by relating the two types of resources (DSP blocks and
slices) according to their relative availability, referencing their
utilization ratio [15]. Alternatively, the chip area consumed
by the resources can be related [36]. However, neither of the
two methods addresses the frequent requirement to select the
smallest, hence cheapest, possible FPGA the design fits into.
Usually, in a complete design other parts are competing for
DSP resources in digital signal processing applications [37],
[38]. For such cases a trade-off must be available. This is
provided by the proposed slice based run-time reconfigurable
constant multiplier implementation.

V. CONCLUSION
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Abstract: Crosswalk is a way of sharing the road between

vehicle and people. However, density of the population rises,
meanwhile the number of total accidents decreasing, the number of
pedestrian accident does not drop down for 10 years. In this paper,
we propose a new system called Smart Crossing that is another type
of crosswalk using sensors, CCTV, illuminator and an IoT device to
keep pedestrian in safe while crossing..

Index Terms— CCTV, ILLUMINATOR, SENSORS, 10T

I.INTRODUCTION
Since people and vehicle are sharing the road, crosswalk
increases efficiency of using the road in highly concentrated
area. However, as the population increases, this brings more
frequent accidents and more serious injuries and hence,
nationals are trying to reduce these accidents by making
promotions and legal sanctions. Such actions pull down the
total number of fatal accidents but unfortunately, number of
pedestrian fatalities does not decrease for a decade [1]. To be
specific, this fatality does not have a similar characteristic
compares to others. A research about 2014 in USA shows
fatalities in 78% occurred in urban, 71% occurred at
nonintersections and 72% occurred in the dark [1]. Through this
research, pedestrian fatalities are implying heavily populated area
causes more chance to make an accident and an inferior recognition
makes less chance to detect a pedestrian or a vehicle.

In this paper, we propose a crosswalk system using sensors, a
CCTYV and illuminator to track pedestrian and highlight them
to make vehicle driver easily avoid any dangerous situations
and also shows how to treat an accident to save both
pedestrian and vehicle driver.

Il. RELATED WORKS

Pedestrian fatalities seem to be affected by diverse reasons.
However, amazingly, several features that may look like to
affect, such as drunk driver or young driver, was not the
major problems in accidents. It is more likely to influence by
the density and number of the population and daylight. To
reduce the number of pedestrian fatalities, there are several
approaches, which lead driver to slow down, solve this
problem. First approach is to enforce the recognition of
crosswalk area using light emitting pavement marker,
therefore vehicle driver can be easily informed where the
actual crosswalk is on the road [2 - 4]. For all that, this neither
prevents any sudden reactions from pedestrians nor drivers
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to notice pedestrian easily. Second approach is illuminating the
crosswalk area that the driver notices a pedestrian from long
distance. This is very adequate against a sudden emergence of
pedestrian. On the contrary, this consumes too much energy to
sustain all dark hours for sparse pedestrians moreover the coast of
energy is not cheap if illuminators are installed more to lower the
chance of accident [5]. For all that, if the accident happens, there is
nothing more than trusting the vehicle driver to call emergency
unless the pedestrian has its consciousness..

III. SYSTEM OF SMART CROSSINGS

Smart Crossing suggests a new type of crosswalk system that aims
the same goal with the puffin crossing system. The system provides
devices are formed with six major parts as seen in Figure 1.

Control Unit manages and controls every connected device,

stores metadata about the devices and itself, saves a video

records from CCTV Analyzer, communicates with Control

Center to fetch updates and send a particular video records

and operates algorithms about abnormal movement tracking

and pedestrian presence. CCTV Analyzer is working with CCTV
to track pedestrian and records the crossings. Tracking is to serve
an additional information to Boundary Detector to perform
corrections. Recording is to identify the situation that might be an
accident. The records are fetched by Control Center to analyze if
there has any serious accident happened. This record can be a
major evidence to track the hit and run vehicle driver. Boundary
Detector is to detect the pedestrian and vehicles enter particular
area. In this system has two boundary detectors, which are installed
at crosswalk and the other is at vehicle stop and yield line.
Boundary detector utilizes CCTV and illuminator when it detects
the presence of pedestrians waiting at the crossings, and as they are
crossing the road.

Iluminator is to light up the crosswalk and pedestrians to be
recognized from great distance and provides light to CCTV to

record the
CoTV
COTV —
Analvyscr
Vehicle Stop t
Line Sensor — ¢ )
” ontro
Crosswalk Center
Toundary —) Controll
Sensor Unit t
Floodlght -— Emergeny
Response
' t Center
R . TralTic
Fraffic Light Controller

Fig. 1. Architecture of Smart Crossing
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crosswalk area. The records will be fetched if the suspected

events detected by the abnormal movement tracking algorithm.
Traffic Controller is mounted at the near the roadside to start the
passing traffic. The controller the pedestrian to monitor passing
traffic while waiting for the signal to cross. Control Center
monitors the all control unit operations and audits any suspecting
events that may be a serious accident. The abnormal movement-
tracking algorithm reports any kind of unexpected sensing records
to control center including with false-negative detections. In the
field, monitoring agents take a video record of clipped part from
reported the control unit, and they check it is an accident happened.
In control unit, it has two major algorithms, called abnormal
movement tracking algorithm and pedestrian presence algorithm.
Pedestrian presence algorithm is sustaining the single to cross using
CCTYV analyzer and boundary detector. It also treats any sudden
enter without using controller. Abnormal movement tracking
algorithm is to detect abnormal actions, as shown in Table I, which
derives any chance of making fatalities. At the end of strong
suspecting of fatalities, abnormal movement tracking algorithm
sends distress signal to control center over the Internet. Therefore,
control center checks out recorded video and takes an immediate
action to save lives.

IV. EXPERIMENTS AND RESULTS

In experiment, we tested efficiency of using illuminator in

the smart crossing to how many drivers can recognize pedestrians
earlier before they enter the serious crash. To find out, we used a
car that mostly found in urban using only downward headlights and
a pedestrian who dressed up with dark clothes. Experiments is done
by flipping the photos of even distances, shown in Figure 2,
between the vehicle and the pedestrian. We assume that speed of
car to makes a fatality at least 60km/h. Photos of each distance
showed in every Sseconds. 20 participants are in the test and we
gain an average percent of perfect recognition in each distance. As
the result, in Figure 2., the distance of recognition of pedestrian
using illuminator extends three times longer than using headlights
of the vehicle. The actual recognized distance is enough to stop the
car before hit the pedestrian. As the experiment goes again most
interesting facts is that participants are being expected that
pedestrian may be in crosswalk when the lights on, even they are
not seen them yet.

II. SYSTEM DESCRIPTION

A. Environmental parameters

To determine the weather status of mining, the system
measures relevant variables using techniques that are
minimally invasive. To obtain a complete overview, the
extreme conditions of mine sites in underground are also
measured by the incorporation of environmental sensors. The
embedded measured parameters are:

e Gas levels: Subsurface atmosphere may be
contaminated with poisonous gases that displace the
necessary oxygen to support life or flammable gases
that may cause explosion. Therefore, it is necessary to
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. Obstacle

develop technologies and find ways to accurately
measure concentration levels of toxic and flammable
gases levels in subsurface atmosphere for safety of
underground coal mines

. Vibration levels: vibrations involved measurements on

the roof and walls of underground mines. Primary
importance in underground excavation is .the requirement
to maintain rock stability and prevent rock falls or damage
to support .structure’s. The high-intensity elastic waves
induced by production blasting and the adjustment of rock
due to stresses associated with the opening itself create
conditions that affect rock competency outside the
excavation boundary.

. Temperature: The mine is so deep that temperatures in

the mine can rise to life-threatening levels. Air-
conditioning equipment is used to cool the mine from 55
°C (131 °F) down to a more tolerable 28 °C (82 °F). The
rock face temperature reaches 60 °C (140 °F). In this
proposed paper temperature is measured with sensors.

detection: obstacle is dangerous in
underground mining, it is monitored by infrared sensors. If
obstacle is within the range of sensor, it will detect.

A schematics overview of the proposed system is shown in
Fig. 2. The environmental variables are measured using a
sensors and data is transferred through IOT technology.
Wireless data transmission of sensed values is achieved using
a Wi-Fi module. Controller takes input from sensors and alerts
when threshold levels of sensors are high.

Fig.4. obstacle detection in underground mining
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B. Environmental embedded sensors

All environmental sensors are embedded and gives
input to microcontroller. ARM7 (LPC2148) is used as
microcontroller in this proposed paper. Implementation and
features of each sensor are described below.

IR sensor: An infrared sensor is an electronic device that emits in
order to sense some aspects of the surroundings. An IR sensor can
measure the heat of an object as well as detects the motion. These
types of sensors measures only infrared radiation, rather than
emitting it that is called as a passive IR sensor. Usually in the
infrared spectrum, all the objects radiate some form of thermal
radiations. These types of radiations are invisible to our eyes that
can be detected by an infrared sensor.

The emitter is simply an IR LED (Light Emitting
Diode) and the detector is simply an IR photodiode which is
sensitive to IR light of the same wavelength as that emitted by the
IR LED. When IR light falls on the photodiode, the resistances and
these output voltages, change in proportion to the magnitude of the
IR light received.

Temperature sensor (LM35): The LM35 series are precision
integrated-circuit temperature sensors, whose output voltage is
linearly proportional to the Celsius (Centigrade) temperature. The
LM35 thus has an advantage over linear temperature sensors
calibrated in ° Kelvin, as the user is not required to subtract a large

ant vo om put to o ta1n convenie entlgrade
scaling. The LM35 does not require any external calibration or
trimming to provide typical accuracies of +%4°C at room
temperature and £34°C over a full -55 to +150°C temperature range.
Low cost is assured by trimming and calibration at the wafer level.

The LM35's low output impedance, linear output, and
precise inherent calibration make interfacing to readout or control
circuitry especially easy. It can be used with single power supplies,
or with plus and minus supplies. As it draws only 60 uA from its
supply, it has very low self-heating, less than 0.1°C in still air. The
LM35 is rated to operate over a -55° to +150°C temperature range,
while the LM35C is rated for a -40° to +110°C range (-10° with
improved accuracy). The LM35 series is available packaged in
hermetic TO-46 transistor packages, while the LM35C, LM35CA,
and LM35D are also available in the plastic TO-92 transistor
package. The LM35D is also available in an 8-lead surface mount
small outline package and a plastic TO-220 package.

Gas sensor (MQS5)/ smoke sensor: A smoke detector is a device
that detects smoke, typically as an indicator of fire. Commercial,
industrial, and mass residential devices issue a signal to a fire alarm
system, while household detectors, known as smoke alarms,
generally issue a local audible and/or visual alarm from the detector
itself. Smoke detectors are typically housed in a disk-shaped plastic
enclosure about 150 millimetres (6 in) in diameter and
25 millimetres (1 in) thick, but the shape can vary by manufacturer
or product line.

Most smoke detectors work either by optical detection
(photoelectric) or by physical process (ionization), while others use
both detection methods to increase sensitivity to smoke. Sensitive
alarms can be used to detect, and thus deter, smoking in areas
where it is banned such as toilets and schools. Smoke detectors in
large commercial, industrial, and residential buildings are usually
powered by a central fire alarm system, which is powered by the
building power with a battery backup. However, in many single
family detached and smaller multiple family housings, a smoke
alarm is often powered only by a single disposable battery.

TRIFFIC TRAFFIC LIGHT SENSORS: The primary, reliable
and most common traffic light sensors are induction loops.
Inductive loops are coils of wire that have been embedded on the
surface of the road to detect changes in inductance and convey
them to the sensor circuitry in order to produce signals.
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global provider of accelerometers and vibration sensing know-how
for applications in Aircraft Design & Testing, Automotive Design
& Testing, Automotive Safety Testing, Machine & Structure
Monitoring and Motorsport. We offer both DC-Response (Static)
and AC-Response (Dynamic) types of accelerometers to meet your
different needs. There are two classes of accelerometers: AC-
response and DC-response types. In an AC-response accelerometer,
as the name implies, the output is AC coupled. An AC coupled
device cannot be used to measure static acceleration such as gravity
and constant centrifugal acceleration. It is only suitable for
measuring dynamic events. A DC-response accelerometer, on the
other hand, is DC coupled, and responds down to zero Hertz. It
therefore can be used to measure static, as well as dynamic
accelerator.

Fig. 7 Prototype of complete system hardware

C. Data Acquisition, Processing hardware and software

Data Acquisition and MCU Processing: The Microcontroller Unit
MCU was implemented using a simple ARM 7 LPC2148. The
ARM7 family of processors is a range of low-power, 32-bit RISC
cores optimized for cost and power-sensitive applications. All the
cores in the family feature the 16-bit Thumb instruction set,
enabling high code density to be achieved with 32-bit performance
levels. The ARM7TDMI core is a member of the ARM family of
general-purpose 32-bit microprocessors. The ARM family offers
high performance for very low power consumption, and small size.
The ARM architecture is based on Reduced Instruction Set
Computer (RISC) principles. The RISC instruction set and related
decode mechanism are much simpler than those of Complex
Instruction Set Computer (CISC) designs. It has Good speed/power
consumption ratio, Uniform and Fixed length instructions, and High
code density, Load-Store architecture, where data processing
operations involve only registers but not memory locations and
large uniform register file.

MCU acquires and processes the signals from the

environmental embedded sensors, and sends data via wireless
network to the monitoring system for registration, displaying

and information storage purposes. Threshold level of
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vibration sensor threshold is Smm/sec, and IR range is 20
meters.

Fig. 7 shows the final prototype of implemented device,
including embedded environmental sensors, and the printed
circuit board (PCB).

Wireless data transmission: The data are wireless transferred
using a NETGEAR R300 module from embedded sensing unit
to the output unit. Data transfer speed is set at 115,200 bits per
second. The NETGEAR R6300 WiFi Router delivers next
generation WiFi at gigabit speeds.

It offers the ultimate mobility for WiFi devices with
speeds up to 3x faster than 802.11n. Compatible with next
generation WiFi devices, and backward compatible with
802.11 a/b/g and n devices, it enables HD streaming
throughout your home. The R6300 with simultaneous dual
band WiFi technology offers speeds up to 4501 to 13002 Mbps
and avoids interference, ensuring top WiFi speeds and reliable
connections. This makes it ideal for larger homes with multiple
devices.

Software and Graphical User Interface (GUI): Data are
displayed and stored at the base server of the monitoring
system. So the information is available for the staff or
operations supervisor, or the user itself. The data provide real-
time information about the current weather condition of the
worker.

D. Software tools:

Keil: Keil Software launches amongst the ideal entire
improvement tool collections for ARM7 software program
application, that's utilized throughout endeavor. For development of
C code, their Developer's Kit product has their C51 compiler, in
addition to a contained ARM?7 simulator for debugging. A
discussion layout of this thing is conveniently offered on their
website, yet it consists of numerous challenges.

The C program language produced computer systems,
although, along with say goodbye to embedded structures. It does
presently not maintain straight acquire admission to register,
neither does it make it possible for the checking out in addition to
developing of singular bits, exceptionally essential needs for
ARMT software program application. In addition, a great deal of
software program application designers are acquainted with
producing packages that will done by utilizing a working gadget,
which makes use of system calls the program can additionally use
to access the tools.

However, a bargain code for the ARM7 is produced for
straight use at the cpu, without an running manufacturer. To
maintain this, the Keil compiler has in fact provided countless
developments to the C language to transform simply exactly what
would certainly probably have in fact typically been implemented
in a device phone conversation, along with the connecting of
interrupt instructors. The intent of this manual comparable method
supply a summary for the restrictions of the Keil compiler, the
alterations it has really made to the C language, as well as the ways
to earn up those in producing software application for the ARM7
microcontroller.
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Flash magic: Squint Magic is an application progressed through
Embedded Systems academy to empower you to quickly gain
admittance to the qualities of a microcontroller gadget. With this
program you could remove private squares or the total Flash
memory of the microcontroller. This item program is to an
awesome degree huge for people that paints inside the electronic
devices subject. A champion among the most crucial home window
of the program contains 5 zones where you may locate the perfect
ordinary limits in a movement to programming a microcontroller
gadget. Making use of the "Exchanges" area you can pick the
techniques, a particular instrument associates in your PC system.
Select the COM port to be utilized and furthermore the baud cost. It
is suggested that you select a diminished baud cost starting and
moreover change it later on. This shape you'll choose the particular
best rate with which your gadget limits. Remembering the ultimate
objective to pick which parts of the memory to oust, pick from the
things inside the "Erase" area. The third stage is non-compulsory. It
supplies you the chance to set a HEX data. In the succeeding
section you can discover striking shows decisions, that consolidate
"insist after ventures”, "gen square checksums", "perform" and also
others. When you're performed, tap the Start switch that might be
orchestrated in the "Start" territory. The item application will
irrefutably begin the device, and you'll with the limit of see the
development of the procedures toward the complete of thought
home window.

Fig.8. output results

The output results are shown in figure 8. Results can be seen
from telnet application, which can be downloaded from
playstore and install it. IP address can be tracked from this
application. All sensor values and ouput results can be
monitored in telnet application. Otherwise Ip address can be
tracked by browsing IP from google. The results are shown
only when thresholds are high.

III. RESULTS

The proposed system was tested by performing
measurements in two environments: a controlled environment
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at the laboratory, and a real working environment. First, a 30
minute measurement was performed to confirm the
effectiveness of the algorithms and to verify empirically the
noise sensitivity of the device. Next, measurements have been
performed in distinctive daily activities during work time. Each
set of monitoring results lasts approximately 5 hours.

In the laboratory tests, the subject at resting state
had an average temperature of 45deg, a vibrations of Smm/sec
and a gas of 400ppm measured with the system during
laboratory testing.
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V. CONCLUSION

In this paper, we propose a new type of crossing system that

can provide pedestrian safety as well as drivers to notice
pedestrians earlier to avoid any dangerous situation. Using
illuminator provides three times longer distance of noticing

the pedestrian that earns enough time to slow down the speed of
vehicle. If in case of accident happens, smart crossing provides
automated circumstance reporting to the control center about the
situation records and respond immediately whether the driver get
panic or run away. This may save many lives, which brings more
chances to get into the golden hour. Smart crossing also saves
enormous energy in running the illuminator. Many other
illuminator spends a lot of energy to illuminate the crosswalk
whether the pedestrian exists or not. Meanwhile, smart crossing
turns on the illuminator when the pedestrian exists.



Proceedings of 4th International Conference on Latest Trends in Electronics and Communication ISBN : "978-81-939386-2-1"

10.

11.

12.

13.

14.

15.

REFERENCES

NHTSA'’s National Center for Statistics and Analysis,
"Traffic Safety Facts 2014 Data", DOT HS 812 270, May
2016.

H. Hwang, R. Hughes, and C. Zegeer, M. Nitzburg, "An
Evaluation of the LightGuard(TM) Pedestrian Crosswalk
Warning System", Florida Department of Transportation
Safety Office publishing, June 1999.

J. H, Ross, and E. W. Brooks, “Evaluation of solar
powered raised pavement markers”, SPR pp.304-441, Jan.
2008.

John D. Bullough, Xin Zhang, Nicholas P. Skinner, Mark
S. Rea, "Design and Evaluation of Effective Crosswalk
Illumination Final Report", FHWA-NJ-2009-003, pp. 16-
42, Mar. 2009.

Department for Transport. U.K., "Puffin Pedestrian
Crossing", Traffic Advisory Leaflet 1/10 department for
Transport publishing, Feb. 2001

B. Siliverstovs, D. Herzer, “Manufacturing exports,
mining exports and growth: conintegration and
causality analysis for Chile (1960 — 2001)”, Applied
Economics, 2007, pp. 153-167.

“Annual Report of Chilean Mining 2014”, National
Service of Geology and mining, Chile. ISSN: 0066-
5096, 2014.

D. Jimenez, “High altitude intermittent chronic
exposure: Andean miners”, Hypoxia and the Brain,
1995, pp.284-91.

H.-Y. Chiu, "Early morning awakening and
nonrestorative sleep are associated with increased
minor non-fatal accidents during work and leisure
time", Accid. Anal. Prev., vol. 71C, pp. 10-14, 2014.
EJ Pino, A Dorner De la Paz, P Aqueveque,
“Noninvasive monitoring device to evaluate sleep
quality at mining facilities”, IEEE Transactions on
Industry Applications, 51 (1), pp.101-108, 2015.

M. M. Mitler, J. C. Miller, J. J. Lipsitz, J. K. Walsh
and C. D. Wylie, "The sleep of long-haul truck
drivers", N. Engl. J. Med., vol. 337, no. 11, pp. 755-
762, 1997.

S. Z. Bian, J. H. Zhang , X. B. Gao, M. Li, J. Yu, X.
Liu, L. Huang, “Risk factors for high-altitude
headache upon acute high-altitude exposure at 3700 m
in young Chinese men: a cohort study”, The Journal
of Headache Pain, 2013,pp. 35.

J. B. West, “Oxygen enrichment of room air to
improve well-being and productivity at high altitude”,
International  journal  of  occupational — and
environmental health, 1999,pp. 187-193.

P. Cerretelli, “Gas exchange at high altitude”,
Pulmonary Gas Exchange vol. 2, 1980, pp.97-147.

B. M. Koeppen, B. A. Satanton, Berne y Levy
"Fisiologia", vol. ED-6, 2009, pp. 454.

180

16

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

. D. R. Woods, S. Allen, T. R. Betts, D. Gardiner, H.
Montgomery,J. M. Morgan, P. R. Roberts, “High
altitude arrhythmias”, Cardiology, 2008,pp. 239-246.
H. Chiodi, “Respiratory adaptations to chronic high
altitude hypoxia”,

Journal of Applied Physiology, 1957, pp. 81-87.

B. Basnyat,“High-altitude emergency
medicine”,Lancet,2000, pp.356.

P.H. Hackett, R.C. Roach, “High Altitude Cerebral
Edema”, High Altitude Medicine & Biology, 2004, pp.
136-146.

M. Vargas, J. Osorio, D. Jiménez, F. Moraga, M.
Sepilveda, J. Del

Solar, A. Ledn, “Acute mountain sickness at 3500 and
4250 m. A study of symptom, incidence and severity”
Revista medica de Chile, vol. 129, no. 2, 2001,
pp-166-172.

P.H.Hackett, D. Rennie, H.D.Levine. “The incidence,
importance, and prophylaxis of acute mountain
sickness”, Lancet, 1976, pp. 1149-55.

M. Maggiorini, B. Biihler, M. Walter, O. Oelz,
“Prevalence of acute mountain sickness in the Swiss
Alps”, Bmj, vol.301,1990,pp. 853-855.

J. A. Loeppky, M. V. Icenogle, D. Maes, K. Riboni, P.
Scotto, R. C.

Roach, “Body temperature, autonomic responses and
AMS?”, High altitude medicine & biology, vol.4, no.3,
2003, pp. 367-373.

S. J. Boyer, F. D. Blume, “Weight loss and changes in
body composition at high altitude”. Journal of
Applied Physiology, vol. 57, no. 5, 1984, pp. 1580-
1585.

J. E. Rogado, J.L. Garcia, R. Barea, L.M. Bergasa, E.
Lopez, “Driver fatigue detection system”, Robotics
and Biomimetics IEEE International Conference,
2008, pp. 1105 -1110.

C. W. Lin, J. S. Wang, P. C. Chung, “Mining
physiological conditions from heart rate variability
analysis”, IEEE  Computational  Intelligence
Magazine, vol. 5, no. 1, 2010, pp. 50-58.

M. Avenel-Audran, A. Goossens, E. Zimmerson, M.
Bruze, “Contact dermatitis from electrocardiograph-
monitoring electrodes: role of p-tert-butylphenol-
formaldehyde resin”, Contact Dermatitis, vol. 48,
2003, pp. 108 — 111.

M. M. Puurtinen, S. M. Komulainen, P.K. Kauppinen, J.A.
Malmivuo, &

J.A. Hyttinen, “Measurement of noise and impedance
of dry and wet textile electrodes, and textile
electrodes with hydrogel”, Engineering in Medicine
and Biology Society EMBS'06, 2006, pp. 6012-6015.
P. Aqueveque, C. Gutierrez, F. Saavedra, E. J. Pino,
A.S. Morales, E. Wiechmann, “Monitoring
physiological variables of mining workers at high
altitude,” Proceedings of the 2016 IEEE Industry
Applications Society Annual Meeting, Portland, OR
USA, Oct. 2016.


https://scholar.google.com/citations?view_op=view_citation&hl=en&user=Ed-ZRcQAAAAJ&citation_for_view=Ed-ZRcQAAAAJ:UHK10RUVsp4C
https://scholar.google.com/citations?view_op=view_citation&hl=en&user=Ed-ZRcQAAAAJ&citation_for_view=Ed-ZRcQAAAAJ:UHK10RUVsp4C
https://scholar.google.com/citations?view_op=view_citation&hl=en&user=Ed-ZRcQAAAAJ&citation_for_view=Ed-ZRcQAAAAJ:UHK10RUVsp4C

Proceedings of 4th International Conference on Latest Trends in Electronics and Communication ISBN : "978-81-939386-2-1"

IOT Based Smart Health Care kit

Mounika Thallapally (M.Tech Student)
MRCE, HYDERABAD, TS

Email:mounikathallapally26@gmil.com

Abstract

This paper is focus on IOT based smart healthcare kit.
It plays an important role in emergency medical
service like Intensive Care Units (ICU), by using a
INTEL GALILEO 2ND generation development
board. It helps to record or collect (BP, Pulses,
Temperature) the information about patient. It helps to
utilize the time of both the patient and doctor. It helps
to store the data of patient like, blood pressure, heart
beat rate, temperature, ECG etc. This paper helps to
make the connection between patient and his doctor.
This systems sends the real time data of a patient to his
doctor and record it for his future reference. This paper
is help to give the proper and efficient medical service.

Keywords- Internet of things (IOT), Sensors,
Health monitoring

1. Introduction

In IOT there are many devices are connected to each
other for communication purpose it shares the data,
information and able to produce new information and
record it for future purpose. Everyday people require
new devices, new technology for make his life easy.
The research is always trying to think on new devices
for make his life easy. In our day to day life we are
facing many problems related to our health because we
are not caring about our self. So, to reduce these
problems we are introduced a IOT Based Smart
Healthcare Kit. This system is used in hospital to
measure and monitoring like, temperature, ECG, heart
beat rate etc. And the result is recorded in INTEL
GALILEO BOARD and display on LCD. The doctor
can login to this website and see that result.This
system used sensors and actuators for receive the data
from patient and record it. This system is give better
output and it is less costly.

2.LITERATURE SURVEY

The Research is going on in the field of IOT-
healthcare which gives clinical evidence that they
received data from wireless network that are connected
to devices which has contributed in managing and
preventing from diseases and monitoring patients.
Therefore, the various health monitoring systems are
getting better today's like, ECG monitors, pulse rate,
heart beat rate and blood pressure monitor. Now the
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research is going in the field of IOT and many
products and services are used based on them, in
which one or more devices used among those of
Automation and Artificial Intelligence systems for
energy conservation.

1. Cooey Smart Health : The Cooey Smart
health helps your automatically log your medical data
through Bluetooth devices. It takes note of your health
by storing, analyzing and sharing your medical records
which are provided by doctor. It also advices you by
giving the smart tips and services based on your health
analysis. It also give you alerts through messages and
mail about your health risks. It is able to connect
remotely monitor the health reports as well as also has
the option of connecting yourself to various health
service that are provide like pharmacy and
teleconsulting. It consists of three different health
monitoring systems. Cooey is able to interconnect and
provide focused services to its customers It measure
Blood Pressure Monitor, Smart Body Analyzer. The
Cooey Smart health is lengthwise health monitoring
IOT platforms which help the providers in storing,
collecting and analyzing of medical data so as to
provide alerts by using message, mail etc for patients.
It lets help to choose and customize your personalized
and the services based upon your health condition. For
customers, it is a health management application with
personalized services. Except this system no other
product and app is able to provide a last mile
connection of a patient with his health expert’s
doctors. But through the help of services. Some of the
services.

That Cooey is provides:-

Measure and Monitor

Engage

Fulfillment

Measure and Monitor:-The Smart devices like
Bluetooth BP monitor is help you automatically save
your medical data and give the information to your
medical health experts to remotely access this data.
Engage: The Different data are including the profile of
patient, his all information and data collected on the
basis health tips are provided in Order to improve
health management Fulfilment. The data which is
collected is also used to create dynamic profile of the
patient according to his current health status so that
on further analysis this profile can be used by other



medical experts The Cooey smart services are focus
mainly on Chronic patients and Antenatal care offering
The Devices which are used to record and share your
medical data and go through analysis.

Smart assist:-It Provide personalized advices and
Recommendations in smart recommendation engine
using smart algorithms .

M-Assist:-It provides with mobile API for personal
health devices like laptops and management.

W-Assist:-The Internet connected web based portal it
works on the mobile tablets.

2. Health Vault by Microsoft

The Microsoft Health Vault is assists you to use,
gather, store, and share health information for you and
your loved ones. You can store all your health records
at one place that's Organize and available to you online
(E-Book Keeping) in case of medical emergencies, it is
able to keep track of all the details so that you are
always alerted about your wellness. It records the data
once, and use it with new data to get frequent updates
about your health. The Health Vault-connected apps
include websites, computer software, and mobile apps
that can always help you and analyse more out of your
captured health information. It also features that multi-
app connectivity so that the information can be shared
with anyone you want.

Its features:-

It gives Up-to-date medication and allergy lists
Latest home health readings (such as blood pressure,
heartbeat rate and weight) The health history The
Health vault is not only helps you store, organize, but
also give this information automatically to your doctor.
It can record and store your results, prescription history
and visit records from an increasing list of connected
labs, medical institutes, hospitals and clinics which can
send to your Health Vault and record it. You can
transfer  your detail it from = anywhere,
Smartphone/tablet. Medical logs and can easily keep
these track records in, by using Internet connection on
a PC, It can keep your details at your fingertips and
access for future reference. The Medical images can be
easily saved and shared to your medical consultants
and keep them for future references. Graphs, patterns
and trends are drawn by collected data in the Health
Vault which help your medical experts/doctors to make
efficient and better health related services. It helps to
maintain your daily health chart and current status.

Health Vault features:

Authentication: - It connect with the Windows
Live ID

Authorization:- By  providing the user
authorization before enable any data it shares the
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data/information between an application and a user’s
Health vault account detail to his doctor

User control:- By giving them the control to
authorize data it shares and provide them a feature to
stop application access at any time, and we can change
or delete information in their history to by consulting
our doctors.

Data provenance:- It intelligently taking decisions
on how to treat a data from different sources.

I11. PROPOSED MODEL
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Fig.1 System Architecture

We have proposed the robust health monitoring
system that is give intelligent and enough to monitor
the patient automatically using IOT. It collects the
status information through these systems by including
patient’s heart bit rate, blood pressure and ECG and
sends an emergency alert to patient’s doctor with his
current status and full medical information. This would
help to the doctor to monitor his patient from anywhere
and anytime and also to send to patient his health status
directly without visiting to the hospital. This system
can be deployed at various hospitals and medical
institutes for reducing the time. The system uses smart
sensors that generates the data information and
collected from each sensor and send it to a database
server i.e. hospital where the data can be further
analysed and maintained to be used for the medical
experts. By Maintaining a database server is a must
where the data is Previously medical record of the
patient and providing a better and improved examining
output. The digital output is connected to the
microcontroller directly for measure the Beats per
Minute (BPM) rate. It follows the principle of light
modulation by blood flow through finger at each pulse.
The other sensors like a blood pressure sensor, ECG
sensor and many more can be added to the patient kit in



response to the patient’s medical condition. Software:
The software part includes an Arduino IDE which is
required to program in Intel Galileo Board which used
to upload the final code of maintaining a database. All
the data connected are connect with the sensors and it
sent to an Xampp based data base server for log the
patient timely record or sensed data, which will help to
the doctor for better consulting and prescription to
patient. More over these datasets stored in database are

Fig 2 Components used

used to plot graph for each of the sensors are shown.
The server has an option for uploading the database of
the patients with their details and their medical history.
The data server can be accessed any time by the doctor
and the doctor can also see the current live feed of the
patient’s medical condition. A track of patient’s health
record is also maintained for future reference on the
web portal. The portal also has the option to maintain
and track the 24-Hour records of multiple patients. The
patient can also see his/her medical details on the web
portal. Thus this system proves to be an efficient and
robust way to maintain and analyze one’s medical
record and live track. The server has an option for
uploading the database of the patients with their details
and their medical history. The data server can be
accessed any time by the doctor and the doctor can also
see the current live feed of the patient’s medical
condition. A track of patient’s health record is also
maintained for future reference on the web portal. The
portal also has the option to maintain and track the 24-
hour records of multiple patients. The patient can also
see his/her medical details on. Thus this system proves
to be an efficient and robust way to the web portal and
maintain and analyze one’s medical record and live
track.

IV. EXPERIMENTAL RESULTS

The proposed of the intelligent health monitoring
system is being developed and tested over a patient
whose personal details are entered into the web portal.
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The patient is connected with his health monitoring
system which consists of a heart rate sensor and a
temperature sensor. The live graph of the patient’s
heart rate and temperature is being monitored on a
Xampp based database server. The IOT device used
here is the Intel Galileo board. The system architecture
of the proposed model is explained by the given below
figures which includes a server connected Intel Galileo
board that helps to upload the data and receive by the
sensors onto the database and statistical graphs are
being plotted for further analysis and recording.
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Fig.2 Home Page The index or the
Home page of the the web portal it consists of
various tabs including the Login, Services, About
Us, Contact and Upl
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Fig.3 System Web Portal Admin Page

The Admin page of the web portal allows the user
to enter his/her personal details including his name,
age, blood group and various others important details in
order to maintain the records systematically.
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In the Login tab, the user can login into the web
portal as a patient or as the doctor as per the credentials
given.
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The data which are collected from various sensors
are being uploaded into the database server from which
the data is further used to plot graphs and analyse the
health reports of the patients. This data is uploaded into
the database server from which the data is further used
to plot graphs and analyse the health reports of the
patients. Fig.7. shows the full structure of the database
which is being hosted currently on the local host and
further can be connected to the whole world via IOT.
The database has full details and record history of each
and every patient through which a statistical graph is
plotted in real time which is used for patients further
analysis and tracking. The model is finally developed
over a normal fit person and his heart rate and
temperature details are plotted on a real time graph.
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. An example output of a proposed health monitor
device is shown in which the patient’s personal details
are shown and alongside her live heart rate and body
temperature is being traced in real time.
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Fig. 8 An Example Health Monitor graph
V. CONCLUSION

The main idea of this system is to provide better and
efficient health services FOR the patients by
implementing a networked information cloud so that
the experts and doctors could make use of this data and
provide a fast and an efficient solution. The final model
will be well equipped with the features where the
doctor can examine his patient from anywhere and
anytime. Emergency scenario to send an emergency
mail or message to the doctor with patient’s current
status and full medical information can also be worked
on. The proposed model can also be deployed as a
mobile app so that the model becomes more mobile
and easy to access anywhere across the globe.

References

[1] Sharma S, Tim US, Gadia S, Wong J. “Proliferating
Cloud Density through Big Data Ecosystem, Novel
XCLOUDX Classification and Emergence of as-a-Service
Era”.pp.-1-20 (2015)

[2] Rintala, Mikko, Jussi Sormunen, Petri Kuisma, and
Matti  Rahkala."Automation  System  Products and
Research."(2014).

[3] Sandeep Patel, Punit Gupta, Mayank Kumar Goyal,
"Low Cost Hardware Design of a Web Server for Home
Automation  Systems", Conference on Advances in
Communication and Control Systems(CAC2S), 2013

[4] Golzar, M.G. ; AsanPardazan Co. ; Tajozzakerin, H.R.,
"4 New Intelligent Remote Control System for Home
Automation  and  Reduce  Energy  Consumption”,
Mathematical/Analytical ~ Modelling ~ and ~ Computer
Simulation (AMS), 2010, IEEE.

[5] Alkar, A.Z., Hacettepe Univ, Roach, J. ; Baysal, D., "IP
based home automation system", Consumer Electronics,

185



e A P R SR TR A TR I QR P TH O RGP R AR

DOT CELLULAR

Deepika Kandula (M.Tech Student)
MRCE, HYDERABAD, TS

Email:mounikathallapally26@gmil.com

Abstract: As the device dimension is shrinking day

by day the CMOS technology faces serious problems
due to physical barriers of the technology such as
ultra-thin gate oxides, short channel effects, leakage
currents and excessive power dissipation at Nano scale
regimes. Quantum Dot Cellular Automata is an
alternate quantum phenomenon that provides a
completely different computational platform to design
digital logic circuits using quantum dots confined in
the potential well to effectively process and transfer
information at Nano level. This paper has
demonstrated the implementation of circuits like D, T,
SR, JK flip flops using a derived expression from SR
flip flop. The kink energy and energy dissipation has
been calculated to determine the robustness of the
designed flip flop. The simulation results have been
verified using QCA Designer simulation tool.
Keyword: QCA, SR Flip flop, JK Flip flop, D Flip
flop, T Flip flop,

1.INTRODUCTION

The conventional CMOS based devices advanced from
micron to submicron, submicron to deep submicron
and to nanometer regime over last few decades. The
scaling of CMOS devices at Nano scale affects the
performance of several factors like heat dissipation
and leakage currents. The heat generated can no longer
dissipate and results in damage of the chips as more
and more devices are packed into the same area.
Among several other alternatives, Quantum Dot
Cellular Automata (QCA) is a revolutionary promising
transistor less quantum paradigm that performs
computation and routing information at Nano domain.
The unique feature of QCA is that logic states are
represented by a cell. A cell is a Nano scale device
capable of transferring data by two state electron
configurations. The advantages of QCA over
conventional CMOS technology include lesser delay,
high density circuits and low power consumption
which permits us to perform quantum computing in
future.

II. Literature Survey:

ILI. Quantum Dot Cellular Automata (QCA):

The basic logic unit of QCA is based on QCA
cells which contain four quantum dots arranged in
a square pattern. Each cell contains two mobile
electrons which can tunnel quantum mechanically
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between dots. Due to the columbic repulsion, the
electrons in quantum dots confined I the potential
well always try to occupy the two possible
diametrically opposite positions of a square shaped
call. QCA connects the state of one cell to the state of
its immediate cells by columbic interaction. The state
of a cell is called its polarization defined by P.
Therefore, two distinct cell states exist. The below
shows the two possible minimum energy states of a
quantum dot cell.

Logic 0 has polarization P=-1

Logic 1 has polarization P=1.

Quantum Dot

Electron~ Binary 'l

Polarization = +1

Binary '0"
Polarization = -1

Figure 1: Schematic of QCA cell

A polarization P in a cell is defined by:

P=[(p1+ps3) -(p2+p4)]/p1+p2+p3+p4

There are mainly two types of quantum cell
orientations namely 45 and 90 degrees are logic 0
and logic 1.

In order to transfer information from one cell to
another cell QCA wire is used which is shown below.

A A A A B R B -
i i B B B B R B -

Figure 2: 90-degree QCA wire

Clock is used to overcome the tunneling barriers
between the adjacent quantum dots confined in the
potential well within a cell for transfer of information
from one clock to next clock sequentially. There are
two types of clocking zone clocking and continuous
clocking. QCA Designer tool support zone clocking.
In zone clocking, each QCA cell is clocked using a
four-phase clocking scheme. The four phases
correspond to switch, hold, release and relax is shown

Fig. 3.
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ILII. MAJORITY GATE

The fundamental structure of majority gate contains
minimum five QCA cells to represent it. Four of them
are in four different directions making themselves at
the angle of 90-degree with the nearest neighbouring
cells on the substrate and there is one cell which is in
the middle of them. The Boolean expression of
majority gate is-

M(A, B, P)= A.B.Pbar+ A.P+B.P

Fixed Polarization =P

-
P i —
5
Input B

Fig.5. Majority Gate in QCA
Where the first two terms A and B represent the inputs
from the majority gate and P is the fixed polarisation.
This polarisation P will vary according to the gate we

want to use. For the case of AND gate P ="0"" and OR
gate P="1".

VIIN
-

M(AB.P)

(o35 e)
0 0

Fig.6. The fundamental structure of QCA majority
gate-
(a) 2-input AND gate (b) 2- input OR gate

III. Proposed Expression to Design All Flip-flops
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Using the derived expression in equation 1 and
equation 2,we can simply construct any flip-flop in a
much easier way just by modifying the inputs. All the
flip-flopshave been designed in this paper using the
circuit as shown below. The simulation results are
verified by the truth tablel.

___1 _] -1h_ f N

CLK — = >

g _ )y rLow

Fig.7. flipflop design using NAND gate

TABLE1:TRUTH TABLE

INPUT OUTPUT
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Equationl and 2 are derivedare used for the design of
the other flip flops. The design of SR, D,T,JK flipflops
are realised using QCA simulation tool in this paper.

Qb=B.CLK.Q=B.CLKHQ.......... D

(Where,QD is the inverse ofQ)

and Q=A.CLK.Qb=A.CLK+Qb
=A.CLK+B.CLK.Q....... 2)

ITLI. SR Flip Flop

The SR flipflop has two inputs, SET(S) and
RESET(R), and two outputs Qand Qbar .We have
simply replaced Aby S and B by R from our proposed
equation.

A=5§ = — Q
CLK = F-F
B=R — Qb
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Fig.8 (a) Block diagram of SR flip-flop from the
proposed design,
IILIL. D Flip flop

The D flip-flop as it introduces a delay between
input and output. We have simply replaced A by
D and B by Dbar.

D — Q

CLK

%

Qb

Fig.9. (a) Block diagram of D- flip-flop from the proposed
design

HLIIIL JK FLIP-FLOP

The limitation of SR flip-flop is overcome in JK flip-
flop. The inputs J and k behave as inputs S and R to set
and reset the flip-flop. When J=K=1, the output
toggles i.e. switches to its complement state. A JK flip-
flop is obtained from our proposed expression by
adding two additional AND gates.

] T
5 F-F
K —
Do

Fig. 10 (a) Block diagram of JK flip-flop from the proposed
design,

HLIV T FLIP-FLOP

Flip flop, called T or trigger or toggle flip-flop has
only a single data (T) input, a clock input Another and
two outputs Q and Qbar. The T-type is designed by
connecting J-K inputs together and is called single
input JK flip-flop.

(LK

A,

Fig.11. (a) block diagram of T flip-flop
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IV. COMPLEXITY OF THE PROPOSED
FLIP-FLOPS

In this paper we show the calculations of Cell Count,
AUF, O-Cost & Latency of the designed FLIP-
FLOPS as shown in table2.

QCA Length | Width Cell
Structure | covered | covered(nm) | count
(nm) (cells)
SR flip- | 258 158 38
flop
D  flip- | 238 178 43
flop
T  flip- | 258 258 81
flop
JK  flip- | 278 258 78
flop
QCA | Oper | Net Tota | Area Latency
Struct | ation | area 1 utilizati
ure cost( | (nm2) |area |on
o- (L* | factor
cost) W) | (AUF=
(nm | net
2) area/tot
al area)

SR 38 12,312 | 40,7 | 0.302 1.50
flip- 64
flop
D 43 13,932 [ 42,3 | 0.328 1.25
flip- 64
flop
T 81 26,244 | 66,5 | 0.394 1.50
flip- 64
flop
JK 78 25,272 | 71,7 | 0.352 1.50
flip- 24
flop

V. Experimental Results:
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Fig. 10 (c) Simulation result of JK flip-flop
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Abstract — we provide a system for parking reservations and
security, maintenance during a exceedingly in a very non-
public automobile parking field in an urban metropolis. Our
system style is employed to eliminate surplus time
conception to search out Associate in nursing empty extract
a automobile parking field. By identical sheath, we will
conjointly save over seventy five to eighty five % of fuel
wastage in an exceedingly automobile lot to check the
empty parking slot. The reservation processes square
measure happening solely by the user. Therefore the user
visit lot exploitation Associate in Nursing humanoid
application through an online access and notice the empty
parking slot and a reserve parking slot as per their
preference. Here we tend to gift the main response to user’s
reservation action and therefore the driving force will put
aside his own seemingly parking slot supported the time and
price perform. We’ve projected a system with multi-
processing queuing mechanism (MPQM) to avoid multi-
user approach downside (MUAP) throughout the reservation
procedure in our perceptive automobile parking booking
arrangement supported IOT technology.

Key Words: android Application, android Studio, Arduino
UNO, internet of Things, Multi-User Approach process
(MUAP), QR Code, un hearable sensing element.

1. INTRODUCTION

Now a day’s congestion of traffic will increase chop-chop
with the increasing growth of population. With relevance
the amount of population the usage of cars conjointly
exaggerated. Thanks to a lot of usage of automobile the tie
up occurred on the road. as a result of the finding of free
parking slot takes longer. Hence, we tend to lose a particular
amount of your time and created over seventy five to eighty
five % of fuel wastage to search out the empty parking
extract lot. to resolve this downside, we want a special
system within the lot to live empty area and show the
knowledge to the folks that searching for the empty area.
However, many systems designed antecedently to avoid
time wastage in automobile lot.

In the sensible parking allocation and reservation system, a
system itself allocates the automobile parking space for each
user [1]

[2]. In this, the system observes the gap between the
user and parking areas with the assistance of world
positioning system [1]. With this distance mensuration the
system calculates the typical time conception for the user
getting into the automobile parking space [1]. Then the
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system allocates the suitable parking slot for the user [1] [3].
Therefore the user could or might not be accepted the
allotted automobile parking space [1]. If once the user
accepts allotted slot, then the user will able to modification
his parking slot [1] [4]. In our system all the user will able to
reserve own seemingly parking spot. therefore there's no
restriction between the slot reservation, and user request.
Here the user reserves his spot with respect the system
framework represented. Here every step of the reservation
method is differentiated by DLSM. MUAP is avoided by
special queuing method (MPQM) with the embedded
method management unit (EPCU) in our sensible
automobile parking system [1].

1.1 LITERATURE SURVEY

V. Venkateswaran, N. Prakash, and IJRET [1]: during
this paper, they introduce a special system for sensible
parking reservations Associate in Nursingd security
maintenance in an exceedingly industrial automobile lot in
urban surroundings. Here they furnish the main response to
user’s reservation action and therefore the driving force will
reserve his own seemingly parking slot supported the price
perform. rather than economical automobile parking we
want a special security choices to create our vehicle terribly
safe. By this case they need provided a higher security
steerage of barrier gate management security system; with
the assistance of embedded method management unit
(EPCU). There square measure several steps taken to create
a reservation with completely different lighting theme
mechanism (DLSM).

Amir O. Kotb, Yao-Chun Shen, Xu Zhu, Senior
Member, IEEE, and Yi Huang, Senior Member, IEEE
[2]: during this paper, they introduce a brand new sensible
parking system that's supported intelligent resource
allocation, reservation, and rating. The projected system
solves this parking issues by providing secure parking
reservations with the bottom potential price and looking
time for drivers and therefore the highest revenue and
resource utilization for parking managers.

Yanfeng Geng, Student Member, IEEE, and Christos G.
Cassandras, Fellow, IEEE [3]: during this paper the
system assigns Associate in Nursingd reserves an optimum
automobile parking space supported the driver’s price
perform that mixes proximity to destination and parking
price.

Sheelarani, S. Preethi Anand, S. Shamili and K. Sruthi
[4]: during this paper, they projected a wise parking
application, wherever users are able to park their vehicles by
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finding Associate in Nursing empty automobile parking
space through humanoid Application or will even park their
vehicles directly through Embedded Hardware. Associate in
Nursing Intelligent Parking System is enforced supported

Slot Allotment.

Hongwei Wang and Wenbo He [5]: during this paper they
we tend to style and implement a image of Reservation-
based sensible Parking System (RSPS); that permits drivers
to effectively notice and reserve the vacant parking areas.
By sporadically learning the parking standing from the
sensing element networks deployed in parking tons, the
reservation service is affected by the modification of
physical parking standing. The drivers will access this
cyber-physical system with their personal communication

devices.

2. PROJECTED WORK
Parking slot
R Ultrasonic —
Code | Sensor VATl
Arduino UNO
Android Application
5 o 2 Shaw details
) & ] e
N B —— .
3 % P
3 Y g ¢
$ % 2
Y g
{9 3
% 5 &
User &:
\\’,‘
Server

Fig 1: Parking Reservation System style diagram

We square measure progressing to style a system that
consists of various modules like server, database, user
application and parking slot arrangement. we offer
Associate in Nursing humanoid application to user owing to
consistent with Google there square measure one.4 billion
active humanoid devices over worldwide. A user should Ist
transfer the humanoid application in his humanoid movable.
when user should go just one time for registration with
specific id (using AADHAR CARD no. or License no.)
exploitation the applying. Then registered user info is
distributed to the server system and knowledge keep within
the information. The parking slot info is additionally keep
within the information that is usually updated, and server
manages and update this info and keep causation
notification to the user when parking slot booking. User will
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use humanoid application to book specific parking slot at
desired area. once user book specific slot, then the server
generates QR code and send to the user (Android
Application) and therefore the information through server
system. With the assistance of QR code user are accessing
specific reserved parking slot and park the automobile. At
the parking slot there's a mechanism wherever we tend to
use Arduino UNO and un hearable sensing element.
Arduino is employed for managing un hearable sensing
element and entry gate. The un hearable sensing element is
beneficial for detective work the automobile position. once
user can scan QR code at the parking slot that point user are
charged or pay money for a time length that is user already
mention at the slot booking time through humanoid
application. In such vital condition or in some new
modification is needed for parking system we offer an
online website for the Admin user. Admin will manage
parking locations and user information through the web site.
this method style is incredibly easy, effective, eco-friendly
and user friendly.

Arduino UNO R3: The Arduino UNO R3 could be a
microcontroller board supported the ATmega328 (data-
sheet). it's fourteen digital input/output pins (of that half-
dozen is used as PWM outputs), half-dozen analog inputs, a
sixteen MHz quartz oscillator, a USB affiliation, an
influence jack, Associate in Nursing ICSP header, and a
button [6]. we tend to square measure exploitation Arduino
UNO R3 for dominant entry gate (motor) and unhearable
sensing element.

Android: humanoid could be a mobile software package
developed by Google, supported the UNIX system kernel
and designed primarily for bit screen mobile devices like
sensible phones and tablets. As of could 2017, humanoid
has 2 billion monthly active users, and it's the most
important put in base of any software package [7]. Hence,
we've determined to make Associate in Nursing humanoid
application that is employed for interacting with user and
booking parking slot for a particular time length.

Android Studio: humanoid Studio is that the official
integrated development surroundings (IDE) for Google’s
humanoid software package, engineered on Jet Brains’
IntelliJ plan code and designed specifically for humanoid
development [8]. we tend to use humanoid Studio to make
Associate in Nursing humanoid Application.

Apache Felis catus: Apache Tomcat implements many Java
EE specifications, as well as Java Servlets, Java Server
Pages (JSP), Java EL, and net Socket, and provides a "pure
Java" protocol net server surroundings during which Java

code will run [9].

Ultrasonic Sensor: It emits Associate in Nursing ultrasound
at forty 000 cps, that moves through the air Associate in
Nursingd if there's an object or obstacle in its path it'll
rebound back to the module [10]. This unbearable sensing
element is employed for detective work the automobile
distance from the entry gate.

Quick Response (QR) Code: A QR Code could be a two-
dimensional barcode that's legible by smart phones. It
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permits to write in code over 4000 characters in an
exceedingly two-dimensional barcode. "QR Code" could be
a  registered trademark of DENSO  WAVE
INCORPORATED [11]. we tend to square measure
exploitation QR code for identification of a legitimate user
at the time of user enter the parking slot.

3. FINAL RESULT WITH DESIGN

Fig3.parking information on mobile for booking vehicle
slot

We can verify the parking slots with the help of mobile app
4. CONCLUSIONS

We have steered a wise automobile parking arrangement to
achieve light and economical usage of automobile lot.
Basically, this method work consistently detects the non-
reserved parking slot and updates the info in server aspect
exploitation website that is meant for the distinct lot. the
typical time consumption for update the knowledge is
incredibly but former systems. we tend to uprise a good
parking reservation system wherever the user will reserve
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their slot exploitation their humanoid application or with the
help of Associate in Nursing embedded hardware. this
method is economical and helpful in metropolitan cities. this
method is applied to avoid dense traffic within the parking
areas like looking malls, theaters, traveller spots and
different busy areas, thereby cutting time and therefore the
use of the fuel and contamination.
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ABSTRACT

The purpose of this study is to showcase the design
and development of a web-enabled home automation
system prototype. The unit was developed using low-
cost components such as the ubiquitous Arduino
microcontroller. One of the features of the developed
unit is the ability to monitor the power consumed by
electrical loads. The unit also has the ability to control
the status of individual loads through the internet
using a web-enabled mobile application. This feature
enables load management that could contribute to
energy saving.

1. INTRODUCTION

The aim of this project is focused on the development of
a prototype for an internet based home automation
system. The focus is to establish a platform that allows
communication between the web-enabled mobile
application and the microcontroller situated at a remote
location anywhere in the world.

1.1 BACKGROUND

Over the year’s humans have learned to rely on
technology, the use of technology has thus developed
tremendously over the years. This is evident in the
telecommunication stream, previously communication
was done face to face or through the postcard or letter. In
some cultures, it was tradition to play the drum as a form
of communication to warn, invite or express a celebration
in the neighboring villages. However, today
communication takes place relatively fast, easier and
without a lot of hassles through the usage of cell phones.
A cell phone’s function is not limited to calling and
texting; it can be used for various functions. Cell phones
have become a necessity in people lives, communication
and entertainment are all possible with the smartphones.
Automation is the backbone of modern industries, it is
the key to global economic growth as it allows for
increasing productivity and accuracy by cutting out the
human intervention while reducing costs.

Home automation is the extension of industrial process
automation to households’ appliances. Among others
home automation may include the remote control of
lights (Centralized or individual), air conditioning,
security system (remote power monitoring) and other
systems such as those used for entertainment. Home
automation provides improved comfort and security,
increases energy efficiency and convenience for users.
Today automation is introduced in homes through the
connectivity of house appliances and smartphones,
tablets, and PCs.
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1.2 PROBLEM STATEMENT

Energy consumption can be measured through its
environmental impact and usage; the measure of the
amount of power consumed by the load side of an
electrical circuit is termed energy consumption. The
maximum power that a load can consume is equal to the
total power generated by the source minus the power lost
in the transmission line. When the load requires more
energy than what the source can provide, this becomes a
major issue, which results in load shedding and
blackouts. Energy consumption is a major issue in the
modern world. Inefficient power monitoring and
controlling techniques in the households, businesses, and
institutions are the main cause of power consumption.

1.3 LITERATURE REVIEW

A home automation system is a channel by which
homeowners and occupants have remote control over
different types of electrical and electronics appliances in
their home.

The home automation system is the use of robotics and
computer technologies to household appliances by
defining the home automation as domestics. Energy
saving is the advantage that a home automation system
gives to all its clients and especially forgetful ones, in
that they can now track energy usage at home or while
being away to ensure that unnecessary appliances are
turned off as needed to reduce energy consumption [1, 2,
3]

Convenience is what makes the internet based home
automation interesting in that one does not have to go
home and turn ON the geyser and wait for the water to
get warm, while still at work one can turn ON the geyser
to ensure that once they’re home the water is warm
enough and ready to be used. This saves time and it is
very convenient. While security issues arise, the
emphasis is that through surveillance cameras a user can
remotely monitor the house. This should monitor
incidents of property intrusion. With the home
entertainment section, a user can control the distribution
of sound throughout the house depending on the room
occupancy or control light intensity from the couch while
watching an interesting movie.

With an increase in energy consumption and population,
there is an inevitable need to conserve energy with the
means possible. The major cause of energy consumption
is the inability to remotely monitor and control
appliances.
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The literature found that all authors that web-enabled
mobile application used to monitor and control
appliances remotely can greatly increase efficient energy
usage. While [4] mentioned only two communication
protocols (Z-Wave and ZigBee), [5] and
[6] speaks about ZigBee, Bluetooth, GSM, and Wi-Fi as
possible communication methods that a home automation
system can host. To implement the home automation
system, [6] in their study present interesting methods that
could be used. These methods include phone-based home
automation system, Bluetooth-based home automation
system, GSM based home automation system, Mixed
type home automation system, a wireless control system
and ZigBee-based home automation system. The GSM
based home automation presented by [4] consists of User
with an APP inventor user interface, a GSM network, a
GSM modem, an Arduino microcontroller, peripheral
devices, relay logics and the appliances to be controlled.
The system presented here can be controlled by means of
a GSM network, internet, or speech control. Then
internet being the best of choice as it enables the system
to be controlled from anywhere in the world, then GSM
uses SMS-based commands to control the appliances.
The user sends text commands to the server which might
be a PC, the server then passes the commands to the
Control Unit which in turn controls the appliances. The
GSM is used for communication where there is no
internet connectivity. The AT (Attention) command are
use used by the server to communicate with the GSM
modem. The server consists of a web server, database,
main control program and speech recognition says the
Satish et al. Every appliance node consists of a
transmitter, a receiver an I/O device and a controlling
unit (Microcontroller). The GSM is used for its high
availability, coverage, and security, but it suffers from
the SMS costs and the relative dependency of the SMS
on the network. Another drawback of GSM based system
is that no user interface is given to the user to control the
device. The system cannot be customized on devices as it
comes preprogramed.

The study of [4] described different technologies and
home automation systems, the authors focused on
describing home automation system based on a security
point of view in their study. [7] elaborates on various
security weaknesses in existing home automation
systems. The challenges in the home automation systems
were examined. In their study, [5] considered mobile
based home automation, Bluetooth-based home
automation system, Dual Tone Multi-Frequency based
home automation systems, and internet based home
automation system, Short Messaging Service based home
automation system. Since the goals of this project aimed
an internet-based system, the focus was more on the
internet based home automation system and a mobile
based home automation system.

Figure 1 presents the diagram of how the sensors,
mechanical and electrical devices communicate using the
home network through GSM module using a subscriber
identity module (SIM). This uses a transducer to convert
machine’s function into an electrical signal readable by a
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microcontroller. The signals sent to the microcontroller
are analysed, and based on this analysis the
microcontroller commands the GSM module to select
between one of the three communication methods
mentioned above (SMS, GPRS or DTMF) [4].

ELECTRICAL AND

Rl
’ ELECTRONIC MACIBNE

ELECTRICAL
MACHINE

Figure 1: Mobile-based home automation

In this study, the focus was on developing the application
to interact with the home automation system, the security
issues were only flashlights to consider before marketing
the product. Given the time constraints, the focus was
first on the minimum deliverables and as time went on,
more features were added to the system to make it more
interesting that includes a security feature which prompts
the users to authenticate themselves before loading the
application.

As the literature reveals, a microcontroller is the most
popular and most flexible controlling unit used for home
automation system. In this project, Microcontroller
Systems Design IV was the main subject that helped with
implementation. There are currently many challenges that
home automation systems have to address. Some of these
are reviewed in [7]. In [8] a life cycle assessment is
provided for by considering both the benefits and
environmental impacts of home automation systems.

2. SYSTEM DESIGN

Home automation can be implemented in several
ways, there are many possible approaches towards the
development of the mobile application and the home
automation. In this section, some pertinent approaches
were presented together with their advantages and
disadvantages. Many factors affect the advantage and
disadvantage of a home automation system such as the
security, implementation, timeline, cost, the complexity
of the
documentation, and support offered by the manufacturers

system, availability of the component,
to list a few. In this section, the focus will be on the
security, implementation, and cost while evaluating
different approaches. Decentralized home automation
system, DTMF Based, GPRS Based, Central controller
Based, Mixed Type Home Automation, Internet Based

Home
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Automation System, Wireless Control System, Phone-
Based Home Automation, Bluetooth Based Home
Automation, ZigBee Based Home Automation, and GSM
Based Home Automation. From this list of home
automation system implementation methods, the internet
based on a microcontroller as a controlling unit were the
choice and the focus of this project.

2.1 INTERNET BASED HOME AUTOMATION
SYSTEM

A microcontroller is a self-contained system with
peripherals, memory and a processor that can be used as
an embedded system. Most  programmable
microcontrollers used today are embedded in other
consumer products or machinery including phones,
automobiles and household appliances or computer
systems. Due to that, another name for a microcontroller
is "embedded controller." Some embedded systems are
more sophisticated, while others have minimal
requirements for memory and programming length and a
low software complexity. Input and output devices
include solenoids, LCD displays, relays, switches, and
sensors for data like humidity, temperature or light
intensity or power usage.

DEVICE
ONTROLLER

WRELESS
COMNUNICATON
MODULE

Figure 2: An Internet-based home automation system [4]

Figure 3 below shows a microcontroller based home
automation system. The user mobile application interacts
with the microcontroller via the web server using the
internet  protocol. The microcontroller receives
commands from the user interface and performs the
required tasks based on a controlling algorithm governing
the controller. The controller reads devices status and
updates this data into the server for the user mobile
application. Also, refer to figure 4 in the literature review
for a typical internet based home automation system.

The server handles the wusers and ensures secure
communication between the user mobile application and the
controlling unit. Once a user is identified, he will then be
allowed access to the controlling interface (Web page).

The advantages of using a microcontroller have
reduced the size of circuitry, affordability, and increased
flexibility. A microcontroller can be used as a substitute

for other integrated circuits (ICs). It can also be easily
reprogrammed to modify its functionality. The
Microcontroller that was used for this project is the
Arduino MEGA 2560 R3.

WEB SERVER DATABASE

Figure 3: Proposed Home automation (Internet
Based home automation with microcontroller)

The downside of this system is its dependency on the
mobile connectivity to the internet, if the mobile
connectivity is compromised, the user will be unable to
remotely monitor and control the home automation
system and the limited number of devices depends on the
I/O limit of the microcontroller used. A PLC could also
be used as a controller for such a system, the PLC is
more robust than the microcontroller. The choice of
microcontroller controller over the PLC is the cost, and
the PLC is not open source, thus making the Arduino
microcontroller even the best choice for the system

prototyping.
3. DESIGN METHODOLOGY

3.1 THE WEBSITE

When related web pages are collected (Including picture
and video contents), and if they can be accessed through
the same domain name or IP address, and they are
published on at least one web server, then the collection
is called website. A website as mentioned can be
accessed through the World Wide Web (Internet), or on a
local area network (LAN) by referencing a Uniform
Resource Locator (URL) which is the ID of the website.
Web sites are created for many reasons, ranging from
entertainment to education, and today websites can be used to
control household appliances. An Arduino web server was used
to serve as the user interface where the client is presented with
user clickable buttons to control the house appliances and
monitor the power consumption.

The web page as shown in the figure 9 below is made of
two important sections, the energy monitoring section,
and the control section. The power gauge was designed
using java scripts when the “read power” button is
clicked, an http request is generated and sent to the web
server requiring the power consumption. The server then
responds to the request by supplying the web client with
the raw reading on the current sensor.
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The controlling section of the user interface consists of
buttons, and once clicked they each send a corresponding
request to the server, then the server in return turns
ON/OFF the appliances associated with the request. The
server also updates the web client with corresponding
images of the appliance status.

The website was created using HTML, XML, and Java
Scripts. When access is granted to a user, the user
interface is now available to turn on or off devices, check
power consumption, change camera position, adjust light
brightness, and check the status of entrances.

Figure 4: Program Flow-chart

Specific functions are used to generate and send a
specific http request to the server depending on the user’s
request, for instance when the “Read Power” button is
clicked, a function called PowerControl is called. This
function generates a random number every time is called,
it sends a request buffer to the server using the “GET”
method. The request buffer consists of a “Get” method, a
specific command “Power” and a random number. The
random number is used to avoid the browser caching.

To understand the website design, a study of the HTML,
XML, CSS, and JS is required.
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3.3.1 THE HYPERTEXT MARKUP LANGUAGE
(HTML)

The Hypertext Markup Language is a standard used to
design the look of the web page. It focuses on the
graphic, font, color, and hyperlink effects on web pages,
and has for building blocks, elements. HTML describes
the structure of web pages using markup, tags
representing its elements. The web browsers do not
display HTML tags, but instead, tags are used to
determine how the web page should be displayed.

3.3.2 THE EXTENSIBLE MARKUP LANGUAGE
(XML)

XML stands for Extensible Markup Language. It is a
text-based markup language derived from Standard
Generalized Markup Language (SGML). XML tags
identify the data and are used to store and organize the
data, rather than specifying how to display it like HTML
tags, which are used to display the data.

3.4 USER INTERFACE (UI)

The user interface interacts a human with a hardware or
software, it is the means by which a person controls a
hardware device or software application.

The website presents the user with a means to check
power consumption, control appliances, camera position
and light dimmer control and finally check the status of
entrances for intrusion detection. Each section of the user
interface is explained as follow:

a. THE WATTMETER

The Wattmeter as shown in figure 5 below, was created
using the HTML canvas and Java Scripts, the meter was
designed to measure up to 30 kW of power. The green
color represents a smiling face on the gauge, meaning
that the power consumption is good. The yellow color on
the gauge represents power consumption range which the
user should start worrying about and make plans to
reduce it. The red color represents the range of power
consumption at which the system automatically switches
off appliances.

Power Consumption

000.00

Figure 5: The wattmeter
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b. APPLIANCE CONTROL

Appliance control as shown in figure 6 below
enables a person to turn ON/OFF appliances; a light
bulb, a stove, a heater and a tv respectively. The
system is designed in such a way that a picture
representing the current state of the appliance is
updated on the user interface.

APPLIANCES CONTROL

LT STNE HEATER n

EE
{!

Figure 6: Appliance ON/OFF Control

c. CAMERA POSITION LIGHT
BRIGHTNESS CONTROL

This section of the user interface as shown in figure 7
below presents the user with means to adjust the position
of a camera as well as adjust the brightness of a light.

The adjustment is accomplished through two sliders.

AND

CAMERA POSITION AND BRIGTHNESS CONTROL

CAMERA POSITION LIGHT

—

—
0 0

Figure 7: Camera Position and Light Brightness
Control d. INTRUSION DETECTION

The intrusion detection section of the user interface as
shown in figure 8 consists of a “CheckEntrance” button,
the entrance names, and the entrance status fields.

INTRUSION DETECTION

Figure 8: Intrusion Detection

FRONTDOOR GATE WINpow BACK DDOR

STATUS... STATUS..  STAIUS., STATLS..,

Finally, the complete user interface is a web page that can be
accessed via a web browser or using the android web-enabled
mobile application created using App Inventor. The android app
will be discussed in the next section

3.5 THE WEB SERVER

The web server is a dedicated device or computer or
program that uses the Hypertext Transfer Protocol
(HTTP) to serve a website to the web client as a response
to their request.
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In this project, the microcontroller was used to serve the
website using HTTP on port 25, and it is also the main
controller of the system. The web server and controller is
made of an Arduino Mega 2560 R3 (controller which is
programmed and manages the overall system), Arduino
WiFi R3 shield (Allows the controller to have internet
connectivity through WiFi modules), and an SD card
(Found the WiFi shield and gives the controller the
ability to save files and use them when needed) from
which the controller serves the system’s user interface.
The microcontroller hosts the website saved in an SD
card, the web server when launched, it serves the website
to the internet client requesting for it. Once the website
which is a user interface is made available to the user,
there are now capable of entering their username and
password to have access to the overall system.

4. USER INTERFACE

At the completion of this project, the following results
were found to be satisfactory and above the minimum
deliverables.

It was found in this research that the Arduino UNO does
not behave expectedly when the program size is above
56% of its full memory. For this reason, this project’s
controller was changed to ATmega 2560 to solve the
memory issue.

4.1 THE WEB USER INTERFACE

Figure 9 below represent the complete user interface, and
as explained in the design procedure.

It was found that the calling a function using the
“OnLoad” attribute in the HTML code causes the rest of
the functions in the code to not execute, for this reason
the power gauge does not update automatically and a
button was used for its “OnClick” property.

Home Automution BTECH 2016

Canirod Over Intermet Uikng The Wil Shichd

Power Consumption

(o]

APPLIANCES CONTROL

Ly aarm

il

BRIGTHNESS CONTROL

O RATATIN |3

—

INTRUSION DETECTION

MOV IOOE GAT UTIOA A seow

CENTRE FOR DISTRIRUTED FOWER AND FLECTRONK SYSTEMS

Figure 9: The Complete Web User Interface
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4.2 THE ANDROID APP

The Android app as shown in figure 10 below loads the
web interface shown above and provides the user with a
means to remotely control home appliances and monitor
the power consumption thereof.

Home Away From Home

Please Enter The Servers Address Here

] g_l III‘TI’I

CREATED BY K.H MUKENDI
SUPERVISED BY Dr M ADONIS

CENTRE FOR DISTRIBUTED POWER AND
ELECTRONIC SYSTEMS

Figure 10: The Mobile Application interface

5. CONCLUSION

The paper summarised the design and development of a
web-enabled home automation system. A comprehensive
literature review was presented that chronicles the impact
and technologies used in home automation systems. The
system design methodology is also presented. The mobile
application design elements are shown. These highlight
the user interface and its monitoring and control features.

Field trials are to be implemented in the next phase.
These trials will involve the gathering of experimental
data. The results should show what impact the developed
unit operation has on reducing energy consumption
through load management strategies. The additional
features of: camera positioning; light brightness control
and intrusion detection, have been evaluated in real-time.
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ABSTRACT:—As convolution contributes most
operations in convolutional neural network (CNN), the
convolution acceleration scheme significantly affects the
efficiency and performance of a hardware CNN
accelerator. Convolution involves multiply and
accumulate operations with four levels of loops, which
results in a large design space. Prior works either
employ limited loop optimization techniques, e.g., loop
unrolling, tiling, and interchange, or only tune some of
the design variables after the accelerator architecture
and dataflow are already fixed. Without fully studying
the convolution loop optimization before the hardware
design phase, the resulting accelerator can hardly
exploit the data reuse and manage data movement
efficiently. This paper overcomes these barriers by
quantitatively analyzing and optimizing the design
objectives (e.g., memory access) of the CNN accelerator
based on multiple design variables. Then, we propose a
specific dataflow of hardware CNN acceleration to
minimize the data communication while maximizing the
resource utilization to achieve high performance. The
proposed CNN acceleration scheme and architecture
are demonstrated by implementing endto-end CNNs
including NiN, VGG-16, and ResNet-50/ResNet152 for
inference. For VGG-16 CNN, the overall throughputs
achieve 348 GOPS and 715 GOPS on Intel Stratix V
and Arria 10 FPGAs, respectively.

Keywords:—Accelerator architectures, convolutional
neural networks (CNNs), field-programmable gate
array (FPGA), neural network hardware.

LINTRODUCTION

The field-programmable gate arrays (FPGA) are fast
becoming the platform of choice for accelerating the
inference phase of deep convolutional neural networks
(CNNs). In addition to their conventional advantages of
reconfigurability and shorter design time over application-
specific integrated circuits (ASICs) [20], [21] to catch up
with the rapid evolving of CNNs, FPGA can realize low
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latency inference with competitive energy efficiency (~10—
50 GOP/s/W)

when compared to software implementations on multicore
processors with GPUs [10], [12], [13], [17]. This is due to
the fact that modern FPGAs allow customization of the
architecture and can exploit the availability of hundreds to
thousands of on-chip DSP blocks. However, significant
challenges remain in mapping CNNs onto FPGAs. The
stateof-the-art CNNs require a large number (>1 billion) of
computationally intensive task (e.g., matrix multiplications
on large numbers), involving a very large number of
weights (>50 million) [4], [S]. Deep CNN algorithms have
tens to hundreds of layers, with significant differences
between layers in terms of sizes and configurations.

More than 90% of the operations in a CNN involve
convolutions [2]-[4]. Therefore, it stands to reason that
acceleration schemes should focus on the management of
parallel computations and the organization of data storage
and access across multiple levels of memories, e.g., off-
chip dynamic random access memory (DRAM), on-chip
memory, and local registers. In CNNs, convolutions are
performed by four levels of loops that slide along both
kernel and feature maps as shown in Fig. 1. This gives rise
to a large design space consisting of various choices for
implementing parallelism, sequencing of computations, and
partitioning the large data set into smaller chunks to fit into
on-chip memory. These problems can be handled by the
existing loop optimization techniques [6], [9], such as loop
unrolling, tiling, and interchange. Although some CNN
accelerators have adopted these techniques [9], [11], [13],
[19], the impact of these techniques on design efficiency
and performance has not been systematically and
sufficiently studied. Without fully studying the loop
operations of convolutions, it is difficult to efficiently
customize the dataflow and architecture for highthroughput
CNN implementations.


mailto:swathi12413@gmail.com

for (no = 0; no < Nof; no ++)
for (v = 0; y < Noy; y ++)
for (x = 0; x < Nox; x ++)
for (ni = 0; ni < Nif; ni ++)
for (ky = 0; ky < Nky; ky ++)

Loop-4
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Loop-3

for (fkx = 0; kx < Nkx; kx ++)
pixel;(no; x, y) += pixel, ((ni; S X x +kx, S X y+ ky) X weight, (ni, no; kx, ky);

pixel, (no; x, y) = pixel;(no; x, y) + bias(no);

Loop-2

Loop-1

Fig. 1. Four levels of convolution loops, where L denotes the index of convolution layer and S denotes the

sliding stride [15].

Specifically, the main contributions of this paper include the
following.

1) We provide an in-depth analysis of the three loop
optimization techniques for convolution operations
and use corresponding design variables to
numerically characterize the acceleration scheme.

2) The design objectives of CNN accelerators (e.g.,
latency, memory) are quantitatively estimated based
on the configurations of the design variables.

3) An efficient convolution acceleration strategy and
dataflow is proposed aimed at minimizing data
communication and memory access.

4) A data router is designed to handle different settings
for convolution sliding operations, e.g., strides and
zero paddings, especially for highly irregular CNNSs.

5) A corresponding hardware architecture is designed
that fully utilizes the computing resources for high
performance and efficiency, which is uniform and
reusable for all the layers.

6) The proposed acceleration scheme and architecture is
validated by implementing large-scale deep CNN
algorithms, NiN [3], VGG-16 [4], and ResNet-
50/ResNet152 [5] for image recognition [1], on two
Intel FPGAs. The proposed accelerators achieve end-
to-end inference throughput of 715 GOPS on Arria 10
and 348 GOPS on Stratix V, respectively, using a
batch size of 1.

II. ACCELERATION OF CONVOLUTION LOOPS
A. General CNN Acceleration System

Recently reported CNN algorithms involve a large
amount of data and weights. For them, the on-chip memory
is insufficient to store all the data, requiring gigabytes of
external memory. Therefore, a typical CNN accelerator
consists of three levels of storage hierarchy: 1) external
memory; 2) onchip buffers; and 3) registers associated with
the processing

= CNN size < | Loop Tiling < = Loop Unroliing <
FPGA
Image Pixels Pixels Registers &
Weights| gyiarnal |VWeights On-chip |VVeights PFOCQSASIT'Q Engine
rrays
Memory Buffers .
Result Pixels Pixels | PE | | PE | | PE |
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Fig. 2. Three levels of general hardware CNN accelerator
hierarchy.

engines (PEs), as shown in Fig. 2. The basic flow is to
fetch data from external memory to on-chip buffer, and
then feed them into registers and PEs. After the PE
computation completes, results are transferred back to on-
chip buffers and to the external memory if necessary,
which will be used as input to the subsequent layer.

B. Convolution Loops

Convolution is the main operation in CNN algorithms,
which involves 3-D multiply-and-accumulate (MAC)
operations of input feature maps and kernel weights.
Convolution is implemented by four levels of loops as
shown in the pseudocodes in Fig. 1 and illustrated in Fig.
3. To efficiently map and perform the convolution loops,
three loop optimization techniques [6], [9], namely, loop
unrolling, loop tiling, and loop interchange, are employed
to customize the computation and communication patterns
of the accelerator with three levels of memory hierarchy.

C. Loop Optimization and Design Variables

As shown in Fig. 3, multiple dimensions are used to
describe the sizes of the feature and kernel maps of each
convolution layer for a given CNN. The hardware design
variables of loop unrolling and loop tiling will determine
the acceleration factor and hardware footprint. All
dimensions and variables used in this paper are listed in
Table I.

The width and height of one kernel (or filter) window is
described by (Nkx, Nky). (Nix, Niy) and (Nox, Noy) define

the width and height of one input and output feature map
(or channel), respectively. Nif and Nof denote the number
of input and output feature maps, respectively. The loop
unrolling design variables are (Pkx, Pky), Pif, (Pox, Poy),
and Pof, which denote the number of parallel
computations. The loop tiling design variables are (7Tkx,
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Fig. 5. Unroll loop-2 and its corresponding computing

TABLE I

CONVOLUTION LOOP DIMENSIONS AND HARDWARE DESIGN VARIABLES

Kernel Window
(width/height)

Input Feature
Map (width/height)

# of Input
Feature Maps

# of Output
Feature Maps

Qutput Feature
Map (width/height)

Convolution Loops Loop-1 Loop-3 Loop-3 Loop-2 Loop-4
Convolution Dimensions (N*) Nkx, Nky Nix, Niy Nox, Noy Nif Nof
Loop Tiling (T%) Tihx, Tky Tix, Tiy Tox, Toy Tif Tof
Loop Unrolling (P*) Phkx, Pky Pix, Piy Pox, Poy Pif Pof

E‘" Output feature maps

D __,vr

Nk I
Niy if ! l‘i = [“
® Ni : Nk | A Noy

s,

L= Nk
N>\- Y Kernel maps

Nkx

Input feature maps

—-=—-2 Loop-4 Across the output feature maps of Nof

= === Loop-3 Scan within one input feature map along NixxNiy
------ > Loop-2 Across the input feature maps of Nif.

------------ =~ Loop-1 MAC within a kernel window of NkxxNky

of data of the four loops stored in on-chip.
Fig. 3. Four levels of convolution loops and their
dimensions.

buffers. The constraints of these dimension and variables
are given by 1 < P+ < T < Nx, where N*, T%, and Px*
denote any dimension or variable that has a prefix of capital
N, T, and P, respectively. For instance, 1< Pkx < Thkx < Nkx.
By default, P, T* and N* are applied to all convolution
layers.

The relationship of input and output variables is
constraint by (1)—(3), where S is the stride of the sliding
window and the zero padding size is included in Nix, Niy,

Tix, and Tiy
Nix = (Nox — 1)S + Nkx
Niy = (Noy — 1)S + Nky )
Tix = (Tox — 1)S + Nkx
Tiy = (Toy — 1)S + Nky 2)
Pix = Pox
Piy = Poy. (3)

1) Loop Unrolling: As illustrated in Figs. 4-7, unrolling
different convolution loops leads to different parallelization
of computations, which affects the optimal PE architecture
with respect to data reuse opportunities and memory access

patterns.

= Unroll Loop-2
Input Pixels

Pif
Multipliers

= Unroll Loop-1
Input Pixels

58] Pry
Pkx
] Pkx = Pky
Kernel Weights < [28] Pky Multipliers
Pkx

Fig. 4. Unroll loop-1 and its corresponding computing architecture.
architecture.
=Unroll Loop-3 Pixel1
Weight

Input Pixels

Pixel2

Pixel3

Pix x Piy

Pix x Piy
Multipliers Accumulators

Fig. 6. Unroll loop-3 and its corresponding computing
architecture.

same (x, y) location are required to compute the inner
product. The inner-product operation results in the same
computing structure as in unrolling Loop-1, but with a
different adder tree fan-in of Pif.

a) Loop-3 unrolling (Fig. 6): In every cycle, Pix x
Piy number of pixels from different (x, y) locations in the
same feature map are multiplied with the identical weight.
Hence, this weight can be reused Pix X Piy times. Since the

Pix x

= Unroll Loop-4
Input Pixels

Multipliers Accumulators

Kernel Weights LJ"E,
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Fig. 7. Unroll loop-4 and its corresponding computing
architecture.

F—

® Buffered data

i g

Kernel mapsL%ﬁky

Tif kX

Fig. 8. Loop tiling determines the size of data stored in on-
chip buffers.

Piy parallel multiplication contributes to independent Pix X
Piy output pixels, Pix x Piy accumulators are used to
serially accumulate the multiplier outputs and no adder tree
is needed.

The unrolling variable values of the four convolution
loops collectively determine the total number of parallel
MAC operations as well as the number of required
multipliers (Pm)

Pm = Pkx x Pky x Pif x Pix x Piy x Pof.

2) Loop Tiling: Loop tiling is used to divide the
entire data into multiple blocks, which can be
accommodated in the on-chip buffers, as illustrated in Fig.
8. The loop tiling sets the lower bound on the required on-
chip buffer size. The required size of input pixel buffer is
Tix % Tiy x Tif X (pixel_datawidth).

The size of weight buffer is Tkx x Tky x Tif X Tof X

(weight_datawidth). The size of output pixel buffer is Tox x
Toy x Tof x (pixel datawidth).

II1. ANALYSIS ON DESIGN OBJECTIVES OF CNN
ACCELERATOR

In this section, we provide a quantitative analysis of the
impact of loop design variables (P* and 7%*) on the
following design objectives that our CNN accelerator aims

to minimize.

A. Computing Latency
The number of multiplication operations per layer (Nm) is

Nm = Nif x Nkx x Nky x Nof *x Nox x Noy.

“4)

)
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Ideally, the number of computing cycles per layer
should be Nm/Pm, where Pm is the number of multipliers.
The number of actual computing cycles per layer is

# cycles = #intertile_cycles x #intratile_cycles where (6)

#intertile_cycles = Nif /Tif Nkx/TkxNky/Tky

xNof/Tof Nox/ToxNoy/Toy (7)

#intratile cycles = Tif /PifTkx/PkxTky/Pky
xTof/Pof Tox/PoxToy/Poy. (8)

B. Data Reuse

There are mainly two types of data reuse: spatial reuse
and temporal reuse

Having Pm parallel multiplications per cycle requires
Pm pixels and Pm weights to be fed into the multipliers.
The number of distinct weights required per cycle is

Pwt = Pof x Pif x Phx x Pky. 9)

If Loop-1 is not unrolled (Pkx = 1, Pky = 1), the number
of distinct pixels required per cycle (Ppx) is

Ppx = Pif x Pix x Piy. (10)

Otherwise, Ppx is
Ppx = Pif x ((Pix — 1)S + Pkx) x ((Piy — 1)S + Pky). (11)

Note that “distinct” only means that the pixels/weights
are from different feature/kernel map locations and their
values may be the same. The number of times a weight is
spatially reused in one cycle is

Reuse_wt= Pm/Pwt = Pix X Piy (12)
where the spatial reuse of weights is realized by unrolling
Loop-3 (Pix > 1 or Piy > 1). The number of times of a
pixel is spatially reused in one cycle (Reuse_px) is

Reuse_px = Pm/Ppx. (13)
If Loop-1 is not unrolled, Reuse px is
Reuse_px = Pof (14)

otherwise, Reuse_px is
Pof x Pkx x Pky x Pix x Piy ((Pix 1)S
Pkx)  ((Piy 1)S Pky)

Reuse,, = - + X +

(15)
C. Access of On-Chip Buffer

Without any data reuse, the total read operations from
on-chip buffers for both pixels and weights are Nm, as



every multiplication needs one pixel and one weight. With
data reuse, the total number of read operations from on-
chip buffers for weights becomes

#read wt = Nm/Reuse_wt (16)
and the total number of read operations for pixels is
#read px = Nm/Reuse px. 17

If the final output pixels cannot be obtained within one
tile, their partial sums are stored in buffers. The number of
write and read operations to/from buffers for partial sums
per cycle is 2 X Pof x Pox x Poy, where all partial sums
generated by Loop-1 (Pkx, Pky) and Loop-2 (Pif) are
already summed together right after multiplications. The
total number of writes/reads to/from buffers for partial
sums is

#wr rd_psum=# _cyclesx(2 x Pof x Pox x Poy). (18)

The number of times output pixels are written to on-chip
buffers (i.e., #write px) is identical to the total number of
output pixels in the given CNN model. Finally, the total
number of on-chip buffer accesses is

#buf f er_access = #tread px + #read wt

+#wr_rd_psum + #write_px. (19)
IV. PROPOSED ACCELERATION SCHEME

The optimization process of our proposed acceleration
scheme is presented in this section, which includes
appropriate selection of the convolution loop design
variables.

A. Minimizing Computing Latency

We set variables P* to be the common factors of 7* for
all the convolution layers to fully utilize PEs, and 7* to be
the common factors of N* to make full use of external
memory transactions. For CNN models with only small
common fac-
tors, it is recommended to set N#/T#] — N#/Txand 7+/Px]
— T%/Px as small as possible to minimize the inefficiency

caused by the difference in sizes of CNN models.
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B. Minimizing Partial Sum Storage

To reduce the number and movements of partial sums,
both Loop-1 and Loop-2 should be computed as early as
possible or unrolled as much as possible. To avoid the
drawback of unrolling Loop-1 as discussed in Section IV
and maximize the data reuse as discussed in Section III-C,
we decide to unroll Loop-3 (Pox > 1 or Poy > 1) and Loop-
4 (Pof >1). By this means, we cannot attain the minimum
partial sum storage, as (9.1) inside Fig. 9.

Constrained by 1 < Px < Tx < Nx, the second least

number of partial sum storage is achieved by (9.2) among
(9.2)+(9.9) inside Fig. 9. To satisfy the condition for (9.2),
we serially compute Loop-1 and Loop-2 first and ensure the
required data of Loop-1 and Loop-2 are buffered, i.e., Thkx =
Nkx, Tky = Nky and Tif = Nif . Therefore, we only need to
store Pof x Pox x Poy number of partial sums, which can be

retained in local registers with minimum data movements.

C. Minimizing Access of External Memory

As we first compute Loop-1 and Loop-2 to reduce
partial sums, we cannot achieve the minimum number of
DRAM access described in (10.1) and (10.3) inside Fig.
10, where neither the pixels nor the weights are fully
buffered for one convolution layer.

Then, the optimization of minimizing the on-chip buffer

size while having minimum DRAM access is formulated
as min bits BUF px wt
s.t. #Tile_px;= lor#Tile wt;=1

with VL € [1,#CONV s]

where #Tile px;and #Tile wt; denote the number of tiling
blocks for input pixels and weights of layer L, respectively,
and #CONVs is the number of convolution layers.
bits BUF px wt is the sum of pixel buffer size
(bits BUF px) and weight buffer size (bits BUF wx),
which are given by bits BU F_px_wt = bits BU F_px +
bits BUF wt. (21)

Both pixel and weight buffers need to be large enough to
cover the data in one tiling block for all the convolution
layers. This is expressed as bits BU F_px

= M AX(words_pxi) Xpixel datawidth with L €

[1,#CONVs] (22) bits BU F_wt = M AX(words_wt)

xweight datawidth with L € [1,#CONVs] (23)

(20)



where words px; and words_wt; denote the number of
pixels and weights of one tiling block in layer L,
respectively. These are expressed in terms of loop tiling
variables as follows:

words_pxr= Tixpx TiypxTif 1+ToxxToyrx Tofr (24)

words_wt, = Tof (¥ Tif 1xThxx Tkyr, (25)

where words px; is comprised of both input and output
pixels. The number of tiles in (20) is also determined by 7*
variables

#Tile_px;= Nif 1/Tif :xNoxi/ToxixNoyr/Toyr
(26)

#Til@_WtL = N]GCL/T]OCLXNkyL/TknyNZJIL/TUrL

xNof 1/Tof 1. (27)

By solving (20), we can find an optimal configuration of
T* variables that result in minimum DRAM access and
onchip buffer size. However, since we have already set Tkx
= Nkx, Tky = Nky, Tif = Nif as in Section V-B, we can only
achieve a suboptimal solution by tuning Tox, Toy and Tof,

resulting in larger buffer size requirement.

1 ot e eibit - Pixel Buffers  — ~Waeight Buffers
= Pixel Bita = Weight Bits

(a)

2o 1 weight is 16-bit

= Pixel Buffers —
= Pixel Bits

“Weight Buffers

i
1 pixei in 1650 |
= Weinnt Bite |

aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa

Fig. 9. To guarantee minimum DRAM accesses, either all
pixels (blue bars) are covered by pixel buffers (blue dashed
lines) or all weights are covered by weight buffers in one
layer. Then, we try to lower the total buffer sizes/lines. (a)
Pixels and weights distribution of convolution layers in
VGG16. (b) Pixels and weights distribution of convolution
layers in ResNet-50.

V. EXPERIMENTAL RESULTS

A. System Setup

The overall CNN acceleration system on the FPGA chip

shown in Fig. 16 is coded in parametrized Verilog scripts
6

;:, I—— ——I """ l """""" li#""l%"rilr“'-‘ I’l """ —I— e e
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and configured by the proposed CNN compiler in [16] for
different CNN and FPGA pairs.

| Output Pixel Buffers

A A 1
[ ReLU | Eiltwise (add.) |

Pooling
(comparator or

| Bnorm |
(mult. + adder) adder + mult.)

PE Array w/

Conv & FC control Data Router

Global Control Logic

| Input Pixel Buffers |

d 1
[ Data Gather || Weig*ht Buffers Data Scatter
[ DMA DMA Manager | |

———— Control signals Computing
b

Pixel data bus

External Memory Weight data bus

Fig. 10. Overall FPGA-based CNN hardware acceleration
system [16].

B. Analysis of Experimental Results

The performance and specifications of our proposed
CNN accelerators are summarized in Table II. In Stratix V
and Arria 10, one DSP block can be configured as either
two independent 18-bit x 18-bit multipliers or one
multiplier followed by an accumulatorSince Arria 10 has
1.8x more ALMs and 5.9% more DSP blocks than the
Stratix V we use, larger loop unrolling variables (Pox X
Poy x Pof) can be achieved in Arria 10 to obtain >2x

throughput enhancement than Stratix V.
Breakdown of Logic Utilization on Arria 10 (ALMs)

e e
152

e m e

50

0 20,000 40,000 60,000 80,000 100,000 120,000 140,000 160,000 180,000 200,000 220,000 240,000
®MAC Units Eltwise = BatchN

mData Router mConv/FC control mDMA = u Others

Pooling

Fig. 11.Logic utilization breakdown of NiN, VGG-16

and ResNet-50/152.

VI. CONCLUSION

In this paper, we present an in-depth analysis of
convolution loop acceleration strategy by numerically
characterizing the loop optimization techniques. The
relationship between accelerator objectives and design
variables are quantitatively investigated. A corresponding
new dataflow and architecture is proposed to minimize data
communication and enhance throughput. Our CNN
accelerator implements end-to-end NiN, VGG-16, and
ResNet-50/ResNet-152 CNN models on Stratix V and Arria
10 FPGA, achieving the overall throughput of 348 GOPS
and 715 GOPS, respectively.
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Abstract—A large number of logic gates are
interconnected with each other which together perform a
logical operation with given input signal. When an input
signal changes from 0 1 or vice-versa, this change results
in Power dissipation. Power dissipation is majorly due to
dynamic power dissipation in charging and discharging
of the capacitive load of CMOS circuits. Power is very
important constraints with digital circuits by reducing
power dissipation in CMOS VLSI circuits. The proposed
coding technique reduces the transition activity in the
input signals and will consequently result in the
reduction of power consumption. A new bus coding
technique has been proposed to achieve less power
reduction in transmission. In this paper, the main target
of VLSI designers is to minimize the switching activity of
self transitions on the on-chip bus lines which is called as
Quadro coding. In this process, the applied input data is
coded in four different ways and the coding resulting in
maximum reduction in transition activity is selected. By
this coding scheme the average transition activity is
reduced by approximately 36% for 8-bit wide data bus,
23% for 16-bit wide data bus, 15% for 32-bit wide data
bus. The coding technique gives better results for shorter
bus width.

Keywords— transition  activity;,  dynamic  power
dissipation; self transitions; Interconnect; on-chip bus.
I. INTRODUCTION

As nanometer scale is the trending technology, the
wires are packed closer and the inter-wire coupling
capacitance dominates the total capacitance. Interconnects
plays an important role in overall performance of the chip
Digital circuits consists of a number of interconnected logic
gates which together perform a logic operation with more
input signals. Crosstalk and Power consumption is a major
concern in design of VLSI circuits as the technology is
moving towards reduced chip size. A very popular method
among them is the Bus Invert method, which does a
conditional inversion of the bus lines to reduce the self
transitions and thereby reducing the self energy. Crosstalk is
mastering the nanometer technology which causes changes
on interconnects. Crosstalk is an important design factor on
total power consumption and delay of on-chip data buses.
Transition activity on bus can be reduced by employing
various bus encoding techniques.
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A new coding technique ‘Quadro coding’ which minimizes
both coupling and self transition activities in the bus lines
have been evolved which focuses on reducing transition
activities on bus which minimizes crosstalk and power
consumption on on-chip data bus but with some increase in
area overhead. The main focus of this technique is
reduction in dynamic power dissipation. The capacitance of
interconnect can be classified as coupling capacitance and
self capacitance. The coupling capacitance is the
capacitance between the adjacent data lines while the self
capacitance refers to the capacitance between the substrate
and the wire itself [6].The dynamic power in VLSI chip
decides the behavior of chip and is highly dependent on the
load capacitance and the coupling capacitance i.e. bus line
signal transitions [7]. Dynamic power dissipation on a
coded bus in a CMOS VLSI circuit is given by

Pdynamic = [*VDD**CL*f  ...(1)
Where

VDD is the supply voltage,

CL is the load capacitance,

f is the clock frequency,

I =Is*Cs + [c*CC.

Is is the self transition activity factor
and Jc is the coupling transition factor.

Here, RHS of (1) is to be reduced for reducing
dynamic power dissipation. In this paper, the main
objective is to reduce dynamic power dissipation by
reducing transition activity on the bus. The rest of the
paper is organized as follows: Definitions of some of the
important terms are given in section II, Literature survey
and Bus model is explained in section III, proposed bus
coding is explained in section IV, Simulation and
comparison of proposed coding scheme with previous
techniques shown in section V, finally conclusion are made
in section VI.

II. BASIC DEFINITIONS
1. Coupling transitions: Transition of data from 0 #1 or
vice-versa between adjacent bus lines.
2. Self transitions: Transition of data from 01 or vice-
versa on bus wire with reference to previous data on it.
3.Bus width: Number of bits in data is defined as bus
width.
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III. LITERATURE SURVEY AND BUS MODELS

M. R. Stan and W. P. Burleson proposed that Bus-
Invert method of coding which became an area of interest
in Bus coding for crosstalk [1]. They introduced a concept
of inverting the data bits if total number of transitions were
more than half of the width of the bus. By doing this the
total number of transitions was made less than half.
Youngsoo et al introduced modified bus invert coding
method [2], called partial Bus invert coding. In this method
the whole bus width was not inverted bus a part of it.
J.V.R. Ravindra came up with and Low power encoding
scheme for data transmission [3]. Saini et al have modified
the existing technique with better efficiency [4].The above
approaches have been based on Bus models provided by
Chandrakasan [5, 7].

A bus is simply a circuit that connects one part of
the circuit to the other. Buses are a typical model for I/O
communication. A bus may consist of set of parallel lines
with repeaters between them.

BUS DRIVERS

ELEMENTARY SEGMENT

REPEATERS OR
RECIEVERS

Fig. 1 - DSM Bus [7]

For the DSM bus, the distributed line model in terms of
RLC [7] as shown is appropriate for describing electrical
behavior of the bus.
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Fig. 2 — Elementary segments of DSM Bus Lines [7]

Where ri (x) is the serial resistance per unit length of i"
line, Cii (x) is the capacitance per unit length between
the i line and ground, Cij (x) is the capacitance per unit
length between the i" line and " line, mii (x) is the self
inductance per unit length of the i line, mij (x) is the
mutual inductance per unit length between i™ and j™ line.
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It is meaningful to consider only the capacitive
component of the wire as long as the resistive component
of the wire is small and the switching frequencies are in the
low to medium range,. For on-chip parallel buses, energy is
dissipated in charging and discharging parasitic
capacitances. The coupling capacitance between the wires
dominates the total parasitic capacitance of wires in DSM
technologies. Below figure shows the simplified bus energy
model [6]:

Ce Jn
N\
s

—{(.

\,

]

1

N N

Fig. 3 — Simple Bus Energy Model [8]

Where Cs is the self-capacitance from each bus
line to ground and Cc is the coupling-capacitance between
two adjacent bus lines. V1 , V2 ...are the node voltages.
Let A be the capacitance factor which is calculated as [9]
the ratio between coupling capacitance to self capacitance.
Increase of the capacitance factor leads to the technology
scale

IV. PROPOSED QUADRO CODING
TECHNIQUE

The proposed technique called the Quadro coding
technique is based on reducing the number of the
transitions occurring on data bus when a new data is to be
transmitted. By using the following technique self
transitions from 0 — 1 and 1 — 0 can be reduced as new
data is sent on the data bus compared to previous data. Let
the data be n bits wide. The developing coding technique is
given as follows:

N Data lines

ey [V Data lines
— D
E E =
N e "
N+2 Encoded lines 0 v .
N Data lines C D P N Data lines

0 F

D E E

E R R

R

Fig. 4 — Block diagram of complete system
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ENCODING

STEP 1: Calculate and compare number of transitions of
the present bus data to previous bus data.

STEP 2: If the number of transitions > n/2 then

Invert the data to be sent and append it with ‘00’ as
control bits for decoding purpose.

STEP 3: If the number of transitions < = n/2 and > n/4
then Divide the data into even and odd groups.
Odd group :A1,A3,AS,......
Even group:A0,A2,A4.......

Calculate number of transitions between odd group
of the present data with the previous data say OGT and
number of transitions between even group of present data
with the previous data, say EGT.
If EGT>OGT then
Invert the data bits of even group and append it with
control bits *01°.

Else
Invert the data bits of odd group and append it with
control bits *10°.

STEP 4: if the number of transitions <=n/4 then

Send the data as
append it with *11°.

it is without any encoding and

DECODING

CONTROL [— ™ EVEN A\
LEIT DNVERTER /
CHECKER [ w0

N data lines
D=1 Eneodad knas

ODD
INVERTER | ¥

Il BUFFER I'\

Fig. 6 — Block diagram of Decoder
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To retrieve the data from the encoded data,
control bits are recovered from the received data and the
following operations are performed according to the control
bits.

Table I shows operation to be performed on data
bits for decoding. Decoding is performed by conversion of
an encoded sequence or by dopting exactly opposite
sequence of steps of encoding.

TABLE I: DECODING PROCESS
EXPLAINATION ACCORDING TO THE

VALUES OF CONTROL BITS
Control bits Operation to be performed
00 Invert the received data
01 Invert the data bits of even group
10 Invert the data bits of odd group
11 Data remains same

V. SIMULATIONS AND RESULTS

The coding technique provides significant
reduction in self transition activity with lesser increase in
area overhead. The developing coding technique is found
to give significantly better results as compared to
previously proposed techniques such as bus invert, partial
even/odd invert coding.

To compare the performance of the coding
technique with earlier evolved techniques, the power saving
factor 7] [7] is defined as:

I] = Puncoded — Pcoded / Puncoded.................... (2)

Here P uncoded is the average power consumption of
uncoded bus, and Pcoded is the average power
consumption of power optimized bus scheme. Quadro
coding technique is compared with various other
techniques evolved earlier is shown in the table below

"978-81-939386-2-1"



Table II shows comparison of reduction in transition
activity of various techniques with proposed coding
technique. This table elaborates the total reduction in
number of transitions when we use Bus Invert Coding and
partial Bus invert coding.

TABLE II. COMPARISION RESULTS FOR
TRANSITION ACTIVITY USING BUS INVERT
CODING, PARTIAL INVERT CODING

TECHNIQUE.
Coding Data Bus | Reduction | Difference
Techniques Width in in
transition transition
activity(in | activity(in
%) %)
Bus invert 8-bit 15 21
coding [1] wide
16-bit 9 14
wide
32-bit 7 8
wide
Partial invert 8-bit 7 29
coding [2] wide
16-bit 3 20
wide
32-bit 2 13
wide
VI. CONCLUSION

This paper presents a novel coding technique for
reducing transition activity in on-chip buses. The technique
has been tested on various bus widths and best results are
observed for 9 bit bus width, where the transition activity
has been reduced by up to 36%. This significant reduction
in transition activity results in considerable power saving
up to 47%. The power saving varies from 47% to 25% for
8-bit to 32-bit data bus. This technique is more suitable for
shorter length buses as compared to longer buses.
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Abstract—Recently vehicle tracking system is getting vast
popularity because of the rising number of the stolen vehicles.
Vehicle theft is happening on parking and sometimes driving in
unsecured places. This research work explores how to avoid this
kind of stealing and provides more security to the vehicles. The
implemented system contains single-board embedded system
which is equipped with global system for mobile (GSM) and
global positioning system (GPS) along with a microcontroller
installed in the vehicle. The use of GSM and GPS technologies
allows the system to track the object and provides the most up-to-
date information about on-going trips. Moreover, fingerprint
verification is done in the implemented system to ensure the
driving of correct person. The implemented system is very simple
with greater security for vehicle anti-theft protection and low cost
technique compared to others.

Keywords—GMS; GPS; fingerprint; embedded system; vehicle
anti-theft protection.

1. INTRODUCTION

A vehicle tracking system combines the installation of an
electronic device in a vehicle or fleet of vehicle to enable the
owner or third party to track the vehicle’s location and
collecting data in the process. Modern Vehicle Tracking
system (VTS) is the technology used to determine the location
of a vehicle using different methods like GSM and GPS
module and other radio navigation systems operating through
satellites and ground based stations. GSM and GPS based
vehicle location and tracking system provides effective, real
time mapping based vehicle location tracking. The system uses
geographic position and time information from the Global
Positioning Satellites.

After emerging of GPS system developed by The United
States government, first it was only for military purpose. After
opening for public, it has been used widely. Al-Bayari and
Sadoun discussed in details Automatic Vehicle Location
(AVL) system that works under GIS environment . A complete
FPGA implementation of the vehicle position tracking system
using short message services (SMS). The design and
implementation of a mobile object management system that
makes use of the existing GSM networks and its extension
GPRS for data communication was discussed by Xiaobo Fan et
al. Hsiao

JOHN PAUL
Proffesor
Department Of Electronics and Communication Engineering
Mallareddy College of Engineering
Hyderabad, india

and Chang developed analytical model to analyze the optimal
location update strategy with the objective of minimum total
cost.Video surveillance and tracking of moving civilian vehicle
done by Nishi Kanta Pati added new dimension to the
development of the tracking systems.

In this research work, a system has been developed based on
microcontroller that consists of a GPS and GSM. A two way
communication process is achieved using a GSM modem. This
study also comprises of a bio-metric protection system of the
vehicle and fingerprint verification of the driver of the vehicle
is used to protect the vehicle from anti-theft. Fingerprint
recognition or fingerprint authentication can be defined as a
method of verifying a match between two human fingerprints
in an automated behaviour. Fingerprints are one of many forms
of biometrics used to identify individuals and verify their
identity. It is known that every person has a unique fingerprint
image. When driver gives his verified fingerprint image before
starting the vehicle, the system will be considered as fair
condition. But when vehicle’s location is changed without
fingerprint verification, the system will be taken as abnormal
condition. Then the system will send an SMS to owner of the
vehicle with an URL of ‘GOOGLE MAP’ having the co-
ordinate of the current location of the vehicle. SMS will be
then sent to the owner having updated location’s co-ordinate
every interval of 10 seconds until doing the proper fingerprint
verification. Moreover, vehicle’s owner can get the vehicle’s
location at any time by SMS after making a ‘missed call’.

II. METHODOLOGY

As shown in fig. 1, GPS receiver receives messages from
satellites and that is used to determine the satellite positions
and time sent. The x, y, and z co-ordinate components of
satellite position and the time sent are designated as [xi, yi, Zi
si]. Subscript i denotes the satellite and have the value 1, 2...n,
where n 4. Time of message reception indicated by the on-board
receiver clock is 7 ,the true reception time is where b is the
receiver's clock bias from the much more accurate GPS system
clocks employed by the satellites. All received satellite signals
are biased at the same receiver clock (assuming the satellite
clocks are all perfectly synchronized).
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[x3, y3,23, b]

[x2, y2,Z2, b]

[x1, y1,21, b] [Xn, ¥n,Zn, b]

Point to be measured
Fig. 1 GPS system with satellites.

Signals from at least four satellites are necessary to attempt
solving these equations. GPS receiver position’s three
component and the clock bias, these four unknowns [x, y, z, b]
are to be found. These can be solved by algebraic or numerical
methods. Existence and uniqueness of GPS solutions are
discussed by Abell and Chaffee. When 7 is greater than 4, this
system is over determined and a fitting method must be used.

A fingerprint sensor is also used for bio-metric verification.
There are many fingerprint sensor technologies i.e. optical,
capacitive, thermal, RF, ultrasonic, piezo-electric, piezo-
resistive, MEMS. Optical sensor technology has been used
here. Captured finger image is digitally processed and stored in
memory as a template. The fingerprint of Vehicle’s driver is
taken by this device before the starting of vehicle. Fingerprint
matching algorithm is used to compare with previously
enrolled image for checking authentication. Among
correlation-based matching, ridge feature-based matching and
minutiae-based matching, last one is popular as it is efficient
and accurate. If wvehicle’s location is changed without
fingerprint verification, the system will consider that something
is going wrong. Then the GPS engine will collect the co-
ordinate of that place and send SMS to the cell phone number
of the owner of the vehicle.

As the data getting from GPS has some error [4] due to
delay in ionosphere, cloudy sky, multi path fading occurred by
tall trees, buildings or mountains, system can detect it as
abnormal situation if gained co-ordinate has slightly changed
due to its error. Horizontal accuracy is normally 2-15 meters in
open sky. It is more than 50 meters inside a building (i.e.
garage etc.). So we have created an imaginary geo-fence of
radius of 100meters. When the location of that vehicle will be
found out of that geo-fence without proper fingerprint
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verification then the system will take necessary steps. Fig. 2
shows the methodology of sending SMS with proper security
check. From Fig. 2, it is seen that if a parked vehicle moves
from the geo-fence with proper fingerprint verification, then no
SMS will be sent. But if a parked vehicle moves from the geo-
fence created without proper fingerprint verification, then there
will be an SMS sent to the owner’s cell phone with a
‘GOOGLE MAP’ link containing appropriate co-ordinate of
that location. In case to park a vehicle, one has to reset the
system. Then the system creates new geo-fence centring that

new place.
v
o o
J ‘

Fig. 2 Security check and sending SMS.

After initialization of GPS receiver, it gets co-ordinate
(latitude, longitude and altitude), time and several others
information in NMEA format. This information is being
updated in every second. After starting, microcontroller gets 1™
co-ordinate from GPS receiver. Following updated co-ordinate,
it checks whether the distance of the updated location of
updated co-ordinate is greater than 100 m or not. If and are the
initial and final longitude and and are the initial and final
latitude, then from Haversine formula we can get distance, D.

Here, R is the radius of the earth. There are still have some
error because this formula does not take into account the non-
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estimated trans-equatorial distances and overestimated trans-
polar distances. For simplicity, earth’s average radius 6380 km
could be used.

spheroidal (ellipsoidal) shape of the earth. It tends to beunder
[ Antenna H GPS

Fngerpnnt
Device

Owner of the vehicle can also get the location of the vehicle [ Antenna }‘_’[ GSM
anytime by giving a ‘missed call’. Flow chart of the whole

procedure is dePiCted in Flg 3. Fig.4 Block diagram of vehicle tracking system with fingerprint verification.
M o
System reset (Initialization) | o) R7
Lo

l D10 D03 i T— VBAT GPS-ANT j

Get mitial location’s co-ordinate

I\ 011 T ™ OTR
—!( Get updated location’s co-ordinate }<— D12 Rxl —’— R4 Rx GND
ARDUINO 10x SIM908 —
Tx Vin J I— ’
R5
Rx GND 10k
e GT 511ch1 I R6
’ e ) e

Fig. 5 Schematic diagram of in-vehicle tracking unit.

IV. SYSTEM DESCRIPTION

In the vehicle, tracking unit is installed which includes
Arduino -2560, SIM908 and GT-511C1R. SIM908 and GT-
511CIR device are connected to the Arduino via serial COM
port. Proper voltage level conversion is done by resistor divider.
Fig. 5 shows the schematic diagram of in-vehicle tracking unit.
Various parts of the tacking unit are described below.

A. Arduino MEGA-2560 Microcontroller

Arduino MEGA-2560 is powerful microcontroller board
based on ATmega2560. It has 54 digital input/output pins (of
which 14 can be used as PWM outputs), 16 analogue inputs, 4
UARTS (hardware serial ports. It has 256 KB of flash memory,
—[ Send SMS 8 KB of SRAM and 4 KB of EEPROM. Fig. 6 shows the

Arduino MEGA Board.

Fig. 3 Flow chart of security check and sending SMS.

III. SYSTEM DESIGN -
ADE

In this research work, Arduino Mega2560 microcontroller is
used for interfacing to various hardware peripherals. An
Arduino mega2560 microcontroller is interfaced to a GSM
modem and GPS receiver. A GSM modem is used to send the
position of the vehicle from a remote place. SIM908 is used in
this study. Both GSM and GPS engines are included in one
device. GT-511CIR is used as fingerprint device.

VTES"; _ —= Power ]
\Led 13 2C | Led |

Fig. 4 shows the block diagram of vehicle tracking system
with Fingerprint verification. Both GSM and GPS engines have

.....

separate an.tenn.a. GSM, GPS and fingerprint devices are analog pins|
connected via microcontroller. Fig. 6 Full specification of Arduino MEGA 2560.
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B. GPS/GPRS/GSM (SIM908)

SIM908 has Quad-band GPRS/GSM engine. It works on the
frequencies of 900 MHz, 1800 MHz, 850 MHz and 1900 MHz
[20]. GPS technology for satellite navigation is also supported
in this device. As both of the GPS and GSM technology is
supported by it, any on purpose tracking is possible at
anywhere and anytime with signal coverage.

§2- 1040 -J0r 01
’ Tie

~ . .o
P e

B

e
g C€0678

wdf1398331ITET1IRR4L
Fig.7 SIM908 module.
C. GSM and GPS Antenna

In this project, GSM antenna used is passive type and GPS
antenna is active type. Voltage range of GPS antenna is 3-5
volt.

Fig. 8 GSM (left) and GPS (right) antenna.

D. Fingerprint Module (GT-511CIR)

GT-511CIR has an on-board optical sensor and 32-bit CPU
that does reading and identifying the fingerprints with sending
the corresponding command. The module can only store up to
20 different fingerprints and is only capable of 30° fingerprint
recognition. The optical fingerprint algorithm uses 240x216
pixel image for its input. It captures raw image from the sensor
and converts it to 240x216images for the fingerprint algorithm.
Not pressing of finger returns with non-acknowledge. Fig. 9
shows the fingerprint scanner (GT-511C1R).

Fig. 9 Fingerprint module (GT-511CIR).
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V. SYSTEM IMPLEMENTATION& RESULT

L)

B

GPS Antenna

T
e
L
Arduino MEGA 2560
SIM908 with PCB

Fig. 10 System implementation.

After doing hardware and software related works, the entire
system was tested in a vehicle to ensure that the vehicle
tracking system is working well and meets the requirement.
When the vehicle moves out of the imaginary geo-fence
without proper fingerprint verification, then an SMS is sent to
the owner’s cell phone with link including vehicle’s co-
ordinate. After that, an SMS is sent automatically after every
10 seconds including updated location’s co-ordinate. Then
proper fingerprint is given and sending massages has been
stopped.

= 22458381,91963. X &

Final position
(>100 meters)

(a)

= 22457851,91962. X &

22°27'28.3'N.. 22°27'26.5'N...

(®) ©



= 22456872,91960.. X &

22°2724.7'N.. 22°27'23.3'N...

(d)
(O]
Fig. 11 Location on map (a) initial position and final posiion (> 100 meters),
(b)-(e) subsequent positions of 10 seconds interval (from immediate previous
positions).

TABLE I. LOCATIONS’ CO-ORDINATE ANALYSIS

No. of Location’s co-ordinate Distance from previous
positions (latitude, longitude) locations (meters)

1 22.458768N, 91.964138E -

2 22.458381N, 91.963226E 102.21
3 22.457851N, 91.962248E 115.86
4 22.457358N, 91.961286E 112.36
5 22.456872N, 91.960261E 117.12
6 22.456480N, 91.959260E 110.86

After doing click on that link, location on the map is
showed. Fig. 11 shows the position on the map. In Fig. 11, first
screenshot is the location of the vehicle pointed on that place
exceeding the distance of 100 m. Subsequent screenshots are
the location of moving vehicle after every 10 seconds of first
massage. Distance is calculated by using Haversine formula.

VI. CosT ANALYSIS

The different essential components with respective
quantities and cost are given to implement the system in Table
II. The wiring, PCB & miscellaneous cost are considered
approximately.

TABLE II. CoST ANALYSIS

No. Equipment No. of set(s) Price (USD)
1. ARDUINO MEGA-2560 1 12.67
2. SIM908 1 25.35
3. GT-511CIR 1 38.02
4. Antennas 2 5.07
5. Wire & Miscellaneous 1.27
Total cost 82.38

VII. CONCLUSIONS

In this research work, vehicle location can be tracked and
prevention of it from theft with fingerprint verification is done
with minimum cost in quasi real-time mode. Fingerprint
technology is very effective security check technology and also
in lower cost to avoid stealing of vehicles. In future, smart-
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phone (i.e. android, windows) application can be made and
interfacing a dedicated smart-phone installed in vehicle with
fingerprint device can be done to get real-time vehicle tracking
with inter-active mapping.
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Abstract— CMOS technology over junction transistor is a very
important contribution  in terribly massive Scale  Integrated
technique for the last 20 years. Quantum Dot Cellular Automata
(QCA) brings as a replacement answer to the elemental limits of
CMOS technology. This paper could be a proposal of
creating Quantum dot cellular automata (QCA) based
mostly Nano-calculator. In this Calculator we’ve simulated four
basic operations: addition, subtraction, multiplication and
division. QCA is associate degree advance
technology that overcomes some limitations of
CMOS like change speed. QCA generated circuits operates within
the order
of THz frequency vary wherever circuits doesn't need any additio
nal power provide for operation.

Keywords—  Clocksignal;  Adder;  Subtractor;  Multiplier;
Demultiplexer; nano Calculator.
I.  INTRODUCTION

Quantum Dot Cellular Automata (QCA) is enforced by
quadratic cells within which four potential wells reside in four

corners of the «cell connected by electron tunnel
junctions. within the QCA
cells specifically 2 electrons will reside within  the potential

wells. because of repulsion of their columbic forces, they
occupy 2 opposite corners. so there will be 2 configurations,
one for binary zero and another one for
binary one. elementary analysis on Quantum dot cellular
automata was planned by the authors in [1].

® O O

L
O @

(a) (b)
Fig.1. QCA cells with four quantum dots (a) cell with polarization
p=-1(Logic “07) (b) cell with polarization p=1 (Logic ‘1)

II. CLOCKING

The Quantum Dot Cellular Automata based circuits operate
in four clock phases such as Switch, Hold, Release and Relax.
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In Switch phase, extra electrons within a cell are polarized
under the influence of neighboring cells. In this phase, a cell
attains a definite binary value. Tunnel wants to get closed and
potential barrier keeps on rising. In Hold phase, the potential
barrier is maximum and tunnel gets closed so that electrons do
not switch and retain their polarity. In Release phase, the
potential barrier keeps on lowering and tunnel tends to get
opened. As a result cells lose their polarity. In Relax phase, the
potential barrier is minimum and tunnel stays open. As a result
a cell has no influence on its neighbors. In QCA cells having
different colors means that they are under different clocks and
having same color means they are under same clock. In QCA,
Green refers to clock 0, Violet refers to clock 1, Blue refers to
clock 2 and White refers to clock 3. The clocking of is proposed
in [1-2].

Inter-dot barrier

® ! ' ! 00
Switch ; * Release 1 Relax
! Hold ! | i) Zone 0
: : : 00
E f ! 00
b
Relax | : 00 Zone |
H 0 O
[ p—
Release i Relax i Switch | 00
; i ] Zone 2
‘ i i Hold e
: i O O
I x
i Releasei Relax i Switch $3% 7o 3
Hold ! : ; ..
i : : . e
- - - Time

Fig.2 Clocking in QCA

III. NANO CALCULATOR

The calculator has completely been simulated using QCA
technology. As compared to CMOS, QCA has taken
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By &
3 o
miniaturization of hardware devices on a whole new level. L ]
The different parts of the calculator are explained as below: )
L )
% Hﬂt i*q suo
A. Adder L8 e | o
K00 Ul : i eI

One bit adder has been proposed in [3]. In this paper we have Le

designed a two bit adder using QCADesigner tool [4]. Figure _ e Y ,
3(a) depicts the circuit diagram with two 2-bit binary inputs =~ T e Bk
AOBO and AIBI, three XOR gates, three AND gates and one '
OR gate. Q0 and Q1 are the 2-bit binary sum and CO is the carry.
Figure 3(b) shows the diagram designed by QCADesigner tool
of the adder circuit. Here three clock zones are used to complete
a full cycle.

A0—<ﬁ ™
Bo—t+—4 e
Al—e 3

Fig. 3(a) Circuit for 2-bit Adder

Fag.3(c). Circwit for 2-bit subtractor

a0 at
X

Fig.3 (d) Circuit for 2-bit Subtractor using QCADesigner tool

C. Multiplier

00

. Figure 4(a) shows the Multiplier circuit using AOBO and
.. A1BI1 the two bit binary inputs and COC1C2C3 is the four

1 bit binary product as output. Here six AND gates and two

XOR gates are used to build up this circuit. Figure 4(b) is

the QCA version of the multiplier circuit. Here, four clock

zones are used to complete a full cycle.

-1.00 b

Fig. 3(b) Circuit for 2-bit adder using QCADesigner tool

B. Subtractor AUE
o

Al

]
Subtractor using QCA technology has been proposed in [5-6]. [ —3? —’) D 2?

In this paper a two bit Subtractor is designed using QCA. Figure D ©)c2
3(c) shows the AOBO and A1B1 are the two 2-bit binary inputs ; 7 ©)c:
and DOD is the difference and C is the carry. XOR, AND and j}

OR gates are used to build this circuit. Figure 3(d) shows the BOE

QCA version of the Subtractor circuit. Here B1|@®
three clock zones are used to complete a full cycle.

Fig. 4(a) Circuit for 2-bit multiplier
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E. Demultiplexer

A 1X4 de-multiplexer is used to integrate the four circuits
(Adder, Subtractor, Multiplexer and Divider) into a single
circuit to simulate the calculator circuit as a final result.
Figure 6(a) shows only one input A, four outputs (DO, D1,
D2, D3) and two control lines (10, I1) to build up the
DEMUX circuit. Figure 6(b) is the QCA based design of
the DEMUX circuit. Here, three clock zones are used to
complete a full cycle.

lo

WV

W

r
(

o
s

1-to-2 1-to-2
decoder decoder

| I

A
Fig.6 (a) Circuit for 1X4 Demux

Fig.4(b) Circuit for 2-bit multiplier in QCA

D. Divider

A two bit divider circuit is shown in Figure 5(a) where
AOBO and AIBI1 are the two binary inputs. Figure 5(b)
shows the QCA based circuit design of the divider circuit.
Here, three clock zones are used to complete a full cycle.

]

i —1\
AT\ T
4 \ 1.4 —I_l &

e — ¥ 4 1

¢ 2 ]K

Fig-5(a). Circuit for 2-bit divider
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B8 | Belocle ch¥a®lc o] CESlee]
B B R Fig.6 (b) QCA Circuit for 1X4 Demux
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Fig.5(b) Circuit for 2-bit divider in QCA
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IV.NANO CALCULATOR IN QCA

Figure 7 refers to the final circuit diagram of the calculator
using Quantum dot cellular automata. Here 00 represents adder
circuit, 01 represents Subtractor circuit, 10 represents
Multiplier circuit and 11 represents divider circuit.

Fig.7 Calculator in QCA

V. RESULTS

All the designed circuit outputs are shown in the following
figures. Figure 8(a) and 8(b) shows the corresponding Adder
and Subtractor circuit. Figure 9, 10 and 11 shows the
corresponding Multiplier, Divider and Demultiplexer circuit
outputs.
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Fig.8 (a) Clocked output of the Adder circuit
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Fig.8 (b) Clocked output of the Subtractor circuit
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Fig.9 Clocked output of the Multiplier circuit.
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Fig.10 The clocked output of the Divider circuit.

Fig 11.Clocked output of the Demultiplexer circuit
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VI.CONCLUSION

In QCA the semiconductor unit logic is changed to quantum
logic. Nano Calculator using this technology may be
a new idea wherever single atom in a very quantum dot takes
the management of  operations like addition, subtraction,
multiplication and division. In future this design is aimed to
design and improve the system performance level
with additional arithmetic operations compare to existing
CMOS design methodology. The calculator designed by
QCA  technology using QCA  Designeris certainly a
modification just in case of speed and space consumption
over all the opposite shrewd devices.
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ABSTRACT:

At present, unique sites use Internet
technology (IoT) techniques as well as
remote sensing techniques (RS) to monitor,
create and test statistics from remote
locations. Water consumption is a useful tool
for all people, because the energy
consumption of water in  alcohol
consumption is facing new scenarios that
require new procedures in real time. These
irritating scenarios come from limited water
sources, population growth, aging
equipment, and many other facilities. Later,
several methods are needed to discover
premium water. In order to ensure a

convenient supply of water, real-time

requirements must be

checked. In this article, we plan to offer a
model plus a refined low-cost tool to provide
real-time control over the wonderful water in
the Internet. Specifications can be indicated
with temperature, pH, turbidity, water float
sensor module. The measured values of the
sensor units can be improved by the central
control unit. The ARM 7 variance can be

used as the main controller. After all, the

sensor module's facts can appear on the

network using WI-FI devices.

Keywords: IoT (Internet of things), water
quality, PH sensor, Wifi, Turbidity, water

level sensor.

1. INTRODUCTION

Water is a scarce useful source as well as an
important agricultural market as well as an
animal way of life on the planet, which
involves people. Great individual offers do
not indicate how important it is to eat enough
water every day. More water is discharged
using several control methods. This problem
was quietly associated with the amount of
negative water, ineffective use, as well as a
pleasant scarcity and buried in water. For this
reason, environmental friendliness, as well as
water control measures, are limitations on the
ability of living or working water controls.
Every creature in the world wants to keep
water for survival. A person forms our
bodies of more than 60 percent of the water.
We use clean water for consumption, plant

food, and operate equipment, as well as
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swimming, surfing, fishing and sailing.
Water is very important to every part of our
lives. Ensuring excellence in flood waters
will certainly ensure the protection of our
rivers against toxins [1]. Farmers can use the
real situation to help better organize their
land and vegetation. Our region, the nation,
federal governments focus on the facts to
help control the toxins, a different order.
Large water torture with each element, as
well as the characteristics of nonfactor
pollution, which include disposal of sewage,
leakage of markets, runoff of agricultural
areas, as well as a physical runoff. Different
infectious properties of other waters are
flooding, as well as droughts, as well as lack
of experience, as well as teaching and
learning among customers [2][3]. In order to
maintain the most effective water resources
is necessary to the requirements of customers
involved to save the water is scary, as well as
see the unique health, environmental health,
storage space and disposal aspects. Water is
a vital requirement for human survival and,
as a result, must be equipped with a device to
display the best water condenser, which
means to eat around, as well as the
community crossing aspects such as rivers,
streams and coasts on the borders of our
communities and cities. Ideally, an
exceptional water system 1is crucial to
highlight pain in water, as well as improving
the quality of life. Improving the land-based

water monitoring system is an important

Proceedings of 4th International Conference on Latest Trends in Electronics and Communication ISBN : "978-81-939386-2-1"

aspect of the assessment, as well as water
safety and security. We have created an easy-
to-install generation model, through which
ideal indicators of unique groundwater can
be assessed. This article uses an intelligent
water monitoring device.
2. RELATED STUDY

The system is able to certify the
physiological and chemical properties of
water, as well as movement, temperature, pH
and transmission, as well as additional
oxidation power. These physicochemical
specifications are wused to find water
pollutants. Sensor units that can be made
from initial recommendations and also made
with signal conditioning schemes relate to a
special contract based on a microcontroller,
which, in addition to data, also uses methods.
In this format, the ZigBee receiver and
transmitter components are also used to
interact with many measurements in addition
to the communication node. The alarm unit is
looking for sensor units, and also activates
the sound signal at the same time with
acceptable water standards, obtains harmful
types. Missing checks and  various
documents to confirm the mandate of each
part control device. Sensor units are
validated for work in the specified accuracy
matrix [4]. The PMS node has the ability to
send information via ZigBee, also to the
audio program alert node. The effect is that
the system is capable of analysing physical

chemistry. Standards can also be efficiently
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navigated and analysed. Note the
Vaccination tool is a co-ordinator, as well as
network wireless sensor settings (WSNs) that
allow you to evaluate the positive statistics
that are captured using the sensor water in
the water, which allows you to save the
source of water in well-known residential
uses also tend to make determined measures
to correct extreme water body well-being.
We have made it clear that our strategy is
very easy to reduce the huge variety of
interactions between sensor module tools,
which, in addition to the rebate on the Web's
lagging servers, however, can actually have a
concentration of water events that break
through using this difference in the arrival of
calling specific location differences [5].
Sensor device. Our shopping effects can
reach as much as 90% of the interaction of
the analysis with the traditional periodic

cover conditions.

3. AN OVERVIEW OF PROPOSED
SYSTEM
Water pH is the level of acid and base
balance and most natural water is controlled
by a carbon dioxide carbon balance
mechanism. Thus, the expansion of
understanding of carbon dioxide will reduce
the pH, while as a result of this decrease will
rise. Temperature can even affect the balance
and ph. In clean water, the pH drops to about
0.5at5 °C (25 °C). The maximum pH of

the non-peeled water is 6. Five-8. five. The
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most commonly used pH sensor is a glass
pole. Real-time pH monitoring is used in the
sewage treatment plant (STP) to automate
PCB management and pH screen. The
turbidity is a cloud of water. The turbidity
has pointed to the extent to which water loses
transparency. This is taken into account on a
large level, except for water. Relaxation
prevents a small stimulus through submerged
aquatic plants. It can also raise the water
temperature above the normal level, because
the particles suspended underground
facilitate the absorption of heat from the sun.
The ESP8266 WiFi module is a standalone
SOC with a set of TCP / IP protocols that
ensures that any microcontroller has the right
to access your WiFi community. ESP8266
can either create a Web application or isolate
each Wi-Fi network from another proprietary
processor. Each ESP8266 module is pre-
programmed with the AT group driving
firmware. The ESP8266 module is really an
expensive, powerful panel with a large and
growing network. PCB designs before all
production stages and aspects and sensors
created on it [6]. The BLINK app has been
added to the Android model to explore the
product. When you start the device, the dc
modem is given to the package, it will
illuminate Arduino and WIFI. The aquatic
parameters are tested by one, but one is given
as final results for the LCD screen. The app
comes with hot spots, and offers the perfect

cost, as the LCD screen indicates a
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comprehensive package. Thus, where the
package is placed at any time on any unique
water object and connected to WIFI, we can

at any time judge its real-time price on our

Android phone.

Fig.3.2. Output results.

4. CONCLUSION
Water is one of the most critical of all the
primitive wishes of all inhabited beings. But
unfortunately, a lot of water is wasted using
uncontrolled water. The most important
problem to be solved by this task is the

development of a WSN water monitoring
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system. Using Wi-Fi sensor technology, you
can complete three unique water monitoring
strategies such as water level monitoring,
water pollution monitoring, water leakage
monitoring and later water management.
Through the tracking system, we will be able
to save water without problems, and we can

keep water in our time.
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ABSTRACT—Now-a-days Heart ailment (Cardiovascular
maladies) has turned into a major issue for human
wellbeing. This Cardiovascular malady causes the
passing of human. The most difficult occupation is
discovery or ID of Cardiovascular malady in
beginning periods of patients. This look into work
ways to deal with build up an ECG observing
framework requiring little to no effort for the patients
who can distinguish and recognize the likelihood of
heart illnesses in a split second. This ECG signal is
transmitted by means of Bluetooth module or Zigbee
to keen gadget with help of programming reenactment
where extraction furthermore, discovery calculation is
setup for cardiovascular ailment. This system can be
associated with the specialists and doctor's facilities to
get the quickest treatment. This proposed thought is to
add to bring under control heart illnesses and
furthermore act as a normal outcomes in medicinal
services administration to patients in remote region

Keywords—: ECG Sensors, Smart phone, Laptop,
Arduino, Bluetooth, Zigbee, Cardiac Patient.

LINTRODUCTION

Electrocardiogram (ECG) is the transcripting of the
electrical action of heart. ECG signal is a bipolar low-
frequency weak signal and the normal range of the
signal is 0.05-100Hz . Its amplitude ranges from
10uV to 5mV, whose average esteem is ImV. ECG
signal can analyze a few heart related ailments.
Cardiovascular maladies are a gathering of disarranges
of the heart and veins. CVD remains the driving
reason for death around the globe. Our point is to build
up a minimal effort ECG observing framework, which
is realtime, moderate, compact and easy to use. In this
exploration paper a model ECG observing framework
is produced which is minimal effort, compact, battery
fueled, and it incorporates remote office for security
concern and diminishing commotion impedance.

II. NEED OF SUCH SYSTEM

A. Our current ECG Monitoring framework has
extremely intricate structure with immense wired
network. This proposed framework gives remote
observing of the coronary illness.

B. Patient needs to come doctor's facility from long
distance

check the ECG for identification of CVD. In this paper
proposed system is able to monitor the ECG via smart
devices any time from home and can send it to doctor.
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III.WAY TO CUT DOWN COST OF ECG CHECKING GADGETS

One approach to chop down the expense of ECG
checking gadgets is to execute these around smart gadgets
like Android mobiles, workstation running under Android
operating system equipped with wireless Bluetooth and
Zigbee technology. The following benefits may result from
the massive adoption of this technology, besides lowering
ECG monitoring cost. Patients may have their ECG
recorded at home, avoiding travelling to distant hospitals
and moving through heavy traffic urban areas. This might
be helpful for elderly patients, chronic cardiac patients, and
patients living in the countryside where doctors are not
available.

In addition to replacing expensive and bulky traditional
ECG machines, mobile phone-based ECG monitoring
devices offer the paramount feature of instant warning about
the heart condition of the patient. This characteristic is quite
appealing, for life threatening arrhythmias and ECG
alterations appear before a sudden heart attack occurs.
Moreover, the chance to survive such an event is higher
when patients are treated promptly.

This paper presents the design and evaluation of an ECG
monitoring system deploying an Android mobile phone and
laptop using wireless technology (Bluetooth and Zigbee).

In the system, we have developed a software for Laptop and
an android application to visualize the ECG signal. This
system consists three electrodes, by which ECG can be
taken from either limb leads (Lead I, II and II), and
augmented limb leads (aVR, aVL, and aVF). The equipment
used in this system consumes low power for this it can
function for a long time.

IV.  ARCHITECTURE AND METHODOLOGY
A. FRAMEWORK OVERVIEW

The planned ECG observing framework involves
three particular subsystems:

1. The first is devoted to condition the Analogy
ECG signal.

2. Setting it up for transformation to the digital world.


mailto:rhemakavitha@gmail.com
mailto:vijji.vip@gmail.com

3. The third subsystem is the mobile phone and the
PC itself.

Fig 1: ECG monitoring system based on
Smart Devices
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Fig. 2. Mobile phone-based ECG monitoring
prototype connected to a user

As portrayed in fig. 1 The first is committed to process
the simple ECG signal, setting it up for change to the digital
world. This is necessary, for today's mobile phones do
not include a means to directly interface to analog
signals from the external world. This can be achieved by
using AD8232 single lead heart rate monitor. The second
subsystem consists of a microcontroller and a Bluetooth
module and a Zigbee Module. This unit samples the ECG,
serializes the samples and transmits them via the
Bluetooth module to the Android cell phone and via
Zigbee to the PC with JAVA application. So that ECG
graphs can be identified on both smart devices. The third
subsystem is the cell phone and the PC itself. An
application has been program written, the ECG samples
and suitably charts the ECG signal on the screen for
analysis
B. ECG SAMPLING AND TRANSMISSION BY

MEANS OF BLUETOOTH AND ZIGBEE

A 8-bit Microcontroller ATMega-8 tests the ECG
signal at 150 Hz, utilizing an embedded 10-bit ADC. The
control program sends the approaching raw samples to an
inserted USART sequential port. The program decreases
each 10-bit sample into a corresponding 8-bit test, before
transmission, essentially by disposing of the two less
noteworthy bits. The USART serializes the examples at
9600 bits for each seconds, utilizing the following settings:
8-bit information length, no equality, and one stop bit. After
accepting the bits spilling from the USART, the Bluetooth
module (Linvor JY-MCU) sends them into the air, which
can be gotten by an adjacent Bluetooth-prepared advanced
mobile. Bluetooth is utilized for short separation information
transmission. For PC application Zigbee can be utilized to
transmit information remotely. Zigbee can transmit
information upto100 meters. The XBee module uses Zigbee
protocol for communication also they can communicate with
other devices using simplest serial communication protocol
and hence they are used  in microcontroller base
boards (Arduino).
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We use only two Xbee modules to transmit and receive
the data but controlled using the Arduino board. Since
These modules communicate using serial communication
protocol with the interfacing devices they can be

connected to a microcontroller using a minimum
of four pins, Power supply, and Ground, UART Data Out,
and UART Data In pins. The Xbee modules have several
digital and analog I/O pins apart from these pins and the
pin out of an Xbee module.. The control program running
on the Microcontroller just implements

the commands supplied by the datasheet for the
Bluetooth module (EGBT046S AT Command Set) and
Xbee module to establish communication with the mobile
phone and PC itself.

fig3: ECG graph monitored on pc applications via
zigbee

SENVORDAYA  ICGMIGRALDATA 0

C. ANDROID MOBILE AND PC

An economically accessible Android Mobile telephone with
Bluetooth filled in as the objective mobile phone amid
execution of this undertaking. We have created android
application utilizing Android Studio which can be
introduced on portable and The PC application gives a
graphical client interface (GUI) enabling you to arrange and
collaborate with ECG Samples over a USB association.

V.CONCLUSIONS

As we probably am aware current ECG Monitoring Systems
are cumbersome having with complex wired structure, in
this examination paper we have proposed an ease ECG
Monitoring System utilizing shrewd gadgets (Smart
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telephone/PC). As examined before, this framework brings
numerous favorable circumstances to both the patients and
specialists. Patients can screen their ECG signal chart at
home without sitting around idly in voyaging. With the
assistance of such framework patients can have moment
recording of their ECGs and this can be imperative to spare
the life of Cardiac patient before the Cardiac sickness
achieves its last stage. This paper shows a model for ECG
waveforms  observing  utilizing shrewd  device
(Mobile/Laptop) which performed great with both typical
and strange ECG waveforms. This model of the proposed
framework gives the Monitored ECGs on Patients Smart
gadget for further enhancement in venture following
Features can be included in future:

1. ECG screen framework dependent on android advanced
mobile. ECG signal is transmitted to an android telephone
and at that point be sent to a remote server. Utilizing a PC,
specialists can see the ECG in the wake of signing in the
server. In this framework, Android telephone is sending
ECG signal all when the framework is running, which could
cause a ton of intensity and system utilization. There is an
extension in future to improve the power utilization and
system utilization quality.

2. ECG waveforms should be send by MMS or email in any
case, if picture goals isn't high specialists won't have the
capacity to see it on right time. This impediment ought to be
defeated in future extension.

REFERENCES

[1] Samuel E. de Lucena ,Daniel J. B. S. Sampaio ,
Benjamin Mall ,”"ECG monitoring using Android mobile
and Bluetooth”,May2015,DOI:
10.1109/12MTC.2015.715158 5

[2] A. M. Al-Busaidi, L. Khriji, "Digitally Filtered ECG
Signal Using Low-Cost Microcontroller”, International

Conference on Control Decision and Information
Technologies (CoDIT), pp. 258-263, 2013
[3]1N. Belgacem and F. Bereksi-Reguig, “Bluetooth

portable device for ECG and patient motion monitoring,”
Nature & Technology Review, n. 4, 2011, pp. 19-23

[4] Ms. Kanwade A. B., Prof. Dr. Patil S. P., Prof. Dr.
Bormane D.S. :“ Wireless ECG monitoring system”.



Proceedings of 4th International Conference on Latest Trends in Electronics and Communication ISBN : "978-81-939386-2-1"

Design and Implementation of Remotely
Located Energy Meter Monitoring with Load
Control and Mobile Billing System through

GSM

Naresh Dudimetla
PG scholar
Electronics and Comuniction Engineering
Malla Reddy College of Engineering
Hyderabad, India
nareshdudimetla@ gmail.com

Abstract— Electricity, the most usable form of energy is used
widely through the whole world. With the evolution of modern
technology, the usage of electricity is escalating gradually. But
the production of electricity is confined due to deficiency of
resources. So power must be used in a concise way. In many
countries, electrical energy is measured by energy meter which is
inspected by a human. According to their inspection, the electric
bills are prepared and most often these are prepared on the basis
of assumption which could be inaccurate, costly, time-consuming
as well as error prone. Due to the absence of regular monitoring
system, sometimes consumer use electrical energy month after
month without paying any bill. Energy meter monitoring and
digital billing system is a kind of system which would be able to
avoid traditional meter reading, save human resources, improve
the accuracy and prevent the power theft. In this paper, a remote
monitoring of energy meter and digital billing system is
inaugurated through GSM 900. For monitoring server, major
programming languages had been introduced to relate the
methodologies, execute logical functions, store data in a database
and send the monthly bill to the consumer cell phone number and
finally disconnect the unpaid consumer.
Keywords—GSM 900, Server, Bill, Energy meter, Electricity

I. INTRODUCTION

Electricity, one of the most important sectors for the economic
development of a country is used for the various purposes. In
the perspective of Bangladesh; energy infrastructure is quite
small, insufficient and poorly managed. The installed electric
generation capacity was 10289 MW in January 2014 only
three-fourth of which is considered to be available. Problems
in the Bangladesh's electric power sector are included many
technical and non-technical losses. Meter tampering, illegal
means of electricity bill payment and so on are included in the
non-technical loss. Due to this non-technical reasons 5-7%
power losses of total generated power.

Besides this, the residential meter billing system is not
appropriate due to the irregular inspection of the meter data
and most often these bills are prepared from assumption.
That's why consumer has to suffer for this inconsistent billing
though they use the approximately same energy in each
month. Based on the above requirements, the network meter-
reading management system is developed. This system is
based on network technology, automatic meter-reading
technology, and modern management ideas, which can realize
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the energy consumption management to be controllable,
adjustable and predictable [1]. A prior billing is bound to do
away with the problems of unpaid bills and human error in
meter readings, thereby ensuring justified revenue for the
utility [2].

To resolve this issue, digital energy metering system has been
introduced but this technology is not capable of removing all
the problems mentioned earlier. There needs modification of
this system where instantaneous monitoring and digital billing
system have to be added.

In the traditional electro-mechanical and digital metering
system, electric energy is inspected by person and most often
they prepared the bill through assumption based on his history
of electricity consumption. Maybe the consumer has not
utilized the similar amount of electricity in the current month
as in the previous months for reasons such as, holidaying
elsewhere or being in the hospital, etc. This method of billing
is also not suitable for the electricity supply company because
it gives an inaccurate account of the overall power
consumption in the consumer's area and may ultimately result
in errors in future planning by the company [3]. Over the past
years, metering devices have gone through many
improvements and become more complicated with more
features and functions. Electromechanical Meter has very little
accuracy and lack of reconfigurability. There are so many
problems require utility companies to overcome such as
electricity theft, meter modifications and more. Furthermore,
meters are limited to provide the amount of energy
consumption on consumer’s premises [4]. Though there were
introduced pre-paid metering system in several areas in
Bangladesh, the monitoring system is not available and as the
unit has to buy before the usage, the consumers may not fix
the amount of unit which they have to buy and that's why
uninterrupted power is not ascertained[5]. Today most of the
utilities companies are looking for solutions to overcome these
disadvantages. The proposed system replaces traditional meter
reading methods and enables remote access to existing energy
meter by the authority. Also, it can monitor the meter readings
regularly without the person visiting each house. A GSM 900
module is integrated with electronic energy meter of each
entity to have remote access to the usage of electricity and
create a wireless network shown in Fig. 1.



Wired techniques belong a lot of hurdles such as installation
problem, complexity and cost also matter in the case of a long
haul. In rural Areas, it is really sophisticated to install the
wired system to convey the information. Due to the limitations
of range and also of the efficiency, Bluetooth, Wi -Fi, Infrared
are not well suited for data trans receiving. In this perspective,
the wireless system based on GSM/GPRS is well known. It
can play a vital role in load forecasting, complex tariff rate set
up, cash card bill payment, system protection, and power
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Fig. 1. Complete system in a community

stealing defense. This system is more user-friendly, reliable,
accurate, and cost-effective.

I.LRELATED WORKS AND MOTIVATION

The present system of energy metering as well as billing in
Bangladesh which uses electromechanical and somewhere
digital energy meter is error prone and it consumes more time
and labor[6]. Billing automation systems for public utilities
(e.g. electricity, gas and water) have been widely studied and
implemented in developed countries across the world. The
modern era of Automated Meter Reading (AMR) started in
1985; since then different techniques have been utilized to get
better reliability and performance [7]. Therefore currently in
developed countries, many successful AMR systems are being
used to facilitate the consumers of water, gas or electricity.
Reference [8], [9], [10] have proposed AMR using GSM
network. In this system, the GSM network is used in the AMR
to send the data using GSM modem by sending Short
Messaging System (SMS) containing the information of the
total power wusage reading [11],[12]. Reference [13]
inaugurates a secure and scalable automated meter. This
project uses existing local ISPs instead of requiring its own set
of proprietary communication infrastructure. It consists of an
embedded microprocessor system, based on embedded Linux,
and a modem. Distributed structure based on wireless sensor
networks are comprised of measure meters, sensor nodes, data
collectors (gateway), management center (server) and wireless
communication network. Communication systems based on
ZigBee communication network is employed in the remote
real-time automatic meter reading system([3],[14],[15],[16].
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GPRS based AMR is installed in remote locations near HT,
LT consumers, DTRS and FEEDERS. In the AMR in 3-phase
4-wire meter, the communication from a modem to meter use
RS-232 and from a modem to server the communication is
done using GPRS[17].

HI.LIMITATIONS OF EXISTING AMR SYSTEMS

No scalability and weak security are the two disadvantages of
current and traditional AMR systems, based on centralized
point-to-point modem or radio connections. A pool of modems
is required in the central system to collect and process all
energy meter value for the parallel accession to any meters as
possible. For the acquisition of hundreds of thousands of
meters value in every minute this system is not very well
scaled. The radio based system can be intercepted and the
regular Internet protocol is not secure unless an alternative
secured protocol such as https is used [18]. Besides these, in
bill payment system these systems are incapable of mitigating
the problems mentioned above. The human error can open an
opportunity for corruption done by the human meter reader.
So the problem which arises in the billing system can become
inaccurate and inefficient.

IV.METHODOLOGY

The system proposed in this paper is divided into two sections.

1. Consumer end

2. Server end
In server end a GSM modem with other necessary circuitry
is installed in all consumers' premises. Data acquisition from
energy meter the blinking LED of a meter is used. From
energy meter specifications the per unit LED impulse rate can
be achieved. Impulse rate of energy meter used in this project
is 1600imp/Kwh. So per 0.000625Kwh LED will give one
impulse. In this system, LED impulses are sensed by LDR.
This LDR and LED complete setup were enshrouded with a
black cover so that the external light source can't effect on the
functionality of the LDR. For each impulse the resistance
value of LDR is changed and changing of current is measured
by Arduino Mega 2560. Arduino Mega 2560 count 16 pulses
and calculate used energy and add 0.01Kwh with previous
data.
Let, Pervious used energy = 0.25Kwh.
For each LED impulse KWH is = 0.000625Kwh After
16 LED impulse KWH is = 0.000625Kwh x 16

= 0.01Kwh
Total used energy after 16 LED impulse = (0.25 + 0.01) Kwh
= 0.26Kwh

After 16 LED impulses, the total used energy is displayed in
LCD and sends to the server through GSM 900 by an SMS
containing the information of meter id and currently usage
energy. The equation given bellow calculates Bill.

Regular Bill = (Current Used Energy — Paid Used Energy)
xPer Unit Cost.

In server end, this SMS is received by another GSM 900
module as a string. This string is segmented and a program in

"978-81-939386-2-1"



C# form application execute many logical and arithmetical
functions to achieve required information such as Meter issue
date, Paid used energy, Last date of payment, Payment status,
Present used energy and bill shown in Fig. 2.In the server, all

information about the consumer is stored in Misil Database.
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Fig. 2. C# Form application with different information about consumer

The consumer can check his previous used energy status from

database in server shown in Fi i 3.
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Fig. 3. Data stored in MySQL Database

V. BLOCK AND FLOW DIAGRAM

There are two-way communications between the consumer
end and server end. So the whole system has two parts, one is
consumer unit and the other is server unit. Fig. 4 shows the
block diagram of consumer unit which consists of energy
meter, Arduino, GSM module, LCD, interrupting relay for
developing the system particular work.

L

Fig. 4. Block diagram of consumer unit
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From the consumer unit, the information of energy usage will
be sent to the server unit through the GSM module. In
consumer unit, there are interrupting relay and LCD. Fig. 5
shows the block diagrams of server unit where GSM module,
Arduino Mega 2560 and server computer also exist.

Fig. 5. Block diagram of server unit

In server unit, GSM modem interfaced with a computer which
always receives SMS from consumer end and many logical
functions are executed by it to display information about the
user, used energy and bill status. From Fig.6 a flowchart has
given to describe the whole system briefly. By pressing the
start button, the energy meter will be initialized and then the
data will be acquired from the blinking of LED where each
pulse will contain a specific amount of energy. After
performing arithmetic and logical operation this data will be
shown in a LED display for the easy inspection of the
consumer. Then the acquired data will be processed and then
transmit through the GSM to the server unit. The server unit
GSM module will receive the transmit data and by processing
this received data it will be shown on the server computer. The
received data will be updated gradually and then stored in the
database after performing the arithmetic and logical operation.
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—_.'“ -SSR —
Acquire used energy l
from meter pulse
- LCD display
Send data to server
1 I
Receive data in server
CSM module
1
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arithmatical operation s in
g data bass
1 —
Update
information and dispiay
in server PC
- . =
1Is consumer No
paid for | — m
energy? i
.-/7>’ l
Yo » Yes
Again update G — Is
information and Paid? ”
in server PC .z
Rl !
Turn off power to

e energy meler
Fig. 6. Flowchart of complete system



After a given period as per the consumed power, the amount
of bill will be prepared for every consumer and it will be
notified the consumer by sending SMS from the server. If any
customer is unable to pay the bill within a period his/her
energy meter will be disconnected by initiating the
interrupting relay. Whenever the consumer would be able to
pay his/her previous bill, the interrupted line will establish its
connection by getting a command from the server.

VI. HARDWARE IMPLEMENTATION

In server unit, shown in Fig. 7 a GSM module and a server
computer .is used. The GSM module receives data from the
consumer energy meter and this received data will be
uploaded to the server.

Server end GSM

Fig. 7. Server unit

In consumer end, the arrangement consists of load, energy
meter, LCD, GSM module etc. Each of the units has specific
work and thus comprising the whole consumer end system.
Consumer unit system is shown in Fig. §.

After a month Bill SMS is received by consumer like as in
Fig. 9(left). It informs consumer the used energy in last month
and bill. The process of paying bill is also presented in Fig.
9(right). If the bill is not paid within due time operator of the
server can easily isolate consumer load by remotely operating
relay.
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Fig. 9. Monthly bill SMS and Bill payment SMS
Hence the total implemented cost of the proposed system was
approximately 17000BDT for a single user and server.As one
server which cost 9000 BDT to build, can be used to monitor
multiple users, the consumer has to pay approximately 8000
BDT to set up the meter. Large of this amount were spent on
buying energy meter, GSM module, and Arduino accordingly.

VIL. SYSTEM ANALYSIS

Based on SMS for data transmission, there is propagation
delay between the relay command and relay response. Table. 1

incurs the delay time after the execution of a command.
Table. 1.Relay Response analysis

Response 01 7.98
Response 02 7.33
Response 03 8.26
Response 04 7.75
Response 05 7.69
Response 06 6.98
Response 07 7.88
Response 08 7.39
Response 09 7.26
Response 10 6.68

Fig. 10 shows the graphical interpretation of relay circuit
operation with respect to time.

Time(s) Vs Relay Respose

Res. 1 i
Res. 2
Res. 3
Res. 4
Res. 5‘
Res. 6
Res. 7
Res. 8
Res. 9A
Res. 10 ‘

Fig. 10. Relay responses with respect to time



Table.2 shows the intermittent time between two sent SMS.

Table. 2.Time elapsed between two sent SMS

Load(watt) Time between
two SMS(s)
200 194.72
400 92.16
600 67.2
1100 24.48

It can be inferred from the graph in Fig. 11 that with the
increasing of load the time elapsed between two sent SMS
decreasing.
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Fig. 11. Load Vs. Time elapsed between two sent SMS

VIII. SYSTEM SIMULATION

Proposed system in this paper is simulated in both Proteus and
Matlab (version R2013a) and in Matlab, the required blocks
are in the Simulink. The aim of this work is to monitor the
remote load created in Matlab/Simulink. The whole system
consists of two parts: consumer and monitoring server.

A. Consumer

The modeling of consumer end comprises a power source,
voltage and current measuring units and loads. The distributed
loads in Chittagong University of Engineering And
Technology (CUET) campus were used for the simulation data
mentioned in TABLE. 3.

TABLE. 3. Load distribution in CUET campus

Load Average Frequency Real Reactive
voltage (Hz) power power
(Vrms) (kW) (kvar)
226 50 33.93 17.33
225 50 32.6 22.07
227 50 46.22 18.31
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227 50 55.6 17.53
227 50 22.72 10.99
230 50 32.67 8.74

These data are used in Fig. 12 simulation of consumer end.
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Fig. 12. Matlab simulation of Consumer end

The voltage and current signals are sent from the V-I
measurement block by specifying them a different identity to
capture them in the receiver block.

B. Monitoring server

The control server consists of receiving unit, power measuring
unit and display unit. The combinations of these units are
given Fig. 13.
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Fig. 13. Monitoring server

The receiver block receives the signal from the consumer end
V-I measurement block according to their specification and
then processed in the power block to separate the real power
and reactive power.

C. Proteus simulation

The system is also simulated in Proteus(Version 7.2). The
Fig. 14 shows the system consumer unit where we use Arduino
mega symbol, a serial port which is connected with Arduino
Rx-Tx line for data communication. In this circuit, the relay is
used for interrupting the circuit operation from the live line.



Fig. 14.System simulation

There is also an LCD monitor that shows the instant state of
the meter unit, bill and also counting the pulse.

IX. SYSTEM SPECIFICATION

For the advancement of the digital billing system, our system
is one step ahead with a new beneficial feature for the
consumer as well as the energy provider along with regular
monitoring and remote load controlling which has ensured the
system reliability than the previously developed system.

X.CONCLUSION

For proper management of electrical energy as well as to raise
the level of consciousness among the people about the usage
of electrical power precisely, smart metering is the best
solution on this aspect. Regular monitoring of load and digital
billing system gives the measurement system more reliability
and accuracy. Development of smart metering with the use of
GSM technology provides enormous advantages over the
previously developed system. The system data transmission is
based on the standard SMS rates. Thus the charges are
independent of the duration of the data transmission. The
ability of this scheme is to eradicate the drawback of serial
communication that makes the system more efficient. The
prime prospect of this project is to implement wireless
computerized monitoring and mobile billing system.
Seemingly this system will prevent the power theft by
tempering the energy meter as for regular monitoring it.
Moreover, it helps to lessen the required workforce for meter
readings as well as also decreasing human error factor almost
nil, since the reading of meter is digital now. Thus the power
provider company will be profited instead of incurring losses.
However, the generated bill will be available to the consumer
through SMS. Therefore a cost efficient and easily
comprehensible service of automatic meter reading and digital
billing system is ensured.
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