


Proceedings on International Conference on Electronics and Communication (ICLTEC-2019) 

ISBN 978-93-88808-62-0 
 

 
ICTIMES - INTERNATIONAL CONFERENCE ON ELECTRONICS AND 

COMMUNICATION (ICLTEC-2019) 

 

S. No Title of the Paper 
Page 
No. 

IC19EC1 

Inventions , Innovations And Startups In Higher Educational 
Institutions 1 
--Dr.John Paul Pulipati, Dr.Kezia Rani Burgula 

IC19EC2 

Low Overhead Warning Flip-Flop Based On Charge Sharing For 
Timing Slack Monitoring 17 
 --Pochana Ashok Kumar 

IC19EC3 

Clock-Gating Of Streaming Applications For Energy Efficient 
Implementations On FPGA’s 27 
 --K. Mounika 

IC19EC4 

Transition Inversion Based Low   Power Data Coding Scheme For 
Buffered Data Transfer 32 
--Suhasini Parunandi 

IC19EC5 

An Iot Based Solar Vehicle With Obstacle Avoidance Night Speed 
Limitter And Accident Detection Using GSM And GPS 38 
--Mamidi Prudhvi Raj 

IC19EC6 
DLAU: A Scalable Deep Learning Accelerator Unit On FPGA 

48 
--Vajja Parmesh 

IC19EC7 
Division Circuit Using Reversible Logic Gates 

53 
--Rathnavath Priyadarshini 

IC19EC8 

Design Of An Energy Efficient Iot Enabled Smart System Based On 
DALI Network Over MQTT Protocol 59 
--K. Premalatha  

IC19EC9 

Verification And Simulation Of New Designed NAND Flash Memory 
Controller 64 

--Akarapu Natraj Renu 

IC19EC10 

Advanced Video Coding/H.264 Encoding And Decoding Process With 
Ipppp Sequences 69 
--Anitha Perla, Chella Moses 

IC19EC11 
Low Power Viterbi Decoder Design Based On Reversible Logic Gates 

76 
--Nenavath Naresh 

IC19EC12 
Design Of High Speed Sequence Detector Using Verilog 

81 
--Bejagam Divya 

IC19EC13 

A Low Power Large Bandwidth Flipped Voltage Follower Based 
Current Mirror 85 

--P.Anil Kumar, D.Rajesh 

IC19EC14 
The Gas Leak Detection Based on a Wireless Monitoring System 

90 
--K.Suhasini 

IC19EC15 
Influence Of Wind Power Plants On Power Systems Operation 

102 
--Poushya Kandukuri, DRK Mahesh 



Proceedings on International Conference on Electronics and Communication (ICLTEC-2019) 

ISBN 978-93-88808-62-0 
 

IC19EC16 

Design & Implementation of Efficient Multiplier Using Fixed Width 
RPR 107 
--M. Shiva Kumar, A. Suresh Reddy 

IC19EC17 
Modern Technology in Solar Energy Generation 

111 
--Nimmala Mahesh,P. Manikya rao 

IC19EC18 
Talking without Talking: A Solution to Noisy Communication 

117 
K MANIKANTA,M.RANI 

IC19EC19 
Delay Estimation Model for High speed Interconnects in VLSI 

121 
B.Balaji, R. Purushottam Naik 

IC19EC20 

IOT Based Light Intensity Monitoring System using Embedded Linux 
& Raspberry Pi 127 
--KESANAPALLI ASKA RANI1 ,BODDU MANJULA 

IC19EC21 
Smart Waste Collection Monitoring and Alert System via IoT 

133 
Vaddepally Anusha 

IC19EC22 

Chip Design for Turbo Encoder Module for 
In-Vehicle System 139 
PULUKURI NEIL SAMUEL SADANAND 

IC19EC23 
Review on Energy Harvesting For Wireless Sensor Networks 

144 
P.Venkatapathi, Bala tejavath, Godugu Kiran Kumar 

IC19EC24 
A Simple Yet Efficient Accuracy Configurable Adder Design 

148 
--Vavaldas Harshini 

IC19EC25 
Carbon Nanotube Using Electronics 

162 
--Kukatla Rajeshwar,Singamaneni Nagajyothi 

 



INVENTIONS, INNOVATIONS AND START-UPS IN HIGHER  

EDUCATIONAL  INSTITUTIONS 

INVENTIONS , INNOVATIONS AND STARTUPS  IN HIGHER  

EDUCATIONAL  INSTITUTIONS 

Dr.John Paul  Pulipati,Principal ,principal@mrce.in,Malla Reddy 

College of Engineering,Hyderabad,India 

Dr.Kezia Rani Burgula,Associate Professor,CSE 

Department,keziarani@stanley.edu.in,Stanley College of 

Engineering for Women,Hyderabad,India 

 

 

ABSTRACT 

The paper advances current knowledge on factors affecting higher education institutions in their 

quest for innovation in education. This  paper takes an innovative approach by adopting the 

concept of ‘innovation systems’ and adapting it for  higher education. The analytical construct of 

‘higher education innovation system’ has thus been developed as a sub-set of an  innovation 

system, concentrated particularly in higher education institutions which are close connection 

with other institutional spheres, such as industry, government and non-government agencies, and 

the society at large in terms of Internship and innovation process. As the part of the interns 

discussed with classification internship and also how it has been played major role in the 

institution towards to the Higher Education process. In  higher education innovation system has 

to be following with set of functions, components and relationships, which allow us to 

disaggregate the various levels of interactions among the elements of the system and analyse the 

unfolding of innovation in higher education. Results indicate certain “disengagement” in relation 

of higher education institutions and education policy makers, business, and students as well as 

between higher education institutions’ managers and their subordinates. Based on the findings, 

major innovation, incubation and startup related challenges in the higher education are discussed 

and related practical recommendations are presented. 

Key words: Innovation, start up, intellectual property rights, entrepreneurship, technology 

transfer, technology commercialization, technology policy, university-industry links, 

economic development, R&D, knowledge management, incubation 

1. INTRODUCTION 

Higher education is changing across Indian and other global countries and there is a growing 

expectation from policy makers and society that higher education institutions (HEIs) should 
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evolve into a new type of economic actor. Entrepreneurship and innovation in higher education 

are no longer only associated with business start-ups and technology transfer but are increasingly 

understood as core elements of a procedural framework for how organisations and individuals 

behave. For example, in how links between teaching and research are created and nurtured, how 

societal engagement and knowledge exchange are organized, how resources are built and 

managed for effective partnerships, and how new entrepreneurs are supported [1]. 

One of the major contributions in fields of application and impact of innovation, incubation and 

internship in HEIs has been laid forward by William Spady, a sociologist and the father 

of Outcome-Based Education (OBE). OBE is referred to by over 20 different names including 

Systemic education restructuring, Performance Based Education, Standards based education 

reform, High Performance Learning, Total Quality Management, Transformational Education, 

and Competency-Based Education [8-14].Outcome-Based Education[2-6] means clearly 

focusing and organizing everything in an educational system around what is essential for all 

students to be able to do successfully at the end of their learning experiences. This means starting 

with a clear picture of what is important for students to be able to do, then organizing 

curriculum, instruction, and assessment to make sure this learning ultimately happens. The keys 

to having an outcome-based system are [9-10]: 

 

1. Developing a cleat set of learning outcomes around which all of the system's components 

can be focused. 

2. Establishing the conditions and opportunities within the system that enable and 

encourage all students to achieve those essential outcomes. 

For example, the possible outcome "explain the major causes of inflation in capitalist 

economies" implies that to be successful, the learner will be expected to develop both the 

competence of explaining and knowledge of major causes of inflation in capitalist economies. 

Since outcome-based systems expect learners to earn out the processes defined within an 

outcome statement, they are careful to build those processes directly into the outcome through 

demonstration verbs. Therefore, one key to recognizing a well-defined outcome is to look for the 

demonstration verb or verbs that define which processes the learner is expected to carry out at 

the end. Without those verbs, what are called outcome statements lack a clearly defined 

demonstration process, and without that defined process the outcome statement takes on the 

character of a goal rather than a true outcome demonstration [11-12]. 

 

1.2 Program Educational Objectives (PEO) 

Graduates are able to: 

1.2.1 PEO-1: Work in automotive and related industries by applying the knowledge of science, 

mathematics and engineering. 

1.2.2 PEO-2 Demonstrate team work and project management skills in a multi-disciplinary 

environment through effective communication, modern tool usage and 

professional ethics. 
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1.2.3 PEO-3 Investigate, analyse, research and solve problems in the field of automotive 

planning, designing, manufacturing, testing and servicing. 

1.2.4 PEO-4 Pursue lifelong learning through professional trainings and practices with 

consideration of safety, environment and sustainability 

Following are the Program Learning Outcomes (PLOs) adopted in Automotive Engineering 

Program as recommended by PEC in their Manual of Accreditation 2014. 

1.2.5 PLO-1 Engineering Knowledge: An ability to apply knowledge of mathematics, science, 

engineering fundamentals and an engineering specialization to the solution of complex 

engineering problems. 

1.2.6 PLO-2 Problem Analysis: An ability to identify, formulate, research literature, and analyze 

complex engineering problems reaching substantiated conclusions using first principles of 

mathematics, natural sciences and engineering sciences. 

1.2.7 PLO-3 Design/Development of Solutions: An ability to design solutions for complex 

engineering problems and design systems, components or processes that meet specified needs 

with appropriate consideration for public health and safety, cultural, societal, and environmental 

considerations.[3,4] 

1.2.8 PLO-4 Investigation: An ability to investigate complex engineering problems in a 

methodical way including literature survey, design and conduct of experiments, analysis and 

interpretation of experimental data, and synthesis of information to derive valid conclusions. 

1.2.9 PLO-5 Modern Tool Usage: An ability to create, select and apply appropriate techniques, 

resources, and modern engineering and IT tools, including prediction and modeling, to complex 

engineering activities, with an understanding of the limitations. 

1.32.10 PLO-6 The Engineer and Society: An ability to apply reasoning informed by contextual 

knowledge to assess societal, health, safety, legal and cultural issues and the responsibilities 

relevant to professional engineering practice and solution to complex engineering problems. 

1.2.11 PLO-7 Environment and Sustainability: An ability to understand the impact of 

professional engineering solutions in societal and environmental contexts and 

demonstrate knowledge of and need for sustainable development. 

1.2.12 PLO-8 Ethics: Apply ethical principles and commit to professional ethics and 

responsibilities and norms of engineering practice. 

1.2.13 PLO-9 Individual and Team Work: An ability to work effectively, as an individual or in a 

team, on multifaceted and /or multidisciplinary settings. 

1.2.14 PLO-10 Communication: An ability to communicate effectively, orally as well as in 

writing, on complex engineering activities with the engineering community and with society at 

large, such as being able to comprehend and write effective reports and design documentation, 

make effective presentations, and give and receive clear instructions. 

1.2.15 PLO-11 Project Management: An ability to demonstrate management skills and apply 

engineering principles to one’s own work, as a member and/or leader in a team, to manage 

projects in a multidisciplinary environment. 
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1.2.16 PLO-12 Lifelong Learning: An ability to recognize importance of, and pursue lifelong 

learning in the broader context of innovation and technological developments. 

1.3 A S K (Attitude Skill Knowledge) 

Attitude, skill and knowledge[1,2], all the three elements put together form a success formula. It 

is a well-known fact that any person with a remarkable blend of all the above mentioned 3 

characteristics will come out as a human being with lots of intelligence, leadership qualities and 

mentoring abilities. But, the question is, Can any one of these attributes stand alone and guide a 

person to the zenith? The answer is probably NO. As, we all know and understand that in the 

present era of competitiveness and naivety every individual is expected to be skillful, 

knowledgeable and also must possess a correct set of attitude which is universally acceptable. A 

person with only a bucket full of skills required to complete a task with a very less amount of 

knowledge on the subject and probably with a poor attitude cannot be considered useful for an 

organization for the long run. If you don’t have skills, it can be acquired. If you don’t have 

knowledge, it can be gained. But, if you don’t have attitude, you are in trouble. Attitude, in a 

general sense is taken negatively. The triangle of success represented by ASK is shown in Fig. 1 

[21-23]. 

 
Fig. 1 Attitude, skill and knowledge- The triangle of success 

1.4 Blooms Taxonomy 

Bloom's taxonomy is a set of three hierarchical models used to classify educational learning 

objectives into levels of complexity and specificity. The three lists cover the learning objectives 

in cognitive, affective and sensory domains. Various stages of Blooms taxonomy is shown in 

Fig. 3 [13-18]. 

1.3.2 The Revised Taxonomy (2001) 

A group of cognitive psychologists, curriculum theorists and instructional researchers, and 

testing and assessment specialists published in 2001 a revision of Bloom’s Taxonomy with the 

title A Taxonomy for Teaching, Learning, and Assessment. This title draws attention away from 

the somewhat static notion of “educational objectives” (in Bloom’s original title) and points to a 

more dynamic conception of classification. 

 Remember 

o Recognizing 

o Recalling 

 Understand 

o Interpreting 

o Exemplifying 

o Classifying 

o Summarizing 
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o Inferring 

o Comparing 

o Explaining 

 Apply 

o Executing 

o Implementing 

 Analyze 

o Differentiating 

o Organizing 

o Attributing 

 Evaluate 

o Checking 

o Critiquing 

 Create 

o Generating 

o Planning 

o Producing 

Bloom’s revised taxonomy is shown in Fig. 2. 

 

Fig. 2 Bloom’s revised taxonomy 

II Internship: 

An internship is an official program offered by an employer to potential employees. 

Interns work either part time or full time at a company for a certain period of time. Internships 

are most popular with undergraduates or graduate students who work between one to four 

months and have a goal to gain practical work or research related experience. The main 

difference between an apprenticeship and an internship is that internships are more exploratory. 

You're not bound to work for your employer after the internship is over (although many interns 

do receive job offers). If you start early enough to do a few internships throughout college, you 

can use the first ones to get a feel for what career you'd like to pursue and the later ones to build 

your experience. Internships can be paid or unpaid.  For example, in California, unpaid interns 

must receive college credit for their work. 

 2.1 Benefits  for Internship Program 

1. Tech-savvy. The first generation  to be brought up with computers, members of Gen Y are 

“digital natives.” In fact, not only can they uncover, operate, and recommend the most advanced 
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technologies; they can teach you how to use tools like content management systems and social 

media. 

2. Cost-effective. Compared to other populations, Generation Y appears less motivated by 

money. A study by UNC’s Kenan-Flagler Business School
4
 found that millennial prioritize 

meaningful work over higher pay. 

3. Intrinsically motivated. As the results of the Kenan-Flagler Business School study 

demonstrate, millennial want to grow, develop, and advance within the workplace. They are 

intrinsically motivated to succeed, a quality all employers seek in their employees. 

4. Team players. If some called Generation X "The Me Generation," we might term Generation 

Y "The We Generation" for their heightened sense of community and peer-to-peer relationships. 

5. Highly educated. Millennials are on track to be the most educated generation yet. According 

to a 2016 study by the Pew Research Center, 20 percent of millennials were college graduates, 

with an additional 40 percent still in school. About half of millennials still in school planned to 

earn a graduate or professional school degree, and many millennials who had graduated planned 

to return. 

6. Optimistic. Positivity in the workplace is invaluable to company culture and team morale, just 

as negativity can be extremely detrimental. 

7. Current. Like employing any youth generation, hiring millennials helps keep your company 

up to date with social, entertainment, and other market trends. Millennials offer a fresh 

perspective and can generate marketing strategies that appeal to younger generations of 

consumers. 

2.3 Role of Internship coordinator—this person generally works in the host organization's HR 

department and can be seen as the overall director of the internship program. The internship 

coordinator is usually responsible for overseeing the development and implementation of an 

internship program, overseeing and coordinating the program once it's up and running, assigning 

interns to various departments, and managing site supervisors. This individual also acts as the 

liaison between the company and the educational institution (the student's faculty sponsor, the 

school's career centre director, and/or career counselors). 

In general, there are three aspects necessary for an internship to constitute a learning experience: 

1. The internship is within the student's area of study; and they bring to the internship the 

knowledge they've acquired through their academic education. 

2. The internship supervisor provides guidance, evaluation, and feedback to facilitate the 

learning process. (Evaluations and feedback, however, can be written or verbal.) 

3. The student engages in ongoing contemplation of learning objectives throughout the 

course of the internship. 
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2.4 INTERNATIONAL INTERNSHIP: An International   Development internship with Projects 

Abroad and gain skills that you will use for the rest of your career, regardless of what field you 

move into. As you get hands-on experience in the development field you’ll learn about 

infrastructure and disaster management as well as aid and development in disadvantaged 

communities. You’ll also gain a deeper understanding of the world and the complex processes 

that are involved in supporting people and places to grow and prosper. We currently have a 

number of International Development Projects, working to transform communities that need 

help. Your work could include creating campaigns, educating local communities, and facilitating 

existing projects. You’ll work with local experts and Projects Abroad staff to better understand 

global development challenges and the work needed to overcome them.  There are two main 

aims to this project: providing you with a practical, insightful work experience, while helping to 

address issues affecting development in Abroad (Developed Country).Many of the interns who 

join us are looking for hands-on experience in their field of study. We provide you with the 

opportunity to learn from skilled local professionals and gain first-hand insight into the issues 

facing. By sharing knowledge and experiences, you’ll participate in valuable cross-cultural 

exchange. This will help prepare you for your future career. The goal of international 

development is to improve the wellbeing of local communities by working on sustainable 

solutions to their problems. On this internship, you can choose to focus on a range of different 

issues, from immigration to human rights. Working with local NGOs who have expert 

knowledge of the situation, you’ll contribute towards their efforts in protecting and empowering 

vulnerable groups of people. Help to create long-term positive change in local communities on 

this internship, while gaining invaluable international development work experience in Mexico. 

3. Business incubator:  is a company that helps new and startup companies to develop by 

providing services such as management training or office space. The National Business 

Incubation Association (NBIA) defines business incubators as a catalyst tool for either regional 

or national economic development. NBIA categorizes their members’ incubators by the 

following five incubator types: academic institutions; non-profit development corporations; for-

profit property development ventures; venture capital firms, and combination of the above [1-

2].Most research and technology parks do not offer business assistance services, which are the 

hallmark of a business incubation program. However, many research and technology parks house 

incubation programs [3].Incubators also differ from the U.S. Small Business 

Administration's Small Business Development Centers (and similar business support programs) 

in that they serve only selected clients. SBDCs are required by law to offer general business 

assistance to any company that contacts them for help [4-5]. Within European Union countries 
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there are different EU and state funded programs that offer support in form of consulting, 

mentoring, prototype creation and other services and co-funding for them. TecHub is one of 

examples for IT companies and ideas [6].In India, the business incubators are promoted in a 

varied fashion: as Technology Business Incubators (TBI) and as Startup Incubators -- the first 

deals with technology business (mostly, consultancy and promoting technology related 

businesses) and the later deals with promoting startups (with more emphasis on establishing new 

companies, scaling the businesses, prototyping, patenting, and so forth).  

Types of services 

Since startup companies lack many resources, experience and networks, incubators provide 

services which helps them get through initial hurdles in starting up a business. These hurdles 

include space, funding, legal, accounting, computer services and other prerequisites to running 

the business [17-20]. 

Among the most common incubator services are:
 

 Help with business basics 

 Networking activities 

 Marketing assistance 

 Market Research 

 Access to angel investors or venture capital 

 Comprehensive business training programs 

 Advisory boards and mentors 

 Management team identification 

 Help with business etiquette 

 Technology commercialization assistance 

 Intellectual property management 

 

Types of Business Incubation : 

There are a number of business incubators that have focused on particular industries or on a 

particular business model, earning them their own name. 

This list is incomplete; you can help by expanding it. 

 Virtual business incubator - online business incubator 

 Kitchen incubator - a business incubator focused on the food industry 

 Public incubator - a business incubator focused on the public good 

 Seed accelerator - a business incubator focused on early startups 

 

Corporate accelerator - a program of a larger company that acts akin to a seed accelerator 

 Startup studio - a business incubator with interacting portfolio companies 

 Technology Business Incubator - a business incubator based out academic institutions 
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 Hybrid Incubator - A business incubator that combines virtual incubator with on-premise 

activities 

A startup is a young company founded by one or more entrepreneurs in order to develop a 

unique product or service and bring it to market. By its nature, the typical startup ends to be a 

shoestring operation, with initial funding from the founders or their families. 

A startup venture could be defined as a new business that is in the initial stages of operation, 

beginning to grow and is typically financed by an individual or small group of individuals. It is a 

young entrepreneurial, scalable business model built on technology and innovation wherein the 

founders develop a product or service for which they foresee demand through disruption of 

existing or by creating entirely new markets. Startups[25-28] are nothing but an idea that 

manifests into a commercial undertaking. 

Grant Thornton (2016) define startup business[26,28] as an organization which is  

a) Incorporated for three years or less 

a) At a funding stage of Series B or less(B Series means second round of funding) 

b) An entrepreneurial venture/a partnership or a temporary business organisation 

c) Engages in development, production or distribution of new products/services or processes  

d) Revenue of up to INR 25 cr. 

e) Not formed through splitting or restructuring 

f) Employing 50 people or less     

Department of Industrial Policy and Promotion (DIPP) define a startup as an entity incorporated 

or registered in India with following parameters: 

• Established not prior to seven years, (for Biotechnology Startups not prior to ten years)  

• With annual turnover not exceeding INR 25Cr in any preceding financial year, and  

• Working towards innovation, development or improvement of products or processes or 

services, 

• It is a scalable business model with a high potential of employment generation or wealth 

creation 

 It is to be noted that such entity is not formed by splitting up, or reconstruction, of a business 

already in existence. Also, an entity shall cease to be a startup if its turnover for the previous 

financial years has exceeded INR 25cr or it has completed 7 years (biotechnology startups 10 

years) from the date of incorporation/ registration(‘Startup India’, 2017)  

GOVERNMENT INITIATIVES 

Indian government is serious in promoting entrepreneurship at the startup level and has taken a 

number of initiatives to ensure appropriate support. In this aspect it is relevant to mention ‘Make 

in India’ campaign introduced in September’14 to attract foreign investments and encourage 

domestic companies to participate in the manufacturing sector. The government increased the 

foreign direct investment (FDI) limits for most of the sectors and strengthened intellectual 

property rights (IPRs) protection to instill confidence in the startups.In order to make the country 

as number one destination for startups, Government of India (GoI) has introduced a new 

campaign called ‘Standup India’ in 2015 aimed at promoting entrepreneurship among women 

and to help startups with bank funding. Another commendable and far reaching initiative is 

‘Digital India’ introduced in 2015  to ensure government services are made available to every 

citizen through online platform that aims to connect rural areas by developing their digital 

infrastructure which translates into a huge business opportunity for startups. 
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THE STARTUP SCENARIO IN INDIA 

It is to be noted that every year more than 800 technology startups are being set up in India. By 

2020, it is estimated that around 11,500 tech-startups are going to be established with 

employment potential of around 250,000 technical people (NASSCOM, 2015). It is admirable to 

note that India is amongst the top five countries in the world in terms of startups with 10,000+ 

led by US with 83,000+ comprising 43% tech-based firms with 9% managed by women 

entrepreneurs. The number of incubators also has crossed 100 in 2014-15 to give boost to the 

startup saga (Grant Thornton, 2015).Sector wise, the distribution of Indian businesses is: 

                                   Table:1      Break-up of Indian Startup Businesses 
Technology Based Non-Technology Based 

E-Commerce - 33% Engineering- 17% 

B2B - 24% Construction-13% 

Internet - 12% Agri- products- 11% 

Mobile apps - 10% Textile - 8% 

SaaS - 8% Printing & packaging – 8%  

Other – 13% Transport & logistics- 6% 

 Outsourcing & support -5% 

 Others-32% 
                                  Source: Startups India- An Overview, Grant Thornton, 2015   

THE  STARTUP ECOSYSTEM 

Along with government initiatives, there is a definite movement in startup arena in India due to 

penetration of IT and internet. Many startups[30-34] are coming up in service sector including 

education, legal, retail, insurance and health. With customers becoming aware of the benefits and 

convenience, the popularity and viability of startups is no more a difficult proposition for an 

entrepreneur. 

A number of venture capitalists and angel investors are aggressive and gung-ho on Indian 

startups as they see lot of potential with few expected to become unicorns (high valued 

companies) bringing in good returns.  On the contrary, there are examples of few startups that 

failed and eventually closed their businesses due to various issues and challenges.  

 

ISSUES AND CHALLENGES OF STARTUPS 

A successful start-up cannot start a business just with passion and an idea. A high level of 

leadership skills with clear understanding of market, excellent communication skills, maturity to 

see things in right perspective along with the ability to take calculated risks  are required on the 

part of the entrepreneur(Aggarwal,2017). Lack of awareness, multiple clearances, unorganised 

market, poor infrastructure in Tier 2 /3 cities, lack of mentoring , stringent exit policies,  

corruption/red tape, technological risk, regulatory obstacles and lack of reforms keeping pace 

with the fast evolving market changes are some of the challenges as per Rashmi Guptey,  

Principal (Legal) of Lightbox India Advisors Private Limited. 

 

Some of the major issues and challenges are discussed below: 

Financial Resources 

 Availability of finance is critical for the startups and is always a problem to get sufficient 

amounts (Mittal, 2014; Truong, 2016). A number of finance options ranging from family 

members, friends, loans, grants, angel funding, venture capitalists, crowdfunding etc are 

available. The requirement starts increasing as the business progresses. Scaling of business 

requires timely infusion of capital. Proper cash management is critical for the success of the 
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startups (Skok, 2016;Pandita,2017). A recent report paints a gloomy picture with 85% of new 

company’s reportedly underfunded indicating potential failure (Iwasiuk, 2016). 

Revenue Generation 
Several startups fail due to poor revenue generation as the business grows. As the operations 

increase, expenses grow with reduced revenues forcing startups to concentrate on the funding 

aspect, thus, diluting the focus on the fundamentals of business. Hence, revenue generation is 

critical, warranting efficient management of burn rate which in common parlance is the rate at 

which startups spend money in the initial stages. The challenge is not to generate enough capital 

but also to expand and sustain the growth.  

1) Team Members 

To find and hire the right kind of talent for the business with skills to match growing customer 

expectations are one of the biggest challenges (Truong,2016). Apart from founder(s), startups 

normally start with a team consisting of trusted members with complementary skill sets. Usually, 

each member is specialized in a specific area of operations. Assembling a good team is the first 

major requirement, failure to have one sometimes could break the startup (Skok, 2016). 

According to a survey, 23 percent startups failed because members did not work as a team. 

Chirag Garg, CEO, HyperDell, feels that bringing in affordable talent at the right time is a 

challenge. As per Nitin Sharma, Principal & Founding member, Lightbox India Advisors 

Private Limited “Hiring and retaining high quality talent, especially in the areas of product and 

technology remains a key challenge” (Choudhary,2015) 

 

2)  Supporting Infrastructure  

There are a number of support mechanisms that play a significant role in the lifecycle of startups 

which include incubators, science and technology parks, business development centers etc. Lack 

of access to such support mechanisms increases the risk of failure. 

3) Creating Awareness in Markets 
Startups fail due to lack of attention to limitations in the markets. The environment for a startup 

is usually more difficult than for an established firm due to uniqueness of the product. The 

situation is more difficult for a new product as the startup has to build everything from scratch.  

4) Exceed Customer Expectations 

The next most important challenge is gauging the market need for the product, existing trends, 

etc. Innovation plays an important role, since, that the startup has to fine-tune the product 

offerings to suit the market demands (Skok, 2016). Also, the entrepreneur should have thorough 

domain knowledge to counter competition with appropriate strategies. Due to new technologies 

that are emerging, the challenge to provide over and above an earlier innovation is pertinent. 

Namrata Garg, Director, SendKardo feels that the biggest challenge is the need to constantly 

reinvent yourself and come up with a service to be able to match up customer expectations 

and exceed them.  

5) Tenacity of Founders 

Founders of startups have to be tough when the going gets tough. The journey of starting a 

venture is fraught with delays, setbacks and problems without adequate solutions. The 

entrepreneur needs to be persistent, persuasive, and should never give up till he/she achieves 

desired results. History is replete with startups who gave up the fight when things went wrong. 

Sometimes the product could be ahead of its time or may require complimentary technology 

/products for the use by the customers. For example, Apple had to delay introduction of iTunes 

till the regulations favoured the launch. It is also relevant to quote Steve Jobs who by 
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commenting “A lot of times, people don't know what they want until you show it to them” 

reiterates the fact those products from startups mostly fall in the “new and untried” category 

where the success rate is minimal. 

6) Regulations 

 Starting a business requires a number of permissions from government agencies. Although there 

is a perceptible change, it is still a challenge to register a company. Regulations pertaining to 

labor laws, intellectual property rights, dispute resolution etc. are rigorous in India which takes 

about 30 days to comply compared to just 9 days in OECD countries.  Also, as per World Bank 

report, “World Bank Ease of Doing Business”, India ranks 142 out of 189 economies 

(Mittal,2014).  

7)  Growth Decelerators 
 Some of the agencies which are part of the startup ecosystem themselves can sometimes become 

hurdles in the growing stages. As per Sneh Bhavsar, co-founder and CEO, OoWomaniya  one of 

the major issues is the influence of incubators, institutes and similar organisations which try to 

control, manage and be the daddies of the start-ups in the name of helping, mentoring etc 

(Choudhury,2015).This needs proper coordination among the organizations for mutual benefit.   

8) Lack of Mentorship 
Milan Hoogan, Vice President -Sales and Marketing at Erfolg Life Sciences feels that lack of 

proper guidance and mentorship is one of the biggest problems that exist in the Indian startup 

ecosystem (Choudhury, 2015) . Most of startups have brilliant ideas and/or products, but have 

little or no industry, business and market experience to get the products to the market. It is a 

proven example that a brilliant idea works only if executed promptly (Mittal,2014). Lack of 

adequate mentoring/guidance is the biggest challenge which could bring a potentially good idea 

to an end. 

9) Lack of a Good Branding Strategy 

Absence of an effective branding strategy is another issue that prevents startups from flourishing 

at a faster pace. Hemant Arora, Business Head-Branded Content, Times Network opines that 

branding demands paramount attention as it gives an identity and occupies a space in the 

consumer minds(Choudhury,2015) .  

10)  Replicating Silicon Valley  
Koushik Shee, Founder and CEO, Effia , feels that Indian startups get influenced by  Silicon 

Valley models which  may not succeed in Indian scenario. Lot of tweaking and modifications 

could be required when transplanted into Indian markets keeping in mind Indian infrastructure in 

terms of roads, internet, electricity and telecom penetration (Choudhury,2015) . 

1.  REASONS FOR FAILURE 

As regards major reasons for failure of startups, a survey based on analysis of 101 firms showed 

that 42% failed as the product had no market, 29% firms ran out of cash, 23% did not have the 

right team,18% closed due to pricing issues, 17% firms had poor product, 14% failed due to poor 

marketing and 8% had no investor interest(Griffith,2014). These reasons substantiate most of the 

issues and challenges that have been enumerated above. 

 

 GOVERNMENT INITIATIVES  

There are numerous government and semi-governmental initiatives to assist startups.  

 Start-Up India 
This initiative provides three-year tax and compliance breaks intended for cutting 

government regulations and red tapism. 
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 MUDRA Yojna 

Through this scheme, startups get loans from the banks to set up, grow and stabilize their 

businesses.  

 SETU (Self-Employment and Talent Utilization) Fund  
Government has allotted Rs 1,000 Cr in order to create opportunities for self-employment 

and new jobs mainly in technology-driven domains. 

 E-Biz Portal 
Government launched e-biz portal that integrates 14 regulatory permissions and licenses at 

one source to enable faster clearances and improve the ease of doing business in India. 

 Royalty Tax  

Indian government has reduced the royalty tax paid by businesses and startup firms from 

25per cent to 10 per cent. 

 

 

  CONCLUSIONS 

In this paper we discussed about intership, innovation, incubation  and startup  with their types 

with national, international. Our proposed method describes the above parameters  for technical 

institutions in india.The current economic scenario in India is on expansion mode. The Indian 

government is increasingly showing greater enthusiasm to increase the rate of growth from grass 

root levels with introduction of liberal policies and initiatives for entrepreneurs like ‘Make in 

India’, ‘Startup India’, MUDRA etc. ‘Make in India’ is great opportunity for the Indian start-ups. 

With government going full hog on developing entrepreneurs, it could arrest brain drain and 

provide an environment to improve availability of local talent for hiring by startup firms. In this 

paper,as the part of higher education discussion about types of internship to educate the 

engineers to the suitable working environment in the institutions. Those students has participated 

interested to learn and digest working environment with academics.  while in the internship 

period the has learn and getting the idea generation to produce the product out come.  Small 

contributions from a number of entrepreneurs would have cascading effect on the economy and 

employment generation which would complement medium and large industries efforts 

catapulting India into a fast growing economy. The startup arena has lot of challenges ranging 

from finance to human resources and from launch to sustaining the growth with tenacity. Being a 

country with large population, the plethora of opportunities available are many for startups 

offering products and services ranging from food, retail, and hygiene to solar and IT applications 

for day to day problems which could be delivered at affordable prices. It is not out of place to 

mention that some of these startups would become unicorns and may become world renowned 

businesses by expanding into other developing and underdeveloped countries. 
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Abstract— Timing  error  predictors  have  a  strong  potential  
to reduce  the  worst  case  timing  margins  by  monitoring  
timing slack  of  a  design.  However,  these  timing  error  
predictors  incur substantial  amount  of  silicon  area  and  power  
which  limit  the overall   benefits   in   the   system   level.   This   
paper   presents   a low  overhead  warning  flip-flop  (FF),  which  
predicts  setup  time violations. It consists of a delay buffer and a 
warning generator along with a conventional master-slave FF. 
Low overhead FF can be  designed  by  exploiting  the  concept   of   
charge  sharing  to implement  the  warning  generator.  As  the  
warning  generator requires  only  seven  transistors  to  predict  
the  timing  violation, the proposed warning FF occupies 30% less 
area and consumes27%  less  power  compared  to  the  state-of-
the-art  timing  error predictors.  A  test  chip  is  fabricated  using  
the  proposed  FF in  a  130-nm  CMOS  technology  to  verify  the  
functionality  of the  proposed  warning  FF  in  dynamic  voltage  
and  frequency scaling applications. Measurement results from 
the test chip show that  a  performance  improvement  of  44%  
can  be  achieved  at  a supply  voltage  of  0.9  V  by  employing  
the  proposed  technique compared to the worst case design. For a 
typical chip, the power consumption can be reduced by 36% 
compared to the worst case design. 

 
Index   Terms— Charge   sharing,   dynamic   frequency   

scaling (DFS),   dynamic   voltage   scaling   (DVS),   setup   time   
violation, timing error predictors,  timing margins. 

 
I.  INTRODUCTION 

ROCESS,  voltage,  and  temperature  (PVT)  variations  
in scaled  technology  nodes  cause  significant  performance 

uncertainty  in  the  digital  designs.  Timing  or  supply  volt- 
age   guard   bands   are   added   to   maximum   operating   

fre- quency  (MOF)  or  minimum  supply  voltage  to  cope  
with PVT  variations.  However,  these  guard  bands  severely  
limit the performance and/or increase the power consumption 

of a design  in  the  typical  or  best  conditions. Moreover, 
transistor aging degrades the performance of a design with 

time. Hence, guard bands need to be added considering the life 
time of the design. As a result, traditional worst case design 

methodology is not suitable to implement energy-efficient 
designs as large guard  bands  are  required  in  nanometer  

technology  nodes. This motivates to implement design 
methodologies which can 

reduce the guard bands. 
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Traditionally, process monitors have been proposed to mon- 
itor  the  manufacturing  process  condition  of  a  chip.  In  
these techniques,   body   biasing   is   used   to   change   the   
thresh- old  voltage  of  the  transistors  based  on  process  
conditions. However,  these  techniques  can  address  only  
global  process variations   but   not   local   process   and   
dynamic   variations. Critical  path  replica  circuits  [1]–[4]  
have  been  explored  to track  the  delay  of  the  critical  paths  
of  a  design.  In  this approach,  a  replica  circuit  which  is  
strongly  correlated  with the actual critical path of  the design 
is monitored to  observe delay   variations.   This   method   can   
address   global   varia- tions  but  not  the  local  variations  
due  to  mismatch  in  the delay  of  the  actual  critical  path  
and  replica  path.  Moreover, the  activation  of  critical  path  
depends  on  the  input  data pattern. 

On  the  other  hand,  in  situ  timing  error  monitoring  tech- 
niques [5]–[8] can address both local and global variations by 
monitoring the timing slack. These techniques directly monitor 
the  output  of  combinational  logic  using  a  specialized  flip- 
flop  (FF).  An  error  signal  is  flagged  in  the  case  of  timing 
violation. Hence, the supply voltage or frequency of design can 
be altered by monitoring the error signal. These techniques are 
mainly  classified  into  two  categories:  error  detectors  [5],  
[6] and   error   predictors   [8],   [9].   Error   detectors   such   
as Razor I [6] and Razor II [7] detect the timing errors after 
their occurrence and correct the timing violations using 
architectural replay  mechanism  [7].  However,  error  
detectors  introduce a  significant  minimum  path  delay  
constraint  which  causes large  area  overhead  because  of  
buffer  insertion.  Moreover, architectural  replay  mechanism  
employed  to  correct  timing violations  is  available  in  high-
performance  processors  but not in application-specific 
integrated circuits (ASICs). Bubble Razor [10] does not incur 
area overhead for short path padding. However, this  technique 
uses  latches  in  the  pipelines instead of FFs. 

Error predictors [11], [12] flag a warning signal before the 
occurrence  of  timing  violations  by  monitoring  the  delayed 
data. As the output of FF is always correct, these techniques do 
not incur correction overhead. Error predictors are suitable to  
implement  ASICs  as  they  do  not  require  a  correction 
mechanism.   However,   these   techniques   can   monitor   
only gradual  change  in  the  delay  of  the  critical  paths.  
Canary FF [8], [9], [11] falls into this category. Canary FF 
employs a double-sampling architecture to predict the timing 
violations. Canary  FF  incurs large  area  and  power  overhead 
because  of the  shadow  FF  and  delay  buffers.  Moreover,  
output  of  the shadow FF may enter into metastable state.
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In  [13],  an  aging  sensor  has  been  proposed,  which  uses 
delayed clock to create a guard band interval before the rising 
edge of the clock. As the guard band interval is created using 
the  delayed  edge  of  the  previous  clock  cycle,  the  design  
is a  function  of  operating  frequency.  An  alternative  version  
is also proposed in [13], which uses double-sampling 
architecture similar  to  canary  FF.  A  timing  monitoring  
circuit  presented in  [14]  uses  a  sensor  to  predict  the  
timing  violations  and a  warning  window  generator  to  
create  a  detection  window. In this approach, the detection 
window is generated by using a transition detector in  the clock 
tree which makes the clock tree implementation difficult. 

A  warning  detection  sequential  in  [12]  and  [15]  
observesthe delayed data transition during a warning interval 
to predict timing violations. This FF is not area and power 
efficient as a large number of delay buffers are required to 
delay the input data and to implement the edge detector. In 
[16], a sensor has been  proposed  which  monitors  the  
delayed  master  output  to predict the timing violations. It 
requires a large area and power as it uses double-sampling 
architecture. A pre-error FF in [17] monitors data transition 
during the negative half cycle of the clock  cycle.  As  
warning  margin  is  determined  by  negative half  cycle  of  
the  clock,  the  design  requires  a  clock  of  more than 50% 
duty cycle for better performance of the design. 
The  pulse-based  error  predictor  in  [18]  monitors  delayed 

master latch output in the high phase of the clock. However, 
edge  detector  used  in  this  design  requires  more  area  and 
consumes more power. In situ monitors proposed in [19]–[21] 
observe  master   latch   output  and  employ  double-sampling 
architecture  similar  to  the  canary  FF  [8].  A  timing  error 
predictor   in   [22]   employs   double-sampling   architecture 
similar to the canary FF except that a tunable delay buffer is 
used  to  delay  the  data  signal.  Double-sampling 
architectures require significant area and power overhead. A 
current-based timing  error  detector  is  proposed  in  [23].  A  
nine  transistor transition   detector   [24]   is   designed   to   
operate   at   supply voltage range 0.44–1.1 V for low-power 
applications. Critical path identification becomes difficult with 
increased variations in  nanometer  technology  nodes  [25].  
Because  of  this,  more number  of  critical  paths  have  to  be  
monitored  using  the timing  error  predictors  to  avoid  
functional  failure.  Hence, this  paper  presents  a  low  area  
and  power  overhead  timing error   predictor   for   timing   
slack   monitoring.   In   addition, the  proposed  warning  FF  
can  be  used  as  an  aging  sensor similar to the work reported 
in [13] and [26]. 

The   remainder   of   this   paper   is   organized   as   
follows. 

The  operation  of  the  proposed  warning  FF  is  discussed  in 
Section   II.   Chip   implementation   details   are   described   
in Section III. Measurement results are presented in Section IV. 
Section V discusses the comparison of timing error predictors 
and  simulation  results.  Finally,  this  paper  is  concluded  in 
Section VI. 

 
II.  PROPOSED  CHARGE  SHARING-BASED 

WARNING  FLIP-FLOP 

Warning  FF  is  used  to  predict  the  setup  time  violation. 
Warning  FF  flags  a  warning  signal,  if  data  transitions  at 
the  input  of  FF  happen  during  a  timing  window  before  
the 

 
 
Fig. 1.    Proposed warning FF. 

 
rising edge of the clock. Traditionally, either the input data of 
FF  [11],  [15]  or  master  latch  output  [18],  [20]  is  
monitored to  predict  the  setup  time   violations.  In  both  
approaches, the concept of delayed data is employed to predict 
the timing violations.  Moreover,  these  approaches  use  either  
double- sampling  technique  or  transition  detection  technique  
to  flag warning signal. Based on these, warning FFs can be 
classified into four categories: 

1)  samples at input data D of FF and uses double-sampling 
technique [11]; 

2)  samples  master  latch  output  Mout  and  uses  double- 
sampling technique [20]; 

3)  samples  at  input  data  D  of  FF  and  uses  transition 
detection technique [15]; 

4)  samples  master  latch  output  Mout  and  uses  transition 
detection technique [18]. 

If the input data of the FF is monitored to flag warning signal, 
the delay of buffer should account for both setup time of FF 
and  warning  margin.  However,  if  the  master  latch  output  
is monitored to  flag  warning  signal,  the  delay  of  buffer  
should account  for  warning  margin  only  as  the  master  
latch  delay already accounts for the setup time of FF. 

The  proposed  warning  FF  is  based  on  monitoring  the 
delayed  data  at  the  output  of  master  latch.  It  consists  of  a 
delay buffer and a warning generator along with a conventional 
master-slave FF to predict the setup time violations. The delay 
of  the  buffer is  the  warning margin of  the  proposed FF.  If  
a data  transition  happens  during  a  timing  interval  equal  to  
the warning  margin before the  setup  time  window of  the  
master latch, the proposed FF flags the warning signal. The 
warning signal is an active low signal. In the case of early data 
arrival at the input of FF, the warning generator output is logic 
high. However, in the case of late data arrival, the warning 
generator output  is  logic  low.  The  schematic  of  the  
proposed  warning FF is shown in Fig. 1. 
 
A. Operation of the Proposed Flip-Flop 

A data transition at the input of the FF can happen in either 
of the four timing windows shown in Fig. 2. A data transition 
during the window 1 is treated as an early data arrival. In this 
case, the available timing slack is very high. A data transition 
during  window  2  is  treated  as  late  data  arrival.  In  this  
case, the  available  timing  slack  is  less.  A  data  transition  
in  this window means that a timing violation may occur if the 
delay of the critical path is further increased due to PVT 
variations. A data transition in timing window 3 leads to setup 
violation,
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Fig. 2.    Timing windows for possible data transition. 

 
TABLE I 

OPERATION OF THE PROPOSED WARNING FF 
 

 
 

 
 
 
 
 

 
 
 

and  the  output  of  master  latch  may  enter  into  metastable 
state. So, the maximum delay constraint of the design should 
satisfy  (1),  so  that  the  data  transitions  under  PVT  
variations can happen before the timing window 3. The 
maximum delay constraint is given by 

 

Tmax  ≤ TCLK − tClktoQ − tsu − tmargin                       (1) 
 

where   Tmax    is   the   maximum   combinational   path   delay, 
TCLK  is the clock period, tClktoQ  is the previous stage FF clock 
to  Q  delay,  tsu   is  setup  time,  and  tmargin  is  warning  
margin. A data transition during the timing window 4 does not 
appear at the output of master latch as the master latch is 
opaque in this window. 

The  operation  of  the  warning  FF  is  given  in  Table  I.  If  
a data transition occurs during the timing window 1, the master 
latch output (Mout) and delayed master latch output (Y) (refer 
to  Fig.  1)  are  the  same  in  both  low  and  high  phases  of  
the clock.  However,  if  a  data  transition  happens  in  the  
timing window  2,  the  delayed  master  output  (Y)  is  
different  from Mout  in  low  and  high  phases  of  the  clock.  
In  this  case, the warning signal becomes low. However, in 
both the cases, the  FF  samples  the  correct  value.  When  a  
data  transition happens during the timing window 3, the master 
latch output (Mout)  may  enter  into  metastable  state  and  it  
can  resolve to  either  logic  “0”  or  logic  “1”.  Hence,  the  
delayed  master output (Y) may store the present data (D) or the 
previous state of FF. The conceptual timing diagram of the 
proposed warning FF is shown in Fig. 3. 

In  clock  cycle  I,  the  data  transition  happens  early,  
before the  warning  margin.  The  master  latch  samples  the  
correct value. The delayed master latch output (Y) makes a 
transition during the negative half cycle of the clock 
represented as A1. In  this  case,  delayed  master  output  (Y)  is  
the  same  in  both the  low  and  high  phases  of  the  clock.  
Hence,  the  warning generator output is  logic  high  signal. 
The  delay  between  the input  of  FF  (D)  and  the  master  
latch  output  (Mout)  is  the setup  time  of  master  latch.  In  
clock  cycle  II,  data  transition 

 
 

 
 
Fig. 3.    Conceptual  timing diagram  of the proposed warning FF. 
 
 
happens during the warning margin interval, the master latch 
samples the valid data represented as A2. However, the delayed 
master latch output makes transition during the high phase of 
the clock  represented as  A3. In this  case, the delayed master 
output  is  different  in  high  and  low  phases  of  the  clock.  
So, the warning generator output becomes low represented as 
A4. Even the warning signal is flagged, the output of FF is 
always correct represented as A5. So, there is no correction 
overhead with  this  approach.  In  clock  cycle  III,  the  data  
transition happens during the setup time window of the master 
latch. This data  transition  does  not  appear  at  the  output  of  
master  latch represented  as  A6.  Hence,  the  proposed  FF  
does  not  detect data transitions happened during this window. 
Similarly, data transitions during  the  high  phase  of  clock  
will  not  appear  at the master latch output as it is opaque 
during the high phase of the clock. Hence, the proposed FF 
does not suffer from short path problem. The minimum delay 
constraint of the design is given by 
 

Tmin  ≥ thold − tClktoQ                                        (2) 
 

where Tmin  is the minimum combinational path delay, tClktoQ is 
the minimum clock-to-Q delay of the previous stage FF, and 
thold  is the hold time of FF. 

The detectable slack of the proposed warning FF is defined 
as  the  difference between  the  point-of-first-warning (POFW) 
(tW,first) and the point-of-last-warning (tW,last) (refer to Fig. 2). 
Ideally,  the  detectable  slack  is  the  delay  of  buffer,  which  
is used  to  delay  the  master  latch  output.  Hence,  the  
detectable slack is given by 
 

td,slack  = td,buffer                                             (3) 
 

where td,slack  is  the detectable slack  and  td,buffer  is  the delay 
of the buffer. 
 
B. Warning Generator 

The  warning  generator  is  designed  using  the  concept  of 
charge  sharing.  It  requires  only  seven  transistors  to  detect  
a transition during the high phase of the clock. The schematic 
of the warning generator is shown in Fig. 4. The delayed 
master output drives two cascaded-clocked inverters. During 
the low
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Fig. 4.    Schematic  of the warning generator. 
 

TABLE II 

OPERATION OF WARNING GENERATOR 

 
 
 
 
 
 
 
 

phase  of  the  clock,  these  inverters  behave  like  
conventional inverters  and  the  intermediate  node  X  is  
discharged  to  logic zero.  However,  during  the  high  phase  
of  the  clock,  node  X becomes  floating  as  the  transistor  
M1  is  OFF.  The  warning signal  is  at  logic  high  state.  
Whenever  the  input  of  warning generator  is  different  in  
low  and  high  phases  of  the  clock, the  intermediate  node  X  
charges  from  the  nodes  Z1  and  Z2 for   rise   and   fall   data   
transitions,   respectively.   However, the   charged  voltage  at   
intermediate  node  X   is  less   than supply  voltage  for  rise  
and  fall  transition  at  node  Y.  The inverter INV1  should  
treat  the  charged voltage at  node  X  as logic high-input 
voltage. For  this,  the  switching  threshold of inverter  should  
be  less  than  charged  voltage  at  node  X.  The inverter  INV1  
is  skewed  to  change  the  switching  threshold. The switching 
threshold of the inverter is less than half of the supply voltage. 

The operation of the warning generator is given in Table II. 
The  delayed  master  output  (Y)  depends  on  timing  window 
(refer  to  Fig.  2)  in  which  input  data  (D)  transition  
happens. An input data (D) transition may lead to: 1) a 
transition at Y during the low phase of the clock; 2) a transition 
at Y  during the  high  phase  of  the  clock;  and  3)  no  
transition  until  the next low phase of the clock. A transition at 
Y  during the low phase of the clock occurs, if the data (D) 
transition happens in timing window 1. A transition at Y  
during the high phase of the clock occurs, if the data (D) 
transition happens in timing window 2.  For  a  data  transition  
in  timing  windows 3  and  4, no  data  transition  happens  at  
Y  until  the  next  low  phase  of the clock. The detailed 
operation of the warning generator is discussed in Sections II-
B.1–II-B.3. 

1) Data (Y) Transition During Clock Low Phase: If a signal 
transition  at  Y   occurs  during  the  low  phase  of  the  clock, 
the state of the node Y is the same in both low and high phases 
of the clock. So, the intermediate nodes X, Z1, and Z2 do not 
get affected after the rising edge of the clock. When CLK = 0, 
the  intermediate  node  X  is  discharged.  Hence,  the  warning 
signal is high. 

2) Rise Transition (Y) During Clock High Phase:  For a rise 
transition at the input of the warning generator (Y) in the high 
phase  of  clock, the  warning  generator  input is  initially  
logic zero. A logic zero input during the low phase of clock, 
charges the  intermediate  node  Z1  and  discharges  the  
intermediate node Z2. The initial states of nodes X, Z1, and Z2 
are shown in  Fig.  5(a).  The  transistor  M1  is  ON,  during  
the  low  phase of  the  clock.  So,  the  node  X  is  discharged  
to  logic  zero. In  addition,  the  nodes  Z1  and  Z2  are  logic  
high  and  low, respectively.  After  a  rise  transition  at  the  
input  of  warning generator  in  the  positive  half  cycle  of  
clock,  the  states  of nodes  X,  Z1,  and  Z2  are  shown  in  
Fig.  5(b).  In  this  case, the transistor M1 is off. So, the 
intermediate node X is charged through the transistor M2. 
Because of charge sharing between nodes X and Z1, the voltage 
at node X starts increasing toward logic high. If this voltage is 
more than the switching threshold of the inverter, the warning 
signal becomes low. In this way, a rise transition at delayed 
master output is detected. 

3) Fall Transition (Y) During Clock High Phase:  For a fall 
transition  at  Y  in  the  high  phase  of  the  clock,  the  delayed 
master output should be logic high in the negative half cycle of  
the  clock.  The  initial  states  of  nodes  X,  Z1,  and  Z2  are 
shown  in  Fig.  5(c).  The  transistor  M1  is  ON  during  the  
low phase of  the clock, so  the warning signal is  high  during 
this interval. The intermediate nodes Z1 and Z2 are logic low 
and high,  respectively.  After  a  fall  transition  in  the  high  
phase of  the  clock,  the  node  X  is  charged  from  node  Z2  
through transistor M3. This charge sharing leads to a rise 
transition at node  X.  The  output  of  warning  generator  
becomes  low.  The states of nodes X, Z1, and Z2 in the high 
phase of the clock are shown in Fig. 5(d). 
 

III.  CHIP  IMPLEMENTATION DETAILS 

A two-stage pipelined design is  implemented to verify the 
functionality of the proposed warning FF. The internal blocks 
of  the  test  chip  is  shown  in  Fig. 6.  The implemented 
blocks are divided into three sections: 1)  input section; 2)  
pipelined design; and 3) output section. The input section 
consists of a serial-in parallel-out (SIPO) shift register and a 
toggle circuit. The  pipelined  design  section  consists  of  two-
stage  pipelined circuit with the proposed warning FF and an 
AND tree to group the warning signals. The output section 
consists of a parallel-in serial-out (PISO) shift register. 

A 13-bit SIPO shift register is used in the implementation of 
the design. Out of 13 bits, 8 bits for input data of the pipelined 
design, 1 bit for enable signal of the toggle circuit, 2 bits for 
selecting  the  critical  path  delay,  and  2  bits  for  selecting  
the warning margin of the warning FF are assigned. To check 
the functionality of the proposed warning FF on chip, the 
critical path needs to be activated in each clock cycle, which 
can be done by  changing the  inputs  of  the  pipelined design  
using  a toggle circuit. The data  input to  the  design  is  given 
from  an SIPO  shift  register  through  the  toggle  circuit.  
Toggle  circuit has an enable signal. If the enable signal is high, 
the inputs of the design will change in every clock cycle which 
is required to  evaluate  the  warning  FF  in  the  pipelined  
design.  In  this case,  the  input  data  pattern  stored  in  the  
SIPO  register  can be  inverted  in  each  clock  cycle  using  
the  toggle  circuit  and
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Fig. 5.    Operation of warning generator for data transitions  in timing window 2. (a) Before rise transition.  (b) After rise transition.  (c) Before fall transition. (d) 
After fall transition. 

 

 

 
 

Fig. 6.    Details  of chip implementation. 
 

is  provided  to  the  pipelined  design.  As  all  the  paths  in  
the pipelined design  are  made critical  at  the design  time, all  
the paths have 100% activity during run time. 

Each stage of the pipelined design has eight paths which are 
designed using inverter, NAND  and NOR  chains. The proposed 
warning FF is inserted at the end points of all the critical paths. 
The length of the critical path can be modified inside the chip 
using  a  configurable  delay  chains  with  a  4:1  multiplexer  
in the critical path. Hence, this scheme allows operating the 
same design at different clock frequencies. The warning signal 
from all the warning FFs are grouped into a single warning 
signal using an  AND  tree. An inverter converts the  AND-tree 
output to  an  active  high  warning  signal  WARNING  as  the  
warning signal in the FF level is active low. The delay of the 
AND  tree should  be  less  than  the  minimum  pulsewidth  of  
the  warning signal of the proposed FF and is given by 

 

td,AND-tree  = TPW,min                                        (4) 
 

where  td,AND-tree   is  the  delay  of  AND   tree  and  TPW,min   is 
the   minimum   pulsewidth   of   the   warning   signal   of   the 
proposed FF. 

An  8-bit PISO shift register  is used  to  load the outputs of 
the pipelined design. The PISO shift register has two external 
inputs: one is the clock (OSR_CLK) to the shift register and the 
other is a control signal (LDEN) to enable the shift register to 
load from the pipelined design and to shift the data of the shift 
register. If the LDEN is high, the outputs of the pipelined 
design are loaded into PISO shift register in every clock cycle. 

 
 
Fig. 7.    Experimental  setup. 
 
 
If  the LDEN is  low, the stored data of  PISO shift register  is 
serially shifted out in every clock cycle. 
 

IV.  MEASUREMENT RESULTS 

The   experimental   setup   to   measure   the   test   chip   is 
shown   in   Fig.   7   which   shows   a   test   chip   
implemented in  130-nm  CMOS  technology,  mounted  on  
QFN-48  socket, a field-programmable gate array (FPGA) 
board and an oscil- loscope. The SIPO shift register inside the 
chip is programed through  the  FPGA  Board  (ZedBoard)  to  
provide  the  input data.  The  serial  output  of  the  PISO  
register  is  monitored continuously.  In  the  case  of  warning,  
all  the  outputs  of  the design are verified by shifting the PISO 
register. 

The   frequency   of   baseline   or   worst   case   design   
with 

10%  voltage  drop,  a  temperature  of  85  °C,  and  2-sigma 
process  variations  is  obtained  by  using  the  method  of  
[22]. 21
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Fig. 8.    Performance  and power consumption  of the design. 

 
The   frequency  of   the   baseline   design  is   40   MHz   for   
a supply  voltage  of  1  V.  The  conventional  operating  
voltage and   baseline   frequency  of   the   design   are   
represented  as B1  and  B2,  respectively,  in  Fig.  8.  
However,  by  employing the proposed FF in the pipelined 
design with dynamic voltage scaling (DVS), the pipelined 
design can operate at a reduced voltage  represented  as  P1  for  
the  same  performance  which results in 26% savings in the 
power consumption. For dynamic frequency scaling  (DFS),  
the  supply voltage is  kept constant and frequency of the 
design is increased. The pipelined design with  the  proposed  
FF  and  DFS  can  operate  at  an  increased frequency 
represented as P2 which leads to 36% performance 
improvement at a supply voltage of 1 V. This shows the advan- 
tage of using the proposed FF in reducing the timing or voltage 
guard bands. 

 
A. Impact of Supply Voltage Scaling 

Conventionally, the design will operate at a supply voltage 
of  1.2  V  considering  worst  case  margins.  However, the  
pro- posed  warning  FF  can  detect  the  actual  operating  
condition which in turn can reduce the worst case guard bands. 
Initially, the  designs  are  operated  at  a  supply  voltage  of  
1.2  V  with an  operating  frequency  of  50  MHz.  The  
supply  voltage  of the  design  is  reduced  until  the  warning  
signal  is  asserted. The  supply  voltage  for  which  warning  
signal  becomes  high is  defined  as  POFW  voltage.  If  the  
supply  voltage  of  the design is further reduced, the warning 
signal is still high and a  functional error may  occur in  the 
design. A  system  failure is verified by monitoring the outputs 
of the design using PISO shift register. The voltage for which a 
functional failure occurs is  known as  point-of-first-failure 
(POFF)  voltage. The differ- ence between the POFF  and  
POFW  voltages is  the available margin  for  warning.  This  
warning  margin  is  a  function  of number of delay buffers 
used to delay the master latch output of the proposed warning 
FF. 

The  POFW  voltage  is  measured  for  26  chips  by  
reducingthe  supply  voltage  manually  in  steps  of  1  mV  
until  the warning  signal  becomes  high.  As  the  
implemented  test  chip does  not  include  an  adaptive  
controller,  the  supply  voltage is  reduced  manually  while  
monitoring  the  warning  signal. 

 
 

 
 
Fig. 9.    POFW voltage of measured chips. 

However,  an   external  controller   used   in   [15]   or   on-
chip controller  proposed  in  [22]  can  be  employed  to  
change  the voltage or frequency of the design. Fig. 9 shows 
histogram of the POFW voltage for 26 measured chips 
operating at 50 MHz and at a temperature of  25 °C.  It is 
evident from the POFW voltage  of  measured  chips  that  the  
design  can  operate  at reduced supply voltage for a given 
performance compared to a  worst  case  design. For  a  typical  
chip  among  the  measured chips, the supply voltage can be 
reduced to 0.97 from 1.2 V. However,  the  minimum  voltage  
required  for  the  worst  chip among  the  measured  chips  is  
1.015  V.  Among  26  chips,14  chips  can  operate  at  a  
supply  voltage  less  than  0.97  V for the same performance. 
Moreover, the best chip among the measured  chips  requires  a  
supply  voltage  of  0.94  V,  which is 75 mV less than that of 
the worst chip. This reduction in sup- ply voltage results in 
lower power consumption, and it shows the significance of 
warning FF for low-power applications. 

To measure the dynamic power consumption of the design 
(PDesign),   the   following   steps   are   used.   First,   the   
power consumption   of   the   design   along   with   input-
output  (IO) cells  (PD_IO)  is  measured.  Then,  the  power  
consumption of  only  IO  cells  (PIO)  is  measured  by  not  
applying  the clock   to   design.   However,  three   IO   cells   
(clock,   output, and   warning   signals   of   design)   are   
active,   only   when the   design   is   working.   So,   the   
power   consumed   by   IO cells  (PIO)  does  not  include  the  
dynamic  power  of  these three  IO  cells.   So  SPICE   
simulations  are  carried  out  to find  the  dynamic  power  of  
these  IO  cells  (PSIM_IO).  To increase  the  accuracy  in  the  
measurement  of  power  con- sumption,  the  dynamic  power  
of  three  IO  cells  (PSIM_IO) is subtracted. The dynamic power 
consumption of the design is given by 

PDesign  = PD_IO − PIO  − PSIM_IO.                   (5) 

The abovementioned method is used to measure the power 
consumption in this paper as the same supply voltage is con- 
nected for IO cells and the proposed design. The implemented 
design  is  having  a  dedicated  clock  signal.  The  histogram  
of dynamic  power  consumption  of  the  design  for  26  
measured chips  is  shown  in  Fig.  10.  The  chips  are  
operated  at  the POFW to measure the power consumption of 
the design. The maximum power consumed by the design is 
1.35 mW, whereas the  minimum  power  consumed  by  the  
design is 1.20  mW.
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Fig. 10.    Dynamic power consumption of the design at POFW voltage. 

 

 
 
 

Fig. 11.   Comparison of worst, typical, and best chips among the 26 measured 
chips. (a) POFW voltage.  (b) Power consumption. 

 

 
The power consumption of a typical chip among the measured 
chips  is  1.26  mW.  Among  26  measured  chips,  15  chips  
can work with a power consumption less than 1.26 mW. 

The POFW and POFF voltages for three different categories 
of  chips  are  shown  in  Fig.  11(a). The  POFW  voltage  of  
the worst  and  typical  chips,  out  of  measured  chips  is  185  
and230  mV  less  than  the  nominal supply  of  1.2  V,  
respectively. The power consumption of the proposed design 
with DVS is measured  by  operating  the  design  at  a  POFW  
voltage.  For a  typical  chip,  the  power  consumption  is  
reduced  by  36%, whereas for the best chip, the power 
consumption is reduced by 39% using the proposed warning FF 
with DVS. The power consumption  of  three  different  
categories  of  chips  is  shown in Fig. 11(b). 

 
B. Impact of Delay Buffers on POFW Voltage 

In the proposed approach, a tunable delay buffer used in [15] 
is  employed  to  change  the  warning  margin  of  the  
proposed FF. This tunable delay buffer can be used to provide 
different warning  margins  for  varying  process  conditions.  A  
process monitor can be used to detect global process 
conditions. The warning margin of the proposed FF is varied 
using the select lines  of  the  multiplexer.  In  this  case,  a  4:1  
multiplexer  is employed for selecting the warning margin. 

For a select input of 00, the critical path delay is minimum 
and  POFW  occurs  at  a  voltage  of  0.94  V  for  a  typical 
chip. In this case, maximum power savings can be achieved. 
However, the  design  can  tolerate  less  delay  variations as  
the warning margin is small. For a select input of 11, the 
warning margin  is  maximum  and  the  POFW  occurs  at  a  
voltage of 0.97 V for a typical chip. However, in this case, the 
design can  tolerate  large  delay  variations  as  the  warning  
margin  is 

Fig. 12.    Impact of delay buffers on POFW and POFF voltages for a typical 
chip. 

 
maximum.  In  all  the  cases,  the  POFF  voltage  is  the  same, 
as it is determined by the setup time of the FF. Fig. 12 shows 
the POFW and POFF voltages for a typical chip as a function 
of delay buffers. 
 

 
C. Impact of Frequency Scaling 
 

The   frequency   of   baseline   or   worst   case   design   at   
a supply voltage can be obtained by using the method of [22]. 
First,  the  MOF  of  each  chip  is  measured  at  room  tem- 
perature   with   10%   drop   in   the   supply   voltage.   
Second, Gaussian   fitting   of   measured   MOF   of   all   
chips   is   used to   find   the   mean   (μ)   and  standard  
deviation  (σ ).   Then,2-sigma frequency (2σ ) and 5% of the 
mean value are reduced from  the  mean  value  to  account  for  
process  variations  and temperature  margin  of  60  °C,  
respectively.  As  the  design  is measured at room temperature, 
the timing margin to  account for the temperature of 85 °C is 
found by SPICE simulations. It  is  found  from  the  simulation  
results  that  the  performance of the design at a temperature of 
85 °C is degraded by 6.4% and  5%  at  a  supply  voltage  of  
1.05  and  0.9  V,  respectively, compared to performance at 
room temperature (25 °C). For an operating voltage of  1  V,  
the MOF  of  the measured chips at room temperature with 
10% voltage drop is shown in Fig. 13. The  mean  and  
standard  deviation  are  found  to  be  45  and1.7 MHz, 
respectively. The baseline frequency is 40  MHz atan operating 
voltage of 1 V. Similarly, the baseline frequencies for  supply  
voltage  of  0.9,  0.95,  and  1.05  V  are  31,  35,  and44 MHz, 
respectively. 

The  MOF  of  three  categories  of  the  chips  (worst,  
typical, and  best)  is  shown  in  Fig.  14.  Out  of  26  
measured  chips, the chip which flags a warning signal for the 
lowest frequency at  a  fixed  voltage  is  treated  as  the  worst  
chip.  Similarly, the chip which flags a warning signal for the 
highest frequency at  a  fixed  voltage  is  treated  as  the  best  
chip.  The  best  chip can perform 23% better than a worst chip 
at a supply voltage of  0.9  V.  The  same  chip  can  perform  
14%  better  than  a worst  chip  at  a  supply  voltage  of  1.05  
V.  This  shows  the advantage of  using warning FF  at lower  
supply voltage. The proposed  warning  FF  can  improve  the  
performance  of  the design  by  44%  and  31%  compared  to  
baseline  design  at  a supply  voltage of  0.9  and  1.05 V,  
respectively, under  typical operating conditions.
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Fig.  13.     Performance  of  measured  chips  at  a  supply  voltage  of  1  V  
with 
10% voltage drop. 

 

 
 

Fig. 14.    Performance improvement of worst, typical, and best chips at room 
temperature. 

 
V.  SIMULATION RESULTS 

Section IV discussed the advantages of using the proposed 
warning FF.  The implementation details of warning FF,  such 
as  the  maximum charged voltage (MCV)  at  the  intermediate 
node, and sizing of the transistors in the warning generator are 
discussed  in  this  section. Moreover, the  FF-level comparison 
is  discussed  to  quantify area and power savings with  respect 
to  the  warning  FFs  available  in  the  literature.  The  
proposed FF  is  implemented  in  industrial  130-nm  CMOS  
technology. Postlayout simulations on parasitic extracted netlist 
have been carried out using HSPICE. 

 
A. Warning Generator 

The warning generator (refer to Fig. 4) is designed using the 
concept of charge sharing. The MCV at node X of the warning 
generator and  switching  threshold of  the skewed  inverter are 
critical  factors  for  the  proper  functionality  of  warning  FF. 
To verify the MCV at node X for data transitions at the input of 
warning generator, 10 000 Monte Carlo simulations have been 
performed with 3-sigma process variation for a supply voltage 
range  0.7–1.2  V  at  a  temperature  of  25  °C.  The  minimum 
value  of  MCV  is  used  to  determine  the  switching  
threshold of  the  skewed  inverter  INV1  (refer  to  Fig.  4).  
The  MCV  at node X and switching threshold of the skewed 
inverter (INV1) are shown in Fig. 15. 

Postlayout  simulations  on  parasitic  extracted  netlist  have 
been  carried  out  to  verify  the  operation  of  the  proposed 

 

 
Fig. 15.    MCV at node X  of warning  generator. 
 

 
 
Fig. 16.    Timing diagram of the warning  generator. 

 
warning generator. Fig. 16 shows the timing diagram of CLKB 
(inverted  clock),  input  of  warning  generator  (Y),  warning 
signal,  intermediate  nodes  X,  Z1,  and  Z2  for  rise  and  fall 
transitions.  For  both  rise  or  fall  transitions  at  node  Y,  
when CLKB  =  0,  the  intermediate  node  X  is  charged  to  
voltage greater  than  half  of  the  supply  voltage. For  a  rise  
transition, the intermediate node Z1 is discharged to 
intermediate value, which  charges  the  node  X  and  the  node  
Z2  is  charged  to supply  voltage.  Similarly,  in  the  case  of  
fall  transition,  node Z2  is  discharged to  an  intermediate 
value  which  charges the node  X  and  node  Z1  is  charged  to  
supply  voltage.  In  both cases,  the  warning  signal  is  active  
low  pulse.  The  delay  of the warning generator is increased 
by 5× at a supply voltage of 0.7 V compared to the delay of 
warning generator at 1.2 V. The variability of the delay of 
warning generator is 8.7% and 
32%  at  supply  voltages  of  1.2  and  0.7  V,  respectively,  
with 
3-sigma process variations (including both within-die variation 
and die-to-die variation). 
 

 
B. Flip-Flop-Level Comparison 

To  quantify  the  area  and  power  savings  of  the  proposed 
warning  FF  compared  to  existing  FFs,  the  canary  FF  [11], 
warning  detection  sequential  [15],  in  situ  monitor  [20],  
and pulse-based  timing  error  predictor  [18]  are  
implemented  in industrial  130-nm  CMOS  technology.  The   
comparison  of different warning FFs is given in Table III. 

1) Area:   The  proposed  warning  FF  requires  1.95×  area 
compared to  the conventional FF.  However, the  proposed FF
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TABLE III 

COMPARISON OF WARNING FFs 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

occupies  30%  less  area  compared  to  [18].  This  area  
savings are due to the requirement of less transistors to 
implement the warning  generator.  Moreover,  the  approach  
in  [18]  requires two  delay  buffers, one  for  warning  margin  
and  the  other  for transition  detection  unlike  the  proposed  
warning  FF  which requires  only  one  delay  buffer  to  
provide  warning  margin. The area of canary FF [11], warning 
detection sequential [15], in situ monitors [20] and pulse-based 
predictor [18] is 3.45×, 
3.1×,   3×,   and   2.81×,   respectively,  compared  to   that   of 
conventional FF as given in the second row of Table III. The 
large  area  overhead  in  [11]  and  [20]  is  due  to  the  usage  
of double-sampling  architecture.  Moreover,  the  canary  FF  
[11] requires  extra  delay  buffers  to  account  for  the  setup  
time  of the main FF as it monitors at the input of FF. 

2) Average  Power:   The  proposed  warning  FF  consumes 
1.57× more power compared to the conventional FF. However, 
the  proposed  FF  consumes  27%  less  power  compared  to 
the  pulse-based  timing  error  predictor  [18]  with  50%  data 
activity at an operating frequency of 250 MHz. The reduction 
in  power  consumption  is  due  to  the  less  number  of  the 
transistors  in  the  warning  generator.  Moreover,  clock  
power of  the  proposed  warning  FF  is  just  1.16×  to  that  of  
the conventional  FF  with  0%  data  activity.  However,  
Canary FF  [11]  and in  situ  monitor [20] consume 2.14× and  
2.13× more  power,  respectively,  compared  to  the  
conventional  FF with  0%  data  activity.  This  increased  
power  consumption in  [11]  and  [20]  is  due  to  the  usage  
of  more  number  of clocked transistors in the double-sampling 
architectures. In the proposed  warning  FF,  the  power  
consumption  is  more  with the warning signal asserted 
compared to no warning condition. However, Canary FF 
consumes less power with warning signal asserted  because  of  
the  reduced  data  activity  at  shadow  FF compared  to  no  
warning  condition.  The  power  consumption due  to  the  
warning  window  generator  of  [15]  is  not  taken into  
account  for  the  comparison  as  it  can  be  shared  among 
warning FFs. 

3) Peak  Power:   The  peak  power  of  the  proposed  FF  is 
measured  for  different  data  to  clock  durations.  When  the 
data  transition  happens  during  the  warning  margin  
window, the peak power is higher compared to peak power due 
to a data 

TABLE IV 

POWER SAVINGS OF ISCAS89 BENCHMARK CIRCUITS 

 
 
 
 
 
 
transition before the warning margin window. The peak power 
of the different FFs is given in Table III. The double-sampling 
techniques  [11],  [20]  consume  higher  peak  power  
compared to  transition  detection  approaches  [15],  [18].  The  
proposed FF consumes minimum peak power, out of the 
compared FFs, when the warning signal is flagged. When there 
is no warning signal,  the  proposed  FF  consumes  14%  extra  
peak  power compared  to  the  conventional  DFF.  The  
warning  detection sequential  of  [15]  consumes  12%  extra  
power  compared  to the conventional DFF. 
 
 
C. ISCAS89 Benchmark Circuits 
 

The ISCAS89 benchmark circuits [27] are implemented to 
operate under worst case conditions with slow process corner, 
125  °C  temperature,  and  10%  drop  in  the  supply  voltage. 
The  critical  paths  with  slack  less  than  20%  of  time  period 
are monitored with proposed FFs. The replacement rate is the 
ratio of number of proposed warning FFs to the total number of  
FFs  in  the  design.  Initially,  the  designs  are  simulated using  
a  gate-level  simulator  (Synopsys  VCS)  under  typical 
operating conditions with  a nominal supply voltage of 1.2 V at  
a  temperature  of  25  °C.  The  timing  libraries  for  different 
supply  voltages  are  created  using  Cadence  Liberate.  The 
supply voltage of the design is reduced in steps of 20 mV until 
a  warning  signal  is  flagged. The  POFW  voltage  is  found  
by simulations for each design. From the simulation results, it 
is evident that by using the proposed FF, the designs can 
operate at  reduced  voltage  under  typical  conditions.  Power  
savings up  to  22%  can  be  obtained  by  employing  the  
proposed  FF in ISCAS89 benchmark circuits. The power 
savings obtained using  the  proposed  FF  in  ISCAS89  
benchmark  circuits  are given in Table IV.
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VI.  CONCLUSION 
 

DVS and DFS with timing error monitors have become an 
effective  way  to  reduce  the  worst  case  timing  guard  
bands. This  paper  presented  a  low  overhead  warning  FF,  
which monitors delayed master latch output to predict the 
timing vio- lations. The proposed warning FF consumes 27% 
less power at  50%  activity  factor  and  requires  30%  less  
area  compared to the timing error predictors available in the 
literature. A test chip  is  fabricated in  industrial 130-nm 
CMOS  technology to verify the effectiveness of the proposed 
warning FF in reducing the timing margin. Measurement of the 
test chip demonstrates that  a  design  with  the  proposed  
warning  FF  can  operate  at 
44%  and  31%  higher  clock  frequency  at  a  supply  voltage 
of  0.9  and  1.05  V,  respectively,  compared  to  the  
traditional worst  case  design  in  typical  conditions.  For  a  
typical  chip, the power consumption can be reduced by 36% 
compared to the conventional worst case design. 
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Abstract— This project deals with reducing the dynamic power 

in streaming applications by using clock-gating. Streaming 

applications consists of broad class of computing algorithms used 

in areas such as cryptography, digital media coding 

,communications, signal processing, video analytics , network 

routing etc.,. The power saving can be gained by selectively turning 

off or switching off parts of the circuit when they are temporarily 

inactive. So, that the switching state power can be reduced. In this 

the clock gating methodology is introduced in dataflow designs that 

are automatically included in the synthesis stage of the high level 

dataflow design flow.  This concept describes an approach for 

developing energy optimized run-time reconfigurable design which 

is a benefit from clock gating. For this, FPGAs are highly desirable 

due to its reconfigurable (or) re-programmable nature, flexibility. 

It uses  clock gating strategy for reducing  dynamic power. The 

main aim of this project is to reduce dynamic power dissipation 

without much affecting performance and the experimental results 

also show that the applications synthesized on FPGA platforms 

shows that power reductions can be achieved with no loss in data 

throughput. By using this approach we can achieve low power , 

delay, area and low noise levels.  

 

Index Terms— Clock-gating, data flow , dynamic power, high 

level synthesis 

 

 

I. INTRODUCTION 

 

In general, power consumption is one of the major 

challenges in VLSI design performance. For a silicon device 

there are two components of power dissipation. They are static 

power dissipation and dynamic power dissipation. Static 

power dissipation is due to the leakage current produced 

within the transistor and by the ambient temperature. Dynamic  

 

 Dynamic power consumption can contribute upto 50% of 

the total power consumption. Inorder to reduce unwanted 

power dissipation additional circuit is added into the design 

that effectively clocks the gate. Power dissipation increases 

linearly with frequency due to highly influence of parasitic 

capacitances. To counteract this effect, ASIC designers have 

employed clock gating from past few years[1],[2],[3]. Clock 

gating is nothing but a power saving feature used in 

semiconductor devices which enables switching off or turning 

off circuits. Many silicon devices use clock gating to switch 

off controllers, parts of processor, bridges and buses inorder to 

reduces the power dissipation. 
 

 

power dissipation is due to switching of transistors and by 

losses of charges being moved along wires. 

 

Reducing power has also another benefits. They are it 

needs less stringent to cool the device, improved life of 

device or battery and low power costs. Due to these reasons, 

the power also frequently affects the choice of computing 

platform right at outset. For instance, Field-Programmable 

Gate Array (FPGA) imply higher power dissipation per logic 

unit by comparing with ASIC. This paper shows the impact of 

chosen technology on the architecture, but do not describe 

how to reduce the power at abstraction level of the design. 

  

The major difference between FPGA and ASIC is ASIC is 

fixed implementation, that means these are pre-defined for a 

specific task, where as FPGA can be reprogrammed ON- site. 

FPGA eliminates non- recurring Engineering costs and 

thereby reduces time to market. Therefore FPGAs are highly 

desirable to implement digital systems due to their 

programmability , low end product life cycle, flexibility and 

all these makes ideal for small and medium applications. 

FPGAs are slower and less efficient due to added circuitry that 

is used to make flexible when compared to fixed 

implementation(ASIC). 

 

Dynamic dataflow designs, for instance the RVC- CAL 

language possess interesting properties that are used for 

reducing the power without affecting the behavioral 

characteristics and the construction of the application. In 

RVC- CAL language, every actor can execute the processing 

tasks, executions may be disabled by the input blocking reads 

and communication between the actors can occur only by the 

order of storing lossless queue. As a result, an actor may be 

stopped for a period of time if its processing tasks are idle(or) 

output buffers (queues) are full without affecting overall 

throughput and semantical behavior of the design.  

 

 

II.  RELATED WORK & METHODOLOGY 

 

In this paper, the work and methodology described below 

are based on Xilinx FPGA, which can be used to support the 

other architectures. A system which works or process on 

continues stream of bits is said to be streaming application. 

Cryptography, digital media coding, network routing, video 

analytics etc., are the examples. In clock gating scheme(CG), 
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the clock is given to those modules that are working at that 

instant. This clock-gating support the adding of additional 

logic to the existing synchronous circuit inorder to prune the 

clock tree, thereby disabling the portions of the circuit that are 

not in use. In an architecture, the additional device is called 

clocking circuit which is inserted before the data path unit 

which provides the clock inputs for working or active modules 

only. Hence it reduces dynamic power. 

  

Related to our work, S.C Brunet, E. Bezati, C. Alberti M. 

Mattavelli, E. Amaldi, and J.W.Janneck proposed a multiple 

clock, domain-design methodology inorder to reduce the 

power consumption of dataflow programs. Their design 

motive was to optimize the mapping of the application along 

with meeting the desired design requirements. The 

optimization is gained by assigning optimized clock frequency 

to reduce power consumption. 

 

Present FPGA support various clock-gating strategies and 

every manufacturer creates its own IP [5] for managing these 

approaches. The methodology explained here is based on 

primitives used specific to Xilinx FPGA architectures. 

Anyway these are modified inorder to support other FPGA 

vendor primitives. 

  

The execution of a dataflow program contains a series of 

action firings [2],[6], which can be correlated to one another in 

a graph-based representation using an approach called 

Execution Trace Graphing (ETG). In this graph each node 

represents an action firing and directed arcs represent data (or) 

control dependency between two various action firings. ETG 

is a directed and acyclic graph. 

 

 By using weighted ETG more optimized buffer size can be 

gained [8],[9],[10]. In this graph, each firing action is 

represented with its timing information, hence transform it 

into weighted graph. It consists of two parts 

 

A. Clock-gating strategy 

B. Clock enabling circuit 

 

 

A. Clock – gating strategy: 

 

The following fig.1 shows the clock gating scheme or 

strategy. The blocks it contains mainly queue, clock enabling 

circuit and actor. Actor will be chosen based on the 

application taken. In this the clock enabling circuit controls 

the clock of the actor. Whenever the output buffer of the block 

becomes full then the clock should be turned off inorder to 

show that the block is in idle state. Switching off the block 

does not show any effect on the throughput because it is in 

idle state, there by reduces the power dissipation. 

 

 
 

Figure.1  Clock Gating Strategy 

 

 

Generally RVC-CAL dataflow designs are used for the 

behavior description, that can be applied to systems that 

represent execution of process that communicate with 

asynchronous FIFO buffers. Here the queue blocks should 

have lossless communication when the actor is clock gated 

with asynchronous buffers and the design will have different 

input clock domains. 

 

In the figure shown each queue will have two clocks as 

inputs, CLKW and CLKR. CLKW is for taking data and 

CLKR is for producing data. And there are two output ports 

for the queue. They are Almost Full(AF) and Full (F). From 

the queue1, the data is given as input to the actor and from the 

actor the output data is collected by queue2, from this queue2 

is readout. When the output of the actor is full, then queue1 

will be stopped. To the queue1 the enabling circuit will 

provide the clock, which will turn off the actor when it is full, 

hence saving the power. From the fig.1 shown above, the input 

to the actor is connected to the clock enabling circuit. The 

clock buffer BUFGCE input clock should be connected to a 

flip flop to achieve glitch-free clock gating [7]. 

 

B. Clock enabling circuit: 

 

 

 

 
 

Figure.2 Clock enabling circuit implemented as Finite 

State Machine 

 

The clock enabling circuit is shown in above fig.2. The 

shown fig. is implemented as a finite state machine (FSM). 
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FSM is having a clock, a reset, input Full(F), input Almost 

Full (AF) and an output enable (EN). The Almost Full AF 

input becomes active high only when there is one space left to 

full in its FIFO queue [5]. The above shown FSM has 5 states. 

 

  

S= {INIT , SPACE , AFULL_DISABLE , FULL , AFULL 

ENABLE } 

 

The clock-enabling controller circuit starts with INIT state 

and maintains the ENABLE EN output at active HIGH until F 

and AF become active LOW. The active high ENABLE EN is 

maintained during SPACE state. As soon as a queue becomes 

full, the state will change to AFULL_DISABLE. Here the 

queue gets disable. In this case, EN output becomes active 

LOW. 

 

An approach is used in this state as BUFGCE a  clock 

buffer disables the output clock from high-to-low level edge. 

The enable clock entering BUFGCE must be synchronised to 

input clock. When a token is taken from the queue, it goes to 

the AFULL_ENABLE and activates the clock. Then based on 

the output of buffer Full F (or) Almost Full AF , the state 

changes to Full (or)  to SPACE state. 

 

The user can choose the actor to be clock gated by using 

mapping configuration. For this, an attribute is given to each 

actor. The outputs of FIFO queues F and AF are connected to 

the clock enable controller circuit , if an actor is selected for 

clock- gating. Output of the queues can be connected directly 

to a queue (or) through fanout. In the first case, actor output is 

directly connected to queue without fanout. In the second case, 

the controller results are connected to other port. In this case 

one of the fanouts in the queue is full and the fanout should 

command the actor , but not to produce a token. 

 

 

III. EXPERIMENTAL  RESULTS 

 

This section gives the power reduction gain of the 

previously mentioned methodology, which is evaluated by 

applying it to a video decoder design. There are many RVC-

CAL applications for dataflow programs [11]. INTRA 

MPEG4 simple profile decoder is one of the applications. Due 

to the limitation of number of clock buffers in Xilinx FPGA 

the design selected was redesigned to result in 32 actors. 

 

MPEG4 video coding is characterized by its scalability and 

high flexibility. It is a method of compression of audio and the 

visual digital data. Here the Intra MPEG 4 Simple Profile (SP) 

description consists of 32 actors. It is a 4:2:0 decoder consists 

of 8 blocks. Out of these blocks, 4 blocks are luminance (Y) 

and the other are chrominance U and V, for each two blocks. 

The parser block contains the bitstream and variable length 

decoding process, in which U, V and Y are used for texture 

implements (Tex Y, U,V). The texture decoding consists of 

variable length coding (VLC), inverse scan test of DCT, 

inverse quantization, inverse DCT. Whereas, MOT Y, U, V 

are used to realize the motion compensation stage. Due to the 

nature of experiments, the MOT stage consists of only one 

residual error actor. For each queue in the decoder, the 

minimum queue size is determined [4] by using TURNUS 

profiler. 

 

 For hardware experiment and evaluation, VC707 FPGA kit 

was used. The code was generated by xronos and was 

synthesized by Xilinx XST synthesizer. Inorder to produce a 

netlist, synthesis, routing and placing were applied. The final 

netlist generated was simulated inorder to extract the 

Switching Activity Information File(SAIF) of the design. 

After that, the Xilinx power analyzer was used to get power 

consumed by using design constraints, design netlist and SAIF 

inputs also. 

The following Table I shows the synthesis results of Intra 

MPEG4 SP decoder with and without clock-gating.  

 

 

Logic utilization Non clock 

gated 

Clock 

gated 

Available 

Slices 

DSPs 

BRAMs 

LUTs 

Max freq. 

9214 

18 

7 

21499 

109 

12776 

18 

7 

25126 

109 

607200 

2850 

1030 

303600 

- 

 

 

Table I : Synthesis results with and without clock-gating 

 

A safe option when finalizing your figures is to strip out the 

fonts before you save the files, creating “outline” type. This 

converts fonts to artwork what will appear uniformly on any 

screen. 
 

The above table I shows that clock gated decoder use more 

slices than non-clock gated. Here the clock gating needs only 

15% more than LUTs. A 50 MHz clock is given as synthesis 

constraint. The Table II shown below gives the power 

consumption of Clock Gating strategy. In this, two tests are 

considered. Clock gating enabled and disabled [5], when 

decoding at maximum output. 

 

Clock gating Disabled(mW) Enabled(mW) 

Actors clock 58 43 

Logic  

Signals 

Clocks 

leakage 

25 

42 

94 

242 

24 

41 

80 

242 

total 403 387 

  

Table II : power consumption when clock gating enabled 

and disabled 
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From Table II, the actor clocks show only the power 

consumption of the actor. Where as, the clock will consist of 

50 MHz clock net enabling of clock nets. As a result, the actor 

clocks consume 26% less power due to clock gating and due 

to decoder running at high speed, the activation rate of signals 

and logic result in decrease of 4% in total power.  

 

As from Table I, the maximum decoder output rate is 350 

frames/second, for QCIF image of 176x144 pixels. Here the 

decoder is throttled, such that to decode only 30 

images/second for two resolutions. They are CIF(384 x 288 

pixels ) and QCIF. 

 

The following fig.4 shows (a) the actor power consumption 

and (b) shows activation rate of actor for each actor clock. The 

activation rate shows that some of them has an activation rate 

less than 10%. From this, the power consumption on clocks 

has reduced by 53.7% for QCIF and 47.6% for CIF resolution. 

The decoder consumes 54mW less for CIF resolution and 

59mW less for QCIF resolution when compared to overall 

power consumption. From 31 actors, 15 will be always ON, 

this implies that the 15 actors will never fill up their output. 

Further, the actors which are not needed for this methodology 

should find out and eliminate the installation of unwanted 

additional logic. 

 

In the case of power saving efficiency and bandwidth, the 

decoder will be throttled from 0 to 90% [5] by simulating 

channel with different consumption rates. It is a case where 

clock gating is applied for a general application. It is shown in 

fig.3 below. 

 

 

  
 

 

Figure.3 power consumption of clocks, signals, logic and 

total dynamic power consumption of INTRA MPEG4 SP 

decoder 

 

From the figure shown above, it is depicted that the total 

dynamic power has reduced from 145mW to 106mW, a total 

reduction of 27% power.  

The dynamic power of clock gating has been reduced by 

34% when compared to non-clock gating. From fig.4 it is 

shown that, the 15 actors data has been removed due to their 

activation rate being higher than 99%. 

 

 

 

 

. 

Figure. 4(a) Actor clock power consumption 

 

 

 
 

Figure.4(b) Actor clock activation rate 

 

The clock activation rates of actors will be decreased with 

increase of throttle(except for two cases par_splitter_QP_clk 

& tex_Y_DCR_addr_clk where power increased slightly). 

Here, the decoder used is [5] YUV 420. When the power 

reaches 60%, the chrominance decoding remain active where 

as, the decoder throttles luminance. It is also occurred during a 

behavioral simulation in ModelSim. 
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IV. CONCLUSION 

 

This clock-gating (CG) methodology can be applied to any 

application inorder to reduce power consumption and reduces 

the effort during design process at dataflow level. The clock 

gating(CG) logic is introduced at synthesis stage of HLS 

design flow. The important component in clock gating is clock 

enable controller, which is used to give the additional clock.          

The results show that, when the main block is inactive due to 

the disabled clock it reduces the switching power. This 

methodology is very useful where the power dissipation is 

major challenge.  

 

 This method is a simple and effective method inorder to 

recover power from an idle state. Further developments are 

necessary inorder to develop the tools used for complex 

applications onto the limited number of clock domains for 

more implementations. 
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Abstract 
 

In this work the authors propose a data coding 

protocol that leads to power reduction for block data 

transfer in off-chip buses. I/O pads driving off-chip 

buses contribute to a major portion of power 

dissipation in chips. Also, block data transfer is 

preferred in most systems like caches, DMA etc. In this 

proposed work, the prior knowledge of the block of 

data to be transmitted, when it is stored in the buffer, 

is exploited in a serial fashion to reduce transitions on 

every bus line. Statistical analysis shows up to 31.9% 

reduction in transitions. Benchmark results show that 

it leads to 29% reduction in power consumption. The 

technique provides added error detection on the lines 

of parity bit technique, with similar average error 

detection capability. 

 

1. Introduction 
 

Increased integration and higher operating 

frequencies compound the problem of power 

dissipation in VLSI chips. One of the main 

contributors to power consumption is switching 

activity on the high-capacitance lines of an 

interconnection system, especially off-chip buses. 

Buses constitute an important resource for addressing 

and data transfer in the implementation of most 

electronic systems. The fact that the power consumed 

at the I/O pads accounts for a significant fraction of the 

total power consumed in VLSI systems has been 

independently established by many researchers [1-3]. 

Error detection is also of equal importance, as buses 

are more prone to error due to temperature variations, 

interference from neighboring sources, and ageing etc. 

Thus a low power data coding scheme supporting error 

detection is desired. Existing techniques make use of 

the data as it is placed on to the bus. This leads to a 

delay which can severely affect the operating 

frequency of the circuit. The proposed encoding 

technique, which is based on serial transition 

inversion, works on blocks of data for power reduction 

in off-chip buses. Numerous bus transmission 

protocols deal with blocks of data rather than 

individual data words. This is evident in DMA 

transfers and cache lines which are widely used in 

computer systems. In block data transfer the latency in 

data coding can be hidden since the block will be 

transmitted only after it is filled up. This brings the 

pipeline approach to the coding technique. Since Off- 

chip buses consume more power, keeping the encoding 

circuitry before the I/O pad reduces power consumed 

by it. The proposed technique is also called transition 

inversion in the following sections 

 

2. Related work 
 

One of the most often cited encoding methods is the 

bus-invert method [1]. Bus-invert selects between the 

original and the inverted pattern in a way that 

minimizes the switching activity on the bus. The 

resulting patterns together with an extra bus line (to 

notify whether the address or its complement has been 

sent) are signaled over the bus. Musoll et al. proposed 

the working zone method [3]. Their method takes 

advantage of the fact that data accesses tend to remain 

in a small set of working zones. Other encoding 

techniques include Asymptotic Zero-Transition 

Encoding [2], Gray coding (mostly for addresses), and 

other application specific encoding techniques [9,10]. 

Most of the existent techniques make use of the 

repeating patterns in address buses to reduce address 

bus transitions [6,8,9]. Frequent Value encoding (FVE) 

is another technique proposed in [13] also results in a 

significant reduction in transitions, but has not been 

considered here, due to the overhead involved. 

There is no existent literature on bus coding 

methodologies for block data transfer, other than Serial 

Bus Invert [14], which encodes blocks of data rather 

than individual data words. Also a transition inversion 
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based encoding technique [12] was developed for 

serial buses that serve as a basis for the proposed 

technique. The technique proposed in this work is 

compared with Serial Bus Invert, serial gray coding 

[15], and transition signaling [11], which is the reverse 

of gray coding. The last technique mentioned is similar 

to the algorithm proposed by us, but differs in the 

decision making process. 

 

3. Proposed technique 
In block data transfer, data is generally loaded 

onto a buffer and then is put on the bus. Each line in 

the bus is a serial line that will transmit one particular 

bit position of all data words that are put on the bus. 

Before transmission, the number of transitions on a 

line is counted. This can be done by a simple XOR 

gate between consecutive bits and counting the number 

of ‘1’s. If the number of transitions is more than half 

the number of data words, the transitions states 

between the bits can be inverted. Each transition is 

made as a non-transition and vice versa. If not, the bit 

stream is transmitted as such. In case transition 

inversion is needed, the scheme operates by observing 

the transition states between any 2 bits and setting the 

encoded second bit to be the same as the previous 

encoded bit if there is a transition. If there is no 

transition, the previous encoded bit is inverted. The 

decision bit signifying transition inversion is 

transmitted before transmitting the encoded data. This 

has to be done on all lines. Since the data is sent as a 

block, the extra bit on each line will signal for all the 

data words. 

The transitions in the bit stream, transmitted 

on a line, can be reduced by the aforementioned 

scheme. Each line is processed independent of each 

other. If there is a need for transition inversion, then 

the following steps are followed to obtain encoded 

data. Let the data bit that is to be transmitted next be bd 

and previous data bit be bdp. The previous transmitted 

bit is btp. The next transmitted bit will be 

bt = btp if bd ≠ bdp 
= !btp if bd = bdp 

stream 10101011, the number of transitions is 6. Thus 

this stream is to be modified according to the algorithm 

described above. The first bit is transmitted as such, 

without any change. This is described in Table 1. The 

encoded data has only one transition. 

Table 1: Sample coding process 
Key: NT – No Transition, T – Transition, NC-No Change 

 

Bit No. 1 2 3 4 5 6 7 8 

Bit stream 1 0 1 0 1 0 1 1 

Transition State N 

C 

T T T T T T N 

T 

Encode state N 

C 

N 

T 

N 

T 

N 

T 

N 

T 

N 

T 

N 

T 

T 

Encoded Bit 

stream 

1 1 1 1 1 1 1 0 

Decode state N 

C 

T T T T T T N 

T 

Decoded bit 

stream 

1 0 1 0 1 0 1 1 

 

A. Statistical Analysis of the Algorithm 
A statistical analysis of the serial transition 

inversion (STI) algorithm has been carried out in two 

independent methods taking buffer depths of 8, 16, 32, 

and 64. The first analysis considers all combinations of 

the word and determines the original and modified 

transitions in the datasets. It is essentially a brute force 

approach. The data considered was a uniform 

distribution of all possible data patterns that is likely to 

be transmitted over the bus. For example, considering 

a buffer depth of 8, the number of possible data 

patterns of one bit stream is 256. The number of 

transitions in these data patterns was calculated along 

with the number of transitions in the data pattern after 

being modified, using the proposed algorithm. The 

second analysis was an analytical one. For an N-bit 

system, where the transitions are taken between the 

consecutive bits, maximum of (N-1) transitions are 

possible in the bit stream. Number of possibilities of ‘i’ 

transitions= (N-1)Ci. Let Torg and Tmod be the number of 

transitions in the original data patterns and the number 

of transitions in the modified data patterns 

respectively. These entities can be calculated as 

follows:      Total      number      of      transitions   Torg 

In receiver the reverse logic needs to be 

applied. When the bit stream has been signaled as 

modified, then the following steps are followed to 

       
N −1

((
 

i=0 

−1)C  *i ) (1) 

decode data. The previous and current received bits are 

assumed to be ‘brp’ and ‘br’ respectively. The 

previous decoded bit is assumed to be bdp. The 

current received bit will be 
bd = bdp if brp ≠ br 

Transition inversion is done when the number 

of transition is more than or equal to N/2. The number 

of transitions in the modified data will be (N-1-i) for 

‘i’ transitions in the original data. 
N 

= !bdp if brp = br Tmod = −1 

2  ( )     N −1 ( ) ( )  (2) 
 N − 1 C * 2 * i  +  N − 1 C * 2 * N − 1 − i  

The encoding and decoding is done on the fly, 

to reduce performance losses. For example in the bit 

i =0  i  i =
 N  i  

2 

N 
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The average reduction can be calculated by 

taking the difference between the number of transitions 

in the modified data patterns, given by equation (2) 

and unmodified data patterns, given by equation (1). 

The reduction figures would be smaller if the decision 

bit is also considered. The results obtained by both the 

methods agree with each other and are shown in Table 

2. 

Table 2: Statistical Percentage Reduction 
 

Word Length 8 Bits 16 Bits 32 bits 64 bits 

% Reduction 
in transitions 

31.25 20.95 13.54 9.78 

 
B. Power Analysis of the Algorithm 

The overall power reduction consists of the power 

reduction achieved by the transition reduction minus 

the power consumed by the extra circuitry. 

Unmodified dynamic power consumed by I/O pads is 

given by 

variation of this parameter with word length is shown 

in Figure 1. Bus invert leads to a reduction in 

bandwidth since it poses a delay in putting the encoded 

data. By following a depth based approach where most 

delays are hidden, bandwidth need not be reduced. 

 
D. Error Detection Analysis of the Algorithm 

The proposed algorithm’s propensity towards 

reducing the number of transitions can be used for 

detecting errors. This can be done by determining if 

the number of transitions in the received bitstream is 

more than half the bitstream length. If this count is 

more than half the bitstream length, the incoming data 

is incorrect. The proposed technique is compared with 

parity bit technique, as both have similar overhead i.e. 

addition of one bit to the bitstream. The parity bit 

detects all odd bit errors, but misses even bit flips, 

whereas, transition inversion can detect a certain 

percentage of any number of bit errors. Error analysis 

has been done by considering all combinations of the 

porg = 
1 

2 
Vdd 

CT f 
 

(3) 

given word length that are transmitted over the bus. 

For transition inversion coding, the possible 

combinations of the word are those in which the 

Where, Vdd, f, Ct, α represent drain voltage, 

frequency of operation, line capacitance, switching 

activity respectively. If the power dissipation of the 

extra circuitry required for the coding process is taken 

into account then the equation given above has two 

extra terms on the right hand side, the encoder and 

decoder power dissipation respectively. 

 

C. Performance Analysis of the Algorithm 
The transition inversion algorithm needs an extra 

bit to be transmitted before the start of the block of 

data on all lines. This leads to a decrease in bandwidth 

utilization. For a system with buffer depth of 8, 9 bits 

are transmitted on one line. Therefore a frequency 

increase of 9/8 will be needed to maintain the same 

bandwidth utilization. The corresponding power 

consumed by I/O pads will increase linearly. 

 

 

 

 

 

 

 
Figure 1: Effects of frequency scaling with word 

length 

A performance metric is defined to take into account 

the scaling of the frequency and the reduction in 

transitions, and is calculated as their product. The 

number of transitions is less than 4. All the 

combinations of bit errors right from one bit error to 8 

bit errors have been checked for both the proposed 

technique and parity bit technique. The result of this 

analysis is shown in Table 3. 

Table 3: Error Detection Analysis 
 

No. of Bit 

errors 

% of errors detected 

Parity 

Coding 

Proposed Technique 

1 100 31.25 

2 0 44.64 

3 100 52.68 

4 0 55.71 

5 100 52.68 

6 0 44.64 

7 100 31.25 

8 0 0 

If all the bits are in error, then neither technique can 

detect the error, as in the proposed technique if all bits 

are flipped, the number of transitions remains the 

same. Calculation of statistical averages over the entire 

range of bit errors shows that the proposed technique 

and parity bit technique both have the same value of 

50.2%. The average is calculated as the ratio of total 

number of errors detected to the total number of errors 

possible on the line. Thus the proposed technique can 

be used as a hint to upper layers of communication that 

an error has occurred since it cannot reliably detect all 

errors. 
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4. Implementation strategies 
In most block systems, the data buffer is 

present just before the transmission part. The core 

logic puts the data inside the buffer from one side and 

the transmission happens from the other side. 
 

 

Figure 2: High Level Architecture 

The transition counting happens when the 

data is being filled up in the buffer. The transition 

inversion decision is made depending on the count of 

the transitions and encoding done based on it. The bit 

stream is encoded on the fly as the data is put on the 

bus, as shown in Figure 2. In the receiver the decoder 

has to decode the incoming bit stream and recover the 

original data. 

A. Decision Circuit and Encoder 
The decision circuit is a simple XOR gate 

between consecutive bits of the input bit stream as 

shown in Figure 3. The counter needs to count only up 

to half the number of maximum transitions. 
 

 

Figure 3: Decision Circuit (Transition Counter) 

This circuit can also be implemented with double edge 

triggered circuits to further optimize at the encoder 

stage. 
 

 

Figure 4: Encoder Circuit 

The transition counter works in parallel to 

buffer loading, and is thus masked. The on the fly 

encoder is shown in Fig 4. 

B. Decoder 
The decoder shown in Fig 5 performs XOR 

between consecutive bits to determine transition state, 

inverts the received bit if required to recover the data. 
 

 

Figure 5: Decoder Circuit. 

C. Complexity Analysis 
The main components of both systems are the 

decision circuit, encoder and decoder. 

Decision circuit: With increase in bus width, 

the space complexity increases exponentially (O(N2)) 

for bus invert decision circuit. A comparable parameter 

in the proposed technique is buffer depth which leads 

to a linear increase (O(N)) in circuit complexity. Time 

complexity increases linearly (O(N)) in bus invert, 

while in the proposed technique it is constant( O(1)). 

Encoder and Decoder: With increase in bus 

width, the bus invert encoder/decoder circuit 

complexity increases linearly (O(N)). For the proposed 

technique, the circuit complexity is constant (O(1)). 

Time complexity is constant (O(1)) in both bus invert 

and the proposed technique. 

 
5. Experimental results 

For experimental analysis, the algorithm was 

applied on random image data and SPEC2000 

benchmark binaries. 

Random Image Data: 

For this analysis of the algorithm seven 

images were taken and their RGB values were ran 

through the algorithm. The images were a mix of both 

smooth and detailed features. The results are tabulated 

in Table 4. These do not include the power dissipated 

by the encoder and decoder circuitry. 
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Table 4: A comparison of transition reduction for Bus 

invert and the Proposed Technique 
 

# Original no. 

of transitions 

Bus Invert Coding Proposed technique 

transitions % 
reduction 

transitio 
ns 

% 
reduction 

1 120160 86296 28.18 72212 39.9 

2 127770 94776 25.82 85454 33.11 

3 74666 61746 17.3 53502 28.34 

4 165678 119578 27.83 119908 27.62 

5 111909 81645 27.04 70978 36.58 

6 66189 49251 25.59 46769 29.34 

7 159620 121466 23.9 114163 28.48 

It is clear from the above table that STI performs much 

better than bus invert. 

With SPEC2000 benchmarks: 

SPEC2000 benchmark binaries traces were 

run with the proposed technique and compared with 

bus invert and gray coding. The 26 binaries were run 

with varying the buffer depth and bus widths with the 

values 8,16,32,64. The averages for a given 

combination of bus width and buffer depth were taken 

and have been plotted. The results for the proposed 

technique and bit invert are showed in Figure 6 and 7 

respectively. 

 

 

 

 

 

 

 

 

 
Figure 6: Transition reduction in Transition Inversion 

 

 

 

 

 

 

 

 
Figure 7: Transition reduction in Bus invert 

It can be observed that the buffer depth does not 

make any changes to bus invert. Also with increase in 

buffer depth, the transition reduction reduces for the 

proposed technique. A similar observation can be 

made for bus invert when bus width is increased. 

With increasing bus widths in present VLSI 

systems, the proposed technique will perform better. 

The increase in buffer depth leads to a lesser reduction. 

It can be offset by splitting the block into sub-blocks of 

smaller depths. Depending on the system, a 

compromise between power reduction and bandwidth 

utilization can be found. The benchmark files were also 

run using Gray Coding technique which is the reverse 

of transition signaling. The results are shown in Figure 

8. 

 

 

 

 

 

 

 

 

 

Figure 8: Transition reduction in Gray Coding 

It can be seen that there is not much reduction 

in transitions, with some of the data points showing an 

increase in the number of transitions. Gray code does 

not show any reduction in transition since it is an N-bit 

to N-bit mapping. Whatever data tuples are in input set 

are exactly the same in the output set. So it is not 

possible to get any benefits out of Gray code. The same 

is the case with transition signaling. 

 

B. Overall Power Analysis 
The proposed system was designed in RTL 

and analyzed with Synopsys synthesis tools. A bus 

operating at 100MHz was assumed with its I/O voltage 

levels at 3.3v. The internal circuitry was modeled on 

180nm process technology. The circuitry was 

simulated by feeding the SPEC2000 benchmark trace 

files as input for a buffer depth of 8. The power 

consumed by the circuitry is shown in Table 5. 

Table 5: Power dissipation of encoding/decoding circuitry 

for transition inversion  

 

Circuitry Decision 

circuit 

Encoder Decoder 

Power 

consumed 

28.7µW 28.9µW 28.6µW 

 

Assuming the parameters stated above and the 

activity factor for the benchmarks to be 0.5, the power 

was found to be 27.23mW. The reduction in power 

consumption is linearly dependent on the activity 

factor reduction. A reduction of 30% activity leads to a 

reduction of power by 8.17mW. The total power 

consumed by the extra circuitry is 86.2 µW leading to a 
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net power reduction of 8.08mW which 

corresponds to 29.7 % reduction in 

power. 

C. Overall Delay Analysis 
The proposed technique does not involve circuitry 

of multiple stages thus leading to less delay. The delay 

performance of the proposed technique and bus invert 

in terms of propagation speed is compared in Table 6. 

Table 6: Comparison of encoder delay in Bus Invert 

and Transition Inversion 
 

Technique Proposed 

Technique 

Bus Invert 

Delay 1.2ns 3.3ns 

For calculating the delay due to the proposed 

technique only the encoder is considered. The decision 

circuit is not taken as it will be part of the buffer 

loading delay and will not contribute to encoding. The 

decision circuit delay was found to be 0.2ns since it 

involves only the XOR gate. The flip flops delays will 

be masked by the sequential loading thus giving a 

pipelined approach. For the bus invert technique, the 

decision circuit delay is also taken into account 

because encoding has to be complete before the next 

data word arrives. Thus before the next data arrives the 

counting of the hamming distance should have been 

done and the data encoded. Overall the encoding delay 

of the proposed technique is considerably lesser 

compared to that of the bus invert. 

6. Conclusions 
In this paper an encoding technique has been 

presented that reduces power dissipated on off-chip 

data buses for block data transfer. The technique 

involves inverting the transition states on every line of 

the bus if the transitions exceed the number of non- 

transitions. The modification status is signaled as an 

extra word, thus avoiding the use of an extra line. The 

average reduction obtained in terms of transitions is 

31.9% while the net power reduction after the extra 

power circuitry is taken into account is 29.7%. This is 

achieved without using an extra bus line. The 

compromise is in bandwidth utilization which can be 

adjusted by choosing a proper block length. This 

technique can also be applied to synchronous serial 

buses. The presence of a parity bit like error detection 

mechanism in addition to low power gives it an 

additional advantage. 
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ABSTRACT: 

The purpose of our work is to 

discover the vehicle accident location 

through sending a message using a 

system which is placed within 

automobile system. Moreover there is 

a rapid rise in the event of the 

Roadway accident. This paper is 

about a system which is created to 

automatically detect a mishap as well 

as inform the nearest health centers 

and medical solutions about it. This 

system can also locate the area of the 

mishap so that the clinical solutions 

can be directed right away in the 

direction of it. The objective of this 

paper is to build up a Car unintended 

tracking system utilizing 

RESONANCE SESNOR, GPS as 

well as GSM Innovation. The system 

can be adjoined with the car alarm 

system and also notify the owner on 

his mobile phone. This discovery and 

also messaging system is made up of 

an Aurdino receiver, Microcontroller 

and a GSM Modem. GPS Receiver 

obtains the area information from 

satellites in the form of latitude and 

longitude. The GSM modem sends 

out an SMS to the predefined mobile 

number and informs about this 

accident. This enable it to keep an eye 

on the mishap circumstances and it 

can immediately signals the 

police/ambulance service with the 

location of mishap. The entire 

modules are can run with help of solar 

energy with battery power storage 

system (BESS). 

Keywords: GSM, GPS, Vibration sensor, 

accident, latitude and longitude, location.  
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1. INTRODUCTION: 

The usage of vehicle mobiles has 

boosted linearly over the past years, 

which boosted in the danger of human 

life. This is because as a result of the 

inadequate emergency facilities. In 

this paper we are using an alarm 

system which assists in improving the 

emergency situation system of the 

crash system. This system identifies 

the crash event and the collaborated of 

the crash are messaged to the rescue 

team. A changing system is used turn 

off in case there is no origin. The 

Crash is discovered with the help of 

RESONANCE SESNOR Sensing 

Unit and Vibration Sensing Unit. The 

Angle in which the automobile has 

rolled off is suggested through a 

message. This Application helps in 

supplying possible service to the bad 

emergency situation assists in. The 

function of the project is to locate the 

car where it is and also locate the 

vehicle by means of sending a 

message using a system which is 

placed inside of automobile system 

Most of the moments we may not 

have the ability to find crash area 

because we don't recognize where 

crash will happen. In order to give 

treatment for damaged individuals, 

initially we require recognizing where 

the crash occurred through place 

tracking and also sending a message 

to your associated one or to the 

emergency situation solutions. So in 

this job we are making use of the 

standard microcontroller for 

inexpensive as well as additionally for 

easy understanding. Here we made 

use of setting up programs for far 

better accuracy and GPS as well as 

GSM components which assists to 

map the car anywhere on the world. 

The specific area of the automobile is 

sent out to our remote devices 

(cellphones) making use of GSM 

modem. We are in the procedure of 

solving this issue by suggesting a 

reliable service and to lower the loss 

of lives as long as possible. In our 

concept, the layout of the system 
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assist us to find crashes in 

significantly less time and also move 

the basic information to the 

emergency treatment centre within a 

few secs covering the geographical 

works with, the moment and the angle 

where the vehicle had met with a 

mishap. This sharp message is sent to 

the rescue team (rescue) and the 

family within the brief duration. This 

real time application saves numerous 

useful lives. The message is sent with 

the GSM component and the area of 

the basic idea is to center the vehicle 

system by obtaining the live 

placement of the vehicle through GPS 

as well as send out the details via 

GSM component by means of SMS 

service with an added attribute of 

GPRS transmission to the tracking 

center via usage of web [M.AL-

Rousan, A. R. AI-Ali as well as K. 

Darwish et al, 2004] Using 

microcontroller, this project has 

actually been designed. It made use of 

EEPROM to keep the phone numbers. 

Crash is discovered with the help of 

the GPS component. The accident can 

be identified precisely with the help of 

both Micro electro mechanical system 

(VIBRATION SESNOR) sensing unit 

and also vibration sensor. The Angle 

of the surrender of the cars and truck 

can likewise be understood by the 

message via the RESONANCE 

SESNOR sensing unit. 

2. RELATED STUDY: 

Currently requirements, we cannot 

find where the mishap has happened 

as well as for this reason no details 

pertaining to it, causing the death of 

an individual. The research work is 

taking place for tracking of the 

vehicle also in dark clumsy locations 

where there is no network for getting 

the signals. In literary works, a 

number of strategies to provide 

security as well as security via 

monitoring the lorry's real time 

precise positioning and also info 

utilizing different technology- 

nologies have been proposed. An 

excellent survey of using GPS, GSM 
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and GIS has actually been given in 

[IoanLita, Ion BogdanCioc, Daniel 

AlexandruVisan et alia, 2006] and 

also [Mrs. Ramya Kulandaivel, 

P.Ponmalar, B.Geetha, G.Saranya et 

alia, 2012] The general mechanism is 

to give the live geographical 

placement of an automobile utilizing 

GPS receiver and send this info to 

GSM facility via configurable 

software, this is all done by the 

monitoring facility which is 

functioning as a control unit that is 

attached not only by an optical wire 

but likewise linked wirelessly with 

TCP/IP protocols. The monitoring 

center disperses the data to the client 

in a reasonable format as well as it 

also keeps the travelling documents as 

well as presents the actual time 

information concerning automobile on 

digital map with GIS system 

[IoanLita, Ion BogdanCioc, Daniel 

AlexandruVisan et al, 2006] Another 

strategy is that automobile terminal 

consists of a GPS receiver which 

draws out details about setting with 

GPS satellites and also sends it via 

GSM network as well as to the nerve 

center which reads. 

3. WORKING METHODOLOGY: 

We propose an intelligent vehicle 

system for mishap avoidance and 

making the world a much better as 

well as refuge to live. Easy IR sensor 

is reliable for finding human or 

animals as well as this strategy 

certainly can conserve lots of lives. 

Pre collision detection system have to 

be equipped with mix of different 

sensors. Discovering humans or pets 

including challenges will certainly 

give us a far better service to reduce 

the death of human in road crash. 

INFLUENCE OF THE 

RECOMMENDED SERVICE: 

Presently criteria, we can not spot 

where the mishap has actually taken 

place as well as therefore no info 

pertaining to it, leading to the fatality 

of a person. The research study work 

is taking place for tracking the setting 

of the automobile even in dark 
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clumsy areas where there is no 

network for obtaining the signals. In 

this job GPS is used for tracking the 

placement of the vehicle, GSM is 

utilized for sending the message. 

Thus with this job application we can 

find the position of the vehicle where 

the accident has happened to make 

sure that we can provide the first aid 

as early as possible. This task 

provides lorry crash discovery and 

sharp system with SMS to the 

individual defined mobile numbers. 

 

Fig.3.1. Schematic diagram of our 

proposed system. 

When the system is turned on, LED 

will certainly get on suggesting that 

power is provided to the circuit. 

When the IR sensors that we are 

making use of in our task sense any 

kind of barrier, they send out disrupt 

to microcontroller. The GPS gets the 

area of the vehicle that met a crash 

and offers the information back. 

These details will be sent out to a 

mobile number through a message. 

This message will certainly be 

obtained utilizing GSM modem 

existing in the circuit. The message 

will certainly give the information of 

longitude and also latitude worth. 

Making use of these worth the 

placement of the vehicle can be 

estimated. 

GPS LOCATION: 

The Global Positioning System is a 

room based worldwide navigation 

satellite system that supplies reliable 

location (crash area) and also times 

anywhere on the world. The GPS 

satellites act as a referral factor from 

which receivers on the ground 

identify their setting. The essential 

navigating concept is based on the 

dimension of pseudo ranges in 
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between the user as well as 4 

satellites. 

 

Fig.3.2. GPS module. 

ULTRASONIC SENSOR: 

The Ultrasonic Sensing unit sends a 

high-frequency audio pulse and after 

that times how much time it considers 

the echo of the sound to mirror back. 

The sensor has 2 openings on its 

front. One opening up transmits 

ultrasonic waves, (like a little audio 

speaker), the other receives them, 

(like a little microphone). 

 

Fig.3.3. Ultrasonic sensor. 

ALCOHOL SENSOR: 

The MQ-3 alcohol gas sensing unit 

includes overall 6-pins including A, 

H, B and the various other three pins 

are A, H, B out of the overall 6-pins 

we utilize just 4 pins. The two pins A, 

H are made use of for the home 

heating purpose and also the various 

other two pins are made use of for the 

ground and power. There is a heating 

unit inside the sensor, which is made 

up of aluminium oxide, tin dioxide. It 

has warmth coils to produce heat, and 

also hence it is used as a heat sensor. 

The below diagram shows the pin 

representation and the arrangement of 

the MQ-3 alcohol sensor. 
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Fig.3.4. Alcohol sensor. 

SOLAR TRACKER: 

Trackers straight photovoltaic panels 

or components toward the sun. These 

tools alter their orientation throughout 

the day to adhere to the sun's path to 

make the most of energy capture. In 

photovoltaic or pv systems, trackers 

aid lessen the angle of incidence (the 

angle that a beam makes with a line 

vertical to the surface) between the 

inbound light and the panel, which 

raises the amount of power the 

installation creates. Focused solar 

photovoltaic's and focused solar 

thermal have optics that straight 

accepts sunshine, so solar trackers 

need to be angled appropriately to 

accumulate energy. 

 

Fig.3.4.Solar dual direction operation. 

The Arduino Nano controller is used 

to control all the sensor modules. A 

dual axis tracking prototype is 

developed to capture the maximum 

sun rays by tracking the movement of 

the sun in four different directions. 

The car will move only when the 

person wears the seat belt and doesn't 

sip ant alcohol. For this, we have a 

seat belt and alcohol sensors. The 

ultrasonic sensor is used to measure 

the distance if any obstacle comes 

close to the vehicle and car will turn 

either left or right automatically. At 

the time if the vehicle goes with over 

speed then automatically the 

headlights of the vehicle goes dim. 
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Fig.3.5. Prototype model. 

If the vehicle goes in normal speed 

then headlights of the vehicle are 

blown brighter, this operation can be 

done by Relays and switches. If the 

vehicle met with any accident 

vibration sensor will sense it, an alert 

SMS will be sent to people like 

friends, ambulance, Police through 

GSM module. By using ESP-12 Wi-Fi 

module, and GPS module the whole 

information about the vehicle means 

its speed, condition all are updated in 

the Android Application. Motor 

drivers are used to driving the motors 

with the same voltage. 

 

Fig.3.6. Final GPS output. 

The listed below number shows that at 

the point when accident struck the car 

Vibration Sensing unit, which finds 

the accident and also subsequently 

sends out the signals to Arduino. At 

this point the Arduino takes control 

and also begins accumulating the 

collaborates gotten from the controller 

which are later sent to the Central 

Emergency Situation Monitoring 

Terminal by utilizing the GSM 

Component. After that the alert 

message will be sent on signed up 

mobile number through gsm. 
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5. CONCLUSION: 

The proposed system is established to 

provide the information about the 

accident occur with location of the 

crash, prevents the drunk & drive 

accident. I conclude that my theory 

was correct, that the angle of the 

photovoltaic panel dealing with 

directly at the sunlight made the solar 

energy automobile go the fastest. The 

angle of the solar panel will be 

readjusted with respect to the activity 

of the sun.The car doesn't relocate up 

until the chauffeur wear the seat-belt 

and also doesn't consume any alcohol. 

If the chauffeur goes fast during night 

time the head lights of the car will 

immediately lower as well as get into 

typical circumstance if the he enters 

normal speed. If any other automobile 

comes closer to our automobile 

instantly an alert message will 

certainly be given to the driver and 

progressively the speed of the lorry 

will certainly be lowered. 
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Abstract—As the emerging field of machine learning, deep 

learning shows excellent ability in solving complex learning 

problems. However, the size of the networks becomes 

increasingly large scale due to the demands of the practical 

applications, which poses significant challenge to construct a high 

performance implementations of deep learning neural networks. In 
order to improve the performance as well to maintain the low 

power cost, in this paper we design DLAU, which is a scalable 

accelerator architecture for large-scale deep learning networks 

using FPGA as the hardware prototype. The DLAU accelerator 

employs three pipelined processing units to improve the 

throughput and utilizes tile techniques to explore locality for deep 
learning applications. Experimental results on the state-of-the-art 

Xilinx FPGA board demonstrate that the DLAU accelerator is able 

to achieve up to 36.1x speedup comparing to the Intel Core2 

processors, with the power consumption at 234mW.  
Index Terms—FPGA; Deep Learning; neural network; hard-

ware accelerator. 

 
I. INTRODUCTION  

IN the past few years, machine learning has become perva-

sive in various research fields and commercial applications, 
and achieved satisfactory products. The emergence of deep 
learning speeded up the development of machine learning and 
artificial intelligence. Consequently, deep learning has become 
a research hot spot in research organizations [1].  
 
 
 
In general, deep learning uses a multi-layer neural network 
model to extract high-level features which are a combination of 
low-level abstractions to find the distributed data features, in 
order to solve complex problems in machine learning. 
Currently the most widely used neural models of deep learning 
are Deep Neural Networks (DNNs) [2] and Convolution Neural 
Net-works (CNNs) [3], which have been proved to have 
excellent capability in solving picture recognition, voice 
recognition and  
other complex machine learning tasks.  

 

However, with the increasing accuracy requirements and 

complexity for the practical applications, the size of the neural 

networks becomes explosively large scale, such as the Baidu 

Brain with 100 Billion neuronal connections, and the Google 

cat-recognizing system with 1 Billion neuronal connections. 

The explosive volume of data makes the data centers quite 
 

 
 
 
 
 

power consuming. In particular, the electricity consumption of 

data centers in U.S. are projected to increase to roughly 140 

billion kilowatt-hours annually by 2020 [4]. Therefore, it poses 

significant challenges to implement high performance deep 

learning networks with low power cost, especially for large-

scale deep learning neural network models. So far, the state-

of-the-art means for accelerating deep learning algorithms are 

Field-Programmable Gate Array (FPGA), Application Spe-cific 

Integrated Circuit (ASIC), and Graphic Processing Unit (GPU). 

Compared with GPU acceleration, hardware accel-erators like 

FPGA and ASIC can achieve at least moderate performance 

with lower power consumption. However, both FPGA and 

ASIC have relatively limited computing resources, memory, 

and I/O bandwidths, therefore it is challenging to develop 

complex and massive deep neural networks using hardware 

accelerators. For ASIC, it has a longer development cycle and 

the flexibility is not satisfying. Chen et al presents a ubiquitous 

machine-learning hardware accelerator called DianNao [6], 

which initiated the field of deep learning pro-cessor. It opens a 

new paradigm to machine learning hardware accelerators 

focusing on neural networks. But DianNao is not implemented 

using reconfigurable hardware like FPGA, therefore it cannot 

adapt to different application demands. Currently around 

FPGA acceleration researches, Ly and Chow  
[5] designed FPGA based solutions to accelerate the Re-stricted 

Boltzmann Machine (RBM). They created dedicated hardware 

processing cores which are optimized for the RBM algorithm. 

Similarly Kim et al [7] also developed a FPGA based accelerator 

for the restricted Boltzmann machine. They use multiple RBM 

processing modules in parallel, with each module responsible for a 

relatively small number of nodes. Other similar works also present 

FPGA based neural network accelerators [9]. Qi et al. present a 

FPGA based accelerator [8], but it cannot accommodate changing 

network size and network topologies. To sum up, these studies 

focus on implementing a particular deep learning algorithm 

efficiently, but how to increase the size of the neural networks with 

scalable and flexible hardware architecture has not been properly 

solved. 
 

To tackle these problems, we present a scalable deep 

learning accelerator unit named DLAU to speed up the 

kernel computational parts of deep learning algorithms. 

In particular, we utilize the tile techniques, FIFO buffers, 

and pipelines to minimize memory transfer operations, 

and reuse the comput-ing units to implement the large-

size neural networks. This approach distinguishes itself 

from previous literatures with following contributions:  
1. In order to explore the locality of the deep learning 
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TABLE I  
PROFILING OF HOT SPOTS OF DNN 

 

Algorithms Matrix Multiplication Activation Vector 
    

Feedforward 98.60% 1.40%  
    

RBM 98.20% 1.48% 0.30% 
    

BP 99.10% 0.42% 0.48% 
    

 

 
application, we employ tile techniques to partition the large 

scale input data. The DLAU architecture can be configured 

to operate different sizes of tile data to leverage the trade-

offs between speedup and hardware costs. Consequently 

the FPGA based accelerator is more scalable to 

accommodate different machine learning applications.  
2. The DLAU accelerator is composed of three fully 

pipelined processing units, including TMMU, PSAU, and 

AFAU. Different network topologies such as CNN, DNN, or 

even emerging neural networks can be composed from 

these basic modules. Consequently the scalability of FPGA 

based accelerator is higher than ASIC based accelerator. 

 

                     II.  TILE TECHNIQUES AND HOT SPOT PROFILING 
 

Restricted Boltzmann Machines (RBMs) have been widely 

used to efficiently train each layer of a deep network. Normally 

a deep neural network is composed of one input layer, several 

hidden layers and one classifier layer. The units in adja-cent 

layers are all-to-all weighted connected. The prediction 

process contains feedforward computation from given input 

neurons to the output neurons with the current network config-

urations. Training process includes pre-training which locally 

tune the connection weights between the units in adjacent 

layers, and global training which globally tune the connection 

weights with Back Propagation process.  
The large-scale deep neural networks include iterative com-

putations which have few conditional branch operations, there-

fore they are suitable for parallel optimization in hardware. In 

this paper we first explore the hot spot using the profiler. 

Results in Fig. I illustrates the percentage of running time 

including Matrix Multiplication (MM), Activation, and Vector 

operations. For the representative three key operations: feed 

forward, Restricted Boltzmann Machine (RBM), and back 

propagation (BP), matrix multiplication play a significant role of 

the overall execution. In particular, it takes 98.6%, 98.2%, and 

99.1% of the feed forward, RBM, and BP operations. In 

comparison, the activation function only takes 1.40%, 1.48%, 

and 0.42% of the three operations. Experimental results on 

profiling demonstrate that the design and implementation of  
MM accelerators is able to improve the overall speedup 

of the system significantly.  
However, considerable memory bandwidth and computing 

resources are needed to support the parallel processing, con-

sequently it poses a significant challenge to FPGA implemen-

tations compared with GPU and CPU optimization measures. 

In order to tackle the problem, in this paper we employ tile 

techniques to partition the massive input data set into tiled 

subsets. Each designed hardware accelerator is able to buffer 

the tiled subset of data for processing. In order to support the 

 
 
 

 

 

 

large-scale neural networks, the accelerator architecture are 

reused. Moreover, the data access for each tiled subset can 

run in parallel to the computation of the hardware accelerators. 
 
 
Algorithm 1 Pseudocode Code of the Tiled 

Inputs Require: 
 

Ni: the number of the input neurons  
No: the number of the output neurons  
Tile Size: the tile size of the input data 

batchsize: the batch size of the input 

data for n = 0; n < batchsize; n + + do  
for k = 0; k < Ni; k+ = T ile Size do 

for j = 0; j < No; j + + do  
y[n][j] = 0;  
for i = k; i < k + T ile Size&&i < Ni; i + + do 

y[n][j]+ = w[i][j] x[n][i]  
if i == Ni 1 then 

y[n][j] = f(y[n][j]);  
end if  

end for  
end for  

end for  
end for  

 
In particular, for each iteration, output neurons are reused 

as the input neurons in next iteration. To generate the output 

neurons for each iteration, we need to multiply the input 

neurons by each column in weights matrix. As illustrated in 

Algorithm 1, the input data are partitioned into tiles and then 

multiplied by the corresponding weights. Thereafter the 

calculated part sum are accumulated to get the result. Besides 

the input/output neurons, we also divided the weight matrix 

into tiles corresponding to the tile size. As a consequence, the 

hardware cost of the accelerator only depends on the tile size, 

which saves significant number of hardware resources. The 

tiled technique is able to solve the problem by imple-menting 

large networks with limited hardware. Moreover, the pipelined 

hardware implementation is another advantage of FPGA 

technology compared to GPU architecture, which uses 

massive parallel SIMD architectures to improve the overall 

performance and throughput. According to the profiling results 

depicted in Table I, during the prediction process and the 

training process in deep learning algorithms, the common but 

important computational parts are matrix multiplication and 

activation functions, consequently in this paper we implement 

the specialized accelerator to speed up the matrix multiplica-

tion and activation functions. 

 

     III. DLAU ARCHITECTURE AND EXECUTION MODEL 
 

Fig. 1 describes the DLAU system architecture which 

contains an embedded processor, a DDR3 memory controller, 

a DMA module, and the DLAU accelerator. The embedded 

processor is responsible for providing programming interface 

to the users and communicating with DLAU via JTAG-UART. 

In particular it transfers the input data and the weight matrix to 

internal BRAM blocks, activates the DLAU accelerator, and 

returns the results to the user after execution. The DLAU is 

integrated as a standalone unit which is flexible and adaptive 
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Fig. 1.  DLAU Accelerator Architecture. 

 
to accommodate different applications with configurations. The 

DLAU consists of 3 processing units organized in a pipeline 

manner: Tiled Matrix Multiplication Unit (TMMU), Part Sum 

Accumula2tion Unit (PSAU), and Activation Function Acceleration 

Unit (AFAU). For execution, DLAU reads the tiled data from the 

memory by DMA, computes with all the three processing units in 

turn, and then writes the results back to the memory.  
In particular, the DLAU accelerator architecture has 

follow-ing key features:  
FIFO Buffer: Each processing unit in DLAU has an input 

buffer and an output buffer to receive or send the data in FIFO. 

These buffers are employed to prevent the data loss caused 

by the inconsistent throughput between each processing unit.  
Tiled Techniques: Different machine learning applications 

may require specific neural net-work sizes. The tile technique 

is employed to divide the large volume of data into small tiles 

that can be cached on chip, therefore the accelerator can be 

adopted to different neural network size. Consequently the 

FPGA based accelerator is more scalable to accommodate 

different machine learning applications.  
Pipeline Accelerator: We use stream-like data passing 

mechanism (e.g. AXI-Stream for demonstration) to transfer data 

between the adjacent processing units, therefore TMMU, PSAU, 

and AFAU can compute in streaming-like manner. Of these three 

computational modules, TMMU is the primary computational unit, 

which reads the total weights and tiled nodes data through DMA, 

performs the calculations, and then transfers the intermediate Part 

Sum results to PSAU. PSAU collects Part Sums and performs 

accumulation. When the accumulation is completed, results will be 

passed to AFAU. AFAU performs the activation function using 

piecewise linear interpolation methods. In the rest of this section, 

we will detail the implementation of these three processing units 

respectively. 

 

A. TMMU architecture 
 

Tiled Matrix Multiplication Unit (TMMU) is in charge of 

multiplication and accumulation operations. TMMU is spe-cially 

designed to exploit the data locality of the weights and is 

responsible for calculating the Part Sums. TMMU employs 
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Fig. 3.  PSAU Schematic Diagram 
 
an input FIFO buffer which receives the data transferred from 

DMA and an output FIFO buffer to send Part Sums to PSAU. 

Fig. 2 illustrates the TMMU schematic diagram, in which we 

set tile size=32 as an example. TMMU firstly reads the weight 

matrix data from input buffer into different BRAMs in 32 by the 

row number of the weight matrix (n=i%32where n refers to the 

number of BRAM, and i is the row number of weight matrix). 

Then, TMMU begins to buffer the tiled node data. In the first 

time, TMMU reads the tiled 32 values to registers Reg a and 

starts execution. In parallel to the computation at every cycle, 

TMMU reads the next node from input buffer and saves to the 

registers Reg b. Consequently the registers Reg a and Reg b 

can be used alternately.  
For the calculation, we use pipelined binary adder tree 

structure to optimize the performance. As depicted in 

Fig. 2, the weight data and the node data are saved in 

BRAMs and registers. The pipeline takes advantage of 

time-sharing the coarse-grained accelerators. As a 

consequence, this im-plementation enables the TMMU 

unit to produce a Part Sum result every clock cycle. 

 

B. PSAU architecture 
 

Part Sum Accumulation Unit (PSAU) is responsible for the 

accumulation operation. Fig. 3 presents the PSAU 

architecture, which accumulates the part sum produced by 

TMMU. If the Part Sum is the final result, PSAU will write the 

value to output buffer and send results to AFAU in a pipeline 

manner. PSAU can accumulate one Part Sum every clock 

cycle, therefore the throughput of PSAU accumulation 

matches the generation of the Part Sum in TMMU. 
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C. AFAU architecture 

Finally, Activation Function Acceleration Unit (AFAU) im-
plements the activation function using piecewise linear in-

terpolation (y=ai*x+bi, x2[x1,xi+1)). This method has been 

widely applied to implement activation functions with negli-

gible accuracy loss when the interval between xi and xi+1 is 

insignificant. Eq. (1) shows the implementation of sigmoid 
function. For x>8 and x -8, the results are sufficiently close 

to the bounds of 1 and 0, respectively. For the cases in -
8<x 0 and 0<x 8, different functions are configured. In total 

we divide the sigmoid function into four segments.  

f(x) = 8 1 + a[bx
k cx]x b[bx

kx c] if 8 < x  0 (1) 
 

 >         0 if x  8  
 

 a[ k  ]x  + b [ k  ] if 0 < x   8   

 >               

 

< 

             
 

  b  c  b  c if x > 8   
 

       

 >         1   
 

 >              
 

: 
 

Similar to PSAU, AFAU also has both input buffer and 

output buffer to maintain the throughput with other processing 

units. In particular, we use two separate BRAMs to store the 

values of a and b. The computation of AFAU is pipelined to 

operate sigmoid function every clock cycle. As a consequence, 

all the three processing units are fully pipelined to ensure the 

peak throughput of the DLAU accelerator architecture. 
 

IV. EXPERIMENTS AND DATA ANALYSIS 
 

In order to evaluate the performance and cost of the 

DLAU accelerator, we have implemented the hardware 

prototype on the Xilinx Zynq Zedboard development board, 

which equips ARM Cortex-A9 processors clocked at 

667MHz and pro-grammable fabrics. For benchmarks, we 

use the Mnist data set to train the 784 M N 10 Deep Neural 

Networks in Matlab, and use M N layers weights and nodes 

value for the input data of DLAU. For comparison, we use 

Intel Core2 processor clocked at 2.3GHz as the baseline.  
In the experiment we use Tile size=32 considering the 

hardware resources integrated in the Zedboard 

development board. The DLAU computes 32 hardware 

neurons with 32 weights every cycle. The clock of DLAU 

is 200MHz (one cycle takes 5ns). Three network sizes—

64 64, 128 128, and 256 256 are tested. 

 

A. Speedup Analysis 
 

We present the speedup of DLAU and some other similar 

implementations of the deep learning algorithms in Table  
II. Experimental results demonstrate that the DLAU is 

able to achieve up to 36.1x speedup at 256 256 network 

size. In comparison, Ly&Chows work [5] and Kim et.als 

work [7] present the work only on Restricted Boltzmann 

Machine algorithms, while the DLAU is much more 

scalable and flexible. DianNao [6] reaches up to 117.87x 

speedup due to its high working frequency at 0.98GHz. 

Moreover, as DianNao is hardwired instead of 

implemented on a FPGA platform, therefore it cannot 

efficiently adapt to different neural network sizes.  
Fig. 4 illustrates the speedup of DLAU at different network 

sizes-64 64, 128 128, and 256 256 respectively. Experi-mental 

results demonstrate a reasonable ascendant speedup 

 
 

 
 
 

TABLE II  
COMPARISONS BETWEEN SIMILAR APPROACHES 

 

Work  Network Clock Speedup Baseline 

Ly&Chow [5]  256  256 100MHz 32 2.8GHz P4 

Kim et.al [7]  256  256 200MHz 25 2.4GHz Core2 

DianNao [6]  General 0.98GHz 117.87 2GHz SIMD 

Zhang et.al [3]  256  256 100MHz 17.42 2.2GHz Xeon 

DLAU  256  256 200MHz 36.1 2.3GHz Core2  
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 4.  Speedup at Different Network Sizes and Tile Sizes. 

 
TABLE III  

RESOURCE UTILIZATION OF DLAU AT 32 32 TILE SIZE 
 

Component BRAMs  DSPs FFs LUTs 
TMMU 32  158 25356 32461 

      

PSAU 1  2 754 632 
      

AFAU 2  7 2216 3291 
      

Total 35  167 28326 36384 
      

Available 280  220 106400 53200 
      

Utilization 12.5%  75.9% 26.6% 68.4% 
      

 

with the growth of neural networks sizes. In particular, the 

speedup increases from 19.2x in 64 64 network size to 36.1x 

at the 256 256 network size. The right part of Fig. 4 illustrates 

how the tile size has an impact on the performance of the 

DLAU. It can be acknowledged that bigger tile size means 

more number of neurons to be computed concurrently. At the 

network size of 128 128, the speedup is 9.2x when the tile size 

is 8. When the tile size increases to 32, the speedup reaches 

30.5x. Experimental results demonstrate that the DLAU 

framework is configurable and scalable with dif-ferent tile 

sizes. The speedup can be leveraged with hardware cost to 

achieve satisfying trade-offs. 

 

B. Resource utilization and Power 
 

Table III summarizes the resource utilization of DLAU in 

32 32 tile size including the BRAM resources, DSPs, FFs, 

and LUTs. TMMU is much more complex than the rest two 

hardware modules therefore it consumes most hardware 

resources. Taking the limited number of hardware logic re-

sources provided by Xilinx XC7Z020 FPGA chip, the overall 

utilization is reasonable. The DLAU utilizes 167 DSP blocks 

due to the use of the Floating-point addition and the 

Floating-point multiplication operations.  
Table IV compares the resource utilization of DLAU with 

other two FPGA based literatures. Experimental results depict 
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TABLE IV  

RESOURCE COMPARISONS BETWEEN SIMILAR APPROACHES 
 

Implementation  FPGA  BRAMs DSPs FFs LUTs 
Ly&Chow [5]  XC2VP70  257 N/A 30403 29885 

        

Kim et.al [7]  N/A  589824 18 11790 7662 
        

DLAU  XC7Z020  35 167 28326 36384 
        

 

 
TABLE V  

POWER CONSUMPTION OF THE UNITS 
 

Component Power  Component Power 
Accelerator-TMMU 189mW  Processor 1307mW 

     

Accelerator-PSAU 5mW  DDR Controller 177mW 
     

Accelerator-AFAU 25mW  Peripherals 26mW 
     

Accelerator-DMA 15mW  Clocks 70mW 
     

Accelerator-Total 234mW  System Total 1814mW 
     

 
 
 

that our DLAU accelerator occupies similar number of FFs and 

LUTs to Ly&Chow’s work [5], while it only consumes 

35/257=13.6% on the BRAMs. Comparing to the Kim et.al’s 

work [7], the BRAM utilization of DLAU is insignificant. This is 

due to the tile techniques so that large scale neural networks 

can be divided into small tiles, therefore the scalability and 

flexibility of the architecture is significantly improved. 

 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 5.  Power and Energy Comparison between FPGA and GPU  
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Fig. 6.  Floorplan of the FPGA Chip 

 

In order to evaluate the power consumption of accelerator, 

we use Xilinx Vivado tool set to achieve power cost of each 

processing unit in DLAU and the DMA module. The results in 

Table IV-B depict that the total power of DLAU is only 234mW, 

which is much lower than that of DianNao (485mW). The 

results demonstrate that the DLAU is quite energy efficient as 

well as highly scalable compared to other accelerating 

techniques. To compare the energy and power between FPGA 

based accelerator and GPU based accelera-tors, we also 

implement a prototype using the state-of-the-art NVIDIA Tesla 

K40c as the baseline. K40c has 2880 stream cores working at 

peak frequency 875MHz, and the Max Memory Bandwidth is 

288 (GB/sec). In comparison, we only employ 1 DLAU on the 

FPGA board working at 100MHz. In order to evaluate the 

speedup of the accelerators in a real deep learning 

applications, we use DNN to model 3 benchmarks, including 

Caltech101, Cifar-10, and MNIST, respectively. Fig. 5 

illustrates the comparison between FPGA based 

GPU+cuBLAS implementations. It reveals that the power 

consumption of GPU based accelerator is 364 times higher 

than FPGA based accelerators. Regarding the total energy 

consumption, the FPGA based accelerator is 10x more energy 

efficient than GPU, and 4.2x than GPU+cuBLAS optimizations. 

 

Finally Fig. 6 illustrates the floor plan of the FPGA chip. The 

left corner depicts the ARM processor which is hard-wired in 

the FPGA chip. Other modules, including different components 

of the DLAU accelerator, the DMA, and memory interconnect, 

are presented in different colors. Regarding the programming 

logic devices, TMMU takes most of the areas as it utilizes a 

significant number of LUTs and FFs. 

  
V. CONCLUSION AND FUTURE WORK 

 
In this article we have presented DLAU, which is a 

scalable and flexible deep learning accelerator based on 

FPGA. The DLAU includes three pipelined processing 

units, which can be reused for large scale neural networks. 

DLAU uses tile techniques to partition the input node data 

into smaller sets and compute repeatedly by time-sharing 

the arithmetic logic. Experimental results on Xilinx FPGA 

prototype show that DLAU can achieve 36.1x speedup with 

reasonable hardware cost and low power utilization.  
The results are promising but there are still some future 

directions, including optimization of the weight matrix and 

memory access. Also the trade-off analysis between FPGA 

and GPU accelerators is another promising direction for 

large scale neural networks accelerations. 
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Abstract—Intherecentyears,reversibleapproachisbecoming
widelyusedinmanydomains,suchasquantum computing,
opticalcomputingandultra-low powerVLSIcircuit.Division
hasitsapplicationinthedesignofreversibleArithmeticLogic
Unit(ALU).Inthispaper,wehaveexhibitedanoveldesignof
divisionsequentialcircuitusingreversiblelogicgates.The
proposeddesignofdivisionblockisbasedonreversiblegates
withreductionofgarbageoutputs,constantinputs,quantum
cost and hardware complexity.The comparative results
demonstrate that the proposed solution have less
performanceand significantly better scalability than the
currentdesigns

Keywords— Low power;reversibleALU;reversiblegates;
quantum cost;garbageoutputs;hardwarecomplexity;constant
inputs;reversibledivision

I. INTRODUCTION

Powerconsumptionisanessentialissueinmodernday
VLSI (Very-Large-Scale Integration) designs.
Consumption has become the essentiallimitofthe
increasingnumberoftransistorsperchip.Intherecent
years,manytechniqueshavebeendevelopedatvarious
levelsinCMOSVLSIdesign.

 Atsystem levelandalgorithmiclevel,techniques
suchasuseofdynamicvoltageScaling(DVS)[1]
anddynamicpowermanagement(DPM),aswell
asalternateencodingmethods.[2].

 Atarchitecturelevel,techniquessuchasuseof
parallelstructures,pipelining[3],theclockgating
[4].

 Atcircuitlevel,techniquessuchasuseofthe
glitch[5].

 Atthetechnologylevel,techniques[6]suchas
VT reduction,multi-threshold voltages have
beenused.

Frontofthesediversitymethodsthatarededicatedto
improvingthepowerVLSIdesign.Inthispaperwehave
encounteredthereversiblelogicmethod[7].Ithaswide
applications in several technologies such as the
nanotechnology,low powerCMOS,opticalinformation
processing,bioinformationandDNAcomputing.In1961
RolfLandauer[8]showed thatthe irreversible logic
gatesor

theconventionallogicgates,set-to-onelikeAND,OR,XOR
andothersdissipateacertainamountofenergycausedthe
lossforeachbitinformationduringcomputation(atleast
kTln2foreachbitofinformationlost,whereKisthe
Boltzmann’sconstantandTistheoperatingtemperature).

In1973,Bennettshowedthat[9]inordertoavoidKT*ln2
joulesofenergydissipationinairreversiblecircuit,it
mustbebuiltusingreversiblelogicgatesonly,since
there is no information loss happens in reversible
circuits.Infact,divisionmoduleisveryimportantinthe
digitalprocessing.Divisionprocessisoneofthemost
difficultoperationsintheALU andplaysabigrolein
digitalsignalprocessingsystems.Thispaperfocuseson
thedesignofdivisioncircuitsequentialusingreversible
logicgatesforpositiveintegers.

II.BACKGROUND

Inthissection,wehaveexhibitedtheessentialprinciples
definitionstoreversiblelogicalongwiththeanalysisof
quantum cost.

A.ReversibleFunctions

Reversiblefunctioncanberealizedbyreversiblelogic,is
abijection.Thenthereisauniqueone-to-onemapping
betweenann-inputvectorandacorrespondingn-output
vector.Avoidleadingoutputsignalsofgatestomore
than one input
(Fan_out).Agatewithkinputsandkoutputsiscalledk*k

gate.Ank*kreversiblelogicgatecanbedenotedas —

,where, =( , ,…, )istheinputvectorand =( ,

,

…, )is the outputvectoras show in fig.1 [10].
Reversiblelogiccircuitshavetheoreticallyzerointernal
powerdissipationbecausetheydonotlosedata.

Fig.1.Reversiblelogicgate
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B.Garbageoutputs

Thatdefinestheoutputsofthereversiblegatethatisnot
usedforfurthercomputations[11][12].Theunutilized
outputsfrom agatearecalled”garbageoutput”asshow
infig.2.

Fig.2.Garbageoutput

C.Constantinputs

Constantinputs(CIs)refertotheinputswhichareused
ascontrolinputsandconnectedtological'0'or'1'in
ordertoobtainthelogicalfunction.
[13].

D.Quantum Cost

Quantum costisthenumberofelementary1*1likeNOT
and2*2quantum logicgateslikeControlled

,Controlled

andCNOTgates[14][15]neededtorealizethecircuit.

E.Hardwarecomplexity

Thisreferstothetotalnumberofthelogicalcalculations
inacircuitthatismeasuredbycountingthenumberof
ANDoperations,numberofNOToperationsandnumber
ofEX_OR operations[16].To computethehardware
complexityofthereversiblecircuitsweassumethat:
a = Number of EX-OR

gates. þ = Number of

ANDgates.

6=NumberofNOTgates.

F.Synthesisofreversiblelogic

The design ofreversible circuits significantly differs
from thedesignofclassicalcircuits.Areversiblecircuit
shouldbedesignedusingminimum numberofreversible
gates.Onekeyrequirementtoachieveoptimizationis
thatthe designed circuitmustgenerate minimum
numberofgarbage outputs.Equally they mustuse
minimum numberofconstantinputs[17].
The fundamentalrules forefficientreversible logic

synthesisare:

 Reductionthenumberofquantum cost,garbage
outputs,constantinputsand
hardwarecomplexity.

 Avoidleadingoutputsignalsofgatestomore
thanoneinput(fan_outisnotpermitted).

 Usealessnumberofreversiblegatesas
conceivabletoattainthegoal.

III.

BASICREVERSIBLEGATES

Variousreversiblegateshavebeenpreviouslyproposed
byresearchers/designerstillnow[24-30].Eachgatehas
acostassociatedwithitcalledthequantum cost.The
NOTgateisa1-q-bitgatesandithasaquantum costof
zero.TheN-bitControlled-Gatehasquantum costofn-1.
TheFeynmangatecanbeoperatesasacontrolledNOT
(CNOT).IfAissetto‘1’thenthegatebehavesasaNot
gate,elseabuffergate.Feynmangateiswidelyusedto
surmountthefan-outproblem asfan-outisnotallowed
inthereversiblelogic.Ithasaquantum costof1.The
quantum costofa Double Feynman gate is 2.The
quantum costofaToffoligate,TRgateandPeresgate
are4.Someexamplesofreversiblelogicgatesaregiven
by Table.1 [16-20]. These reversible gates help
researchers/designers to design higher complex
computingcircuits.Inthismanuscript,weemploythe
reversibleapproachtorealizeaDivisionmodule.

TABLE1.Examplesofsomereversiblelogicgates

Gate Quantum
cost

Feynmangate 1

Notgate 1

Trgate 4

Toffoligate 5

Peresgate 4

Fredkingate 5

BHAgate 4

BHCgate 5

IV.Relatedwork

A.Divisionoperation

Essentially,theparametersofthedivisionoperationare
dividendXanddivisorYasaninput,andthequotientQ
andremainderRasoutput,WithX=Q*Y+R.Fordivision,
weuseshift/adderdivisionalgorithm.Ateverystep,we
ShiftedtheregisterAandX(dividend)of1bittotheleft.
IfthecontentoftheregisterS.Aisnegative,thenweadd
thecontentsofregisterA toY.Elsewesubtractthe
contentsofregisterAto
Y.Iftheresultofsubtraction/additionispositive(orzero)
then,thequotientbitqi=1.Elsethequotientbitqi=0.
Thisprocessisrepeatedntimes.

B.Componentsofdivisioncircuit

 Inputreversible8bitMUX

Figure3showsthe2inputsn-bitreversibleMUXwhereSel
istheselectinput,
inputs.IfSel=0,then

and
=

aretwo
or

ifS =1,then = .This
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reversibleMUXconsistsofntheapplicablecriteriathat
follow.BHA[16]gateswhichisgeneratengarbageoutputsan
dneeds4nquantumcost

Fig3.2-input8-bitreversiblemultiplexercircuit

 (8+1)BITPARALLELADDER/SUBTRACTOR

To perform reversible realization of (n+1)
adder/subtractor circuit we may use different
combinationsofanyofthereversiblelogicgates.In[20]
nbitreversibleadder/SubtractorusingHNG gatesis
presented.The carry-outofthe adder/Subtractoris
ignored in the proposed division circuit.Then,the
implementationof(n+1)bitparalleladder/subtractor
requiresnfullAdder/SubtractorunitsandoneTS-3gate
asdepictedinFig4.

II.
FIG4.REVERSIBLE(N+1)BITPARALLELADDERWITHIGNORINGOUTPUT

CARRY

 NBITREVERSIBLEPIPOLEFT-SHIFTREGISTERS

InnbitPIPOshiftregisterasshowinfig.15,duringevery
clock pulse allinformation bits are loaded into the
register.Aftershiftoperation allinformation bitsare
transferredtogethertotheirrespectiveoutputsbythe
sameclockpulse.In[10],annbitsreversiblePIPOright-
shiftregisterhasbeenproposed.Theresearchersmake
itcompatibleforimplementingleft-shiftregister.Then,
thebasicelementsusedtodesignleftshiftregisterare
multiplexerandD-latch.Fig5showstheproposedleft
shiftregister.

TABLE2.FunctiontableforreversiblePIPOshiftregister.

SH E
Finaloutput

0 0
(Leftshift)

0 1
(Parallelload)

1
(Nochange)

 Basiccellfor1bitreversiblePIPO(ParallelInput-

ParallelOutput)

 3to1reversibleMUX

 BasiccellfornbitreversiblePIPO

Fig5.ReversiblePIPO-left-shiftregister

 n-bitreversibleregister
ThereversibleD-Latchisusedin[16]usingBHCgate.

Then,inordertoimplementn-bitsreversibleregisterwe
canusenBHCgates.Fig6showsthen-bitreversible
register.ItconsistsofnBHCgates,producesngarbage
outputs,nconstantinputsandneeds5nquantum cost.
Thehardwarecomplexityis4a+6þ+46.

Fig6.(n=8)-bitreversiblePIPOleftshift
register.

 REVERSIBLECOUNTER(MOD-8)

Amod-8counterreversiblestoresanintegervalue,and
incrementsthatvalueoneachclocktick,and wraps
aroundto0ifthepreviousstoredvaluewas7.TheBHC
gate[16]canbeusedasaD_latch,where

Soweneedthreeflip-flopsD_

latch(BHC)where: =1

=

= .
This reversible circuitproduces a totalnumberof9
garbageoutputsand8ConstantinputsasshowinFig7.
Ithasaquantum costof28.

55



63

Fig7.Reversiblecounter(mod-8)

 4Bitreversiblecomparator
Inthissection,two4bitnumbersarecomparedwith
eachotherandtheresultshowsthatifonenumberis
superiororfewerthanotherorifthetwonumbersare
equalwitheachother.WeuseNOTgate,TRgateand
BJNgate[17].Forexample,assumeA=A3A2A1A0and
B=B3B2B1B0,forcomparingthesetwonumbers,we
usethesefinitestatemachineasshowinFig8.

C.

Reversiblenbitdivision

Thereversiblecomponentsareusedtoimplementthe
divisionoperation.Inthispaperanoptimizedreversible
non restoring division using reversible logicgates is
presented.Thiscircuitincludes(n=8).

 OnenbitreversiblePIPOleftshiftregister

 One(n+1)bitreversiblePIPOleftshiftregister

 One2inputreversiblenbitMUX

 One2inputreversible(n+1)bitMUX

 One(n+1)bitreversibleparalleladder/Subtractor.

Algorithm:

Inputs:

S.A( ….. )=0and

X( ….. )=dividendand

Y( ….. )=divisor

Fig8.finitestatemachine.

ReversiblecomparatorisdemonstratedinFig9.This
circuitproducesatotalnumberof10constantinputs,15
garbageoutputs,and18gates.Thequantum costofthis
comparatoris38.

Output
s: Q( ….. )=quotientand

A( ….. )=remainder.

Fig9.4bitreversiblecomparator.
Fig10.Proposedreversible8bitdividercircuit
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Fig10showstheproposedreversibledividercircuit.It
has 2 PIPO (parallelinput-paralleloutput) left-shift
registers.Oneisn+1bits(n=8)namedasS.Aandother
isnbitsnamedasX.Itequally contains an n bits
registerinordertostorethe

divisor.Initially ….. =0,X( ….. )

=dividend,Y( ….. )=divisorandrdy=0.Ifthe
division process is completed then, the register
X

( ….. ) contains the quotient and
S.A

( ….. )includestheremainder.Ontheother
hand, when S1 = 0 then the two-input n-bit
MUXselects

dividendX( ….. ),andifS2=0thenthetwo-

input(n+1)bitMUXselectsS=0andA( ….. )=
0.DuringtheclockpulsewhenE=1,SH1=0andSH2=0,
theoutputdatafrom nbitMUXand(n+1)-bitMUXare
loadedintoXandS.Arespectively.WhenE=0,bothS.A
andXactasleft-shiftregisters.InitiallythevalueofSis
notimportant,itisimportantjustaftertheleftshiftof
S.A&X(&=Concatenated),(S.A&XmeansSOofregisterX
isconnectedtoSIofS.A).IfSishigh(‘1’)thenS.A-Yis
performed,else,S.A+Yiscomputed.Thecomplementof
the MSB (mostsignificantbit)isloaded into q0 bit
positionofregisterX.Inaddition,thesum isloadedinto
registerS.Aduringnextclockcycle(S1=0).Itincludes
2n+1 clock signals to store the quotientvalue into
registerX.Finally,after2n+1clocksignal,Xstoresthe
quotientandAstorestheremainderindefinitely.

V.

Evaluationoftheproposed

reversibledivider

Table4showsthecharacteristicsoftheproposed
reversibledivision(nbits)withoutcontrolcircuit(counter,
comparator).

TABLE4.Characteristicsoftheproposeddividercircuit.

D. DIVISIONPROCESSEXAMPLE(14/2)

TABLE3.Divisionprocessexample



n-bitreversibleMUX:numberofgarbageoutputs
=n,quantum cost=4n,constantinputs=0and
thehardwarecomplexity2a+4þ+36.

 n+1-bitreversibleMUX:numberofgarbageoutputs
=n+1,quantum cost=4n+4,constantinputs=0
andthehardwarecomplexity4a+8þ+66.

 n-bitregister:numberofgarbageoutputs=n+1,
quantum cost=5n,constantinputs=nandthe
hardwarecomplexity4a+6þ+46.

 n-bitleftshiftregister:number of garbage
outputs=3n+2,quantum cost=15n,constant
inputs=3n and the hardware complexity
10a+14þ+106.

 (n+1)-bitleftshiftregister:numberofgarbage
outputs = 3n+5,quantum cost = 15n+15,
constant inputs=3n+3 and the hardware
complexity20a+28þ+206.

 (n+1)-bitparalleladder/subtactor:number of
garbageoutputs=2n+2,quantum cost=6n+2,
constantinputs=nandthehardwarecomplexity
7a+2þ.

 Othergates(Feynmangate):numberofgarbage
outputs = 0,quantum cost= 3n+3,constant
inputs=2n+5 and the hardware complexity
7a+2þ.

VI. COMPARISON

Inthissection,wehavecomparedtheperformanceof
the proposed design with some existing designs as
depictedintable4.

Reversible
componen
ts

Constan
t
inputs

Quantu
m
cost

Garbag
e
output
s

Hardware
Complexit
yHC(n=1)

nbitMUX
2:1

0 4n n 2a+4þ+36

(n+1)bit
MUX2:1

0 4n+4 n+1 4a+8þ+66

(n)-bit
registe
r

n 5n n+1 4a+6þ+46

n-bitleft
shift
register

3n 15n 3n+2 10a+14þ+10
6

(n+1)-bit
leftshift
register

3n+3 15n+1
5

3n+5 20a+28þ+20
6

(n+1)-bit
parallel
adder/
subtact

or

n 6n+2 2n+2 7a+2þ

Feynma
n

2n+5 3n+3 0 6a

Elementary
operation

S.A3A2A1A0 X3X2X1X0

loadingregisters 00000 1110

Shift 00001 110-
00001

Subtractor 11101

1111
11

1100

Shift 11111 100-

Adder
000100

0001 1001

Shift
00011

11101

001-

Subtractor 1

00001 0011

00010 011-

0111

Quotient

Shift 11101

Subtractor
1

00000

Finalremainder
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TABLE4.
Comparison

Conception Constant
inputs(n=8
)

Quantu
m
cost(n=8
)

Garbag
e
output
s

(n=8)

Hardware
complexity(n=1)

Thiswork
88 440 99 53a+62þ+

436

Existing
design
in[16] 89 454 103 65a+74þ+52

6
Existing
design
in[10] 91 538 106 59a+67þ+

336

Existing
design
in[13] 103 674 116 84a+82þ+

426

Existing
design
in[14]

161 846 181 91a+98þ+
506

Table4givesacomparisonbetweentheexistingandthe
proposed8bitsdivisiondesigns.The proposed design
reduces the garbage output,quantum cost,constant
inputsaswellasthehardwarecomplexity.

VII. CONCLUSIONANDFUTUREWORK

In this manuscript,we proposed one approach for
designing reversible division circuits.Then we have
optimizedourdesign.Wehavecomparedthisproposed
designwiththeexistingdesigns.Theproposedmodule
fornon-restoring division has betterperformance in
termsofconstantinputs,garbageoutput,andquantum
costaswellasthehardwarecomplexitythanthatof
existing designs.In the future works we willdesign
completereversibleALU,develop reversiblehardware
descriptionlanguageandreversiblesynthesistools.
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ABSTRACT- The term “Internet of Things” or 

“IoT” refers to a hot and virgin area that is gaining 

importance day by day with increasing advancement in 

technology. With the help of micro-controllers like 

Arduino and micro- computers like Raspberry Pi, cheap 

devices can be used to measure sensor data and send it 

over the internet. Also, DALI (Digital Addressable 

Lighting Interface) is a new module of communication 

between the electrical equipment and a server or computer 

that will result in an effective realization of a smart-grid. 

This paper covers the communication of a DALI network 

of a group of lights with a Raspberry Pi (broker) over 

MQTT (Message Queuing Telemetry Transport) protocol 

keeping the concept of IoT in the background. This 

method proved to optimize electricity usage by optimal 

controlling the intensity of LEDs at various floors of the 

CDAC smartbuilding. 

Key words – Internet of Things (IoT), DALI, MQTT, 

Paho C Client Library, Smart Grid, Raspberry Pi. 
 

I. INTRODUCTION 

In line with the mainstream technological innovations the 

emerging IoT technology aims at improving the quality of life 

of general masses and the efficiency of the civic amenities in a 

sustainable fashion while optimising economic investments by 

private and public sector. The IoT applications can be found in 

various vital fields such as: energy, health, transportation, 

environment, etc. Millions of application in all these fields can 

work optimally if there is a strong interconnection among IoT 

enabled devices [1]. Interconnection among IoT enabled 

devices via communication channels and protocols is not only 

a simple technological subject matter but it interests also other 

characteristics such as privacy, standardization, legal issues, 

etc. [2]. This unsurprisingly induces newer innovative 

challenges in IoT environment, which inspires industrial and 

academics researchers to go further in IoT sustainability 

research [3]. Confidently, the technological interfacing and 

communications among the IoT enabled devices (things) is 

essential to empower the IoT environment [4]. This is the 

reason why few vital functions will be performed by few key 

technological components and techniques, which have evolved 

to guarantee interconnection among heterogeneous devices 

adapting to the usage of very less supplies in terms of both 

computational time, memory, functionalities and energy 

resources. 

This paper offers an analysis report of a small project 

done by the authors at CDAC, Pune to configure the electrical 

arrangement of a building in a smart manner using the 

concepts of DALI and IoT. 

Accordingly, the rest of the paper is organized as follows: 

Section II identifies the basic apparatus required for the  

project and a brief description about the various protocols and 

modules that have been exhausted in the project. Section III 

provides an overview of the method through which the project 

was carried out and the working principles of the project. 

Section IV presents a brief of the results achieved from the 

project and an analysis of how smart grids are efficient 

investments for people in the time to come. Section V consists 

of the conclusion and outlook. Following the conclusion is a 

short note of acknowledgement by the authors to the people 

who have helped during the course of this project. 

 

II. SYSTEM MODELLING 

A. Hardware and Software used 

In order to carry out this project, we made use of the 

following set of hardware: 

- A Raspberry Pi 3 Model B 

- DALI LED drivers, preferably LCM 60 DA. 

- Group of LED lights 

The software comprised of: 

- Linux/Debian terminal 
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- Eclipse Paho client library for MQTT communication 

- Any C programming IDE 

- MQTT mosquitto broker 

 

Before getting into the process of performing the project, 

it is imperative to acquaint ourselves with the basic concepts 

behind the modules and protocols in use: 

 

1) MQTT: MQTT is a lightweight messaging protocol 

that provides resource-constrained network clients with a 

simple way to distribute telemetry information. The protocol, 

which uses a publish/subscribe communication pattern, is used 

for machine-to-machine (M2M) communication and plays an 

important role in the Internet of Things (IoT). MQTT allows 

devices to send (publish) information about a given topic to a 

server that functions as an MQTT message broker. The broker 

then pushes the information out to those clients that have 

previously subscribed to the client's topic. To a human, a topic 

looks like a hierarchical file path. MQTT is a good choice for 

wireless networks that experience varying levels of latency due 

to occasional bandwidth constraints or unreliable connections. 

Should the connection from a subscribing client to the 

broker get broken, the broker will buffer messages and push 

them out to the subscriber when it is back online. Should the 

connection from the publishing client to the broker be 

disconnected without notice, the broker can close the 

connection and send subscribers a cached message with 

instructions from the publisher. 

There are many platforms of MQTT protocol, the most 

popular being the HiveMQ and the Mosquitto platforms. 
 

Fig. 1 Interaction of MQTT broker with the publisher and subscriber. [5] 

 

In Fig.1, a Mosquitto MQTT broker acts as the server for 

communication between two clients (ESP8266 Node MCU 

and Paho Python), both of which can act as either a subscriber 

or a publisher. However, at a time, one will act as the publisher 

while the other will be the subscriber. This communication 

happens over a topic which is common to both ends. This 

maintains the singularity in communication over the same 

broker among various clients without any interference . 

 

2) Eclipse Paho: The word pāho is a Maori word that 

means to broadcast, make widely known, announce, 

disseminate, transmit. The Paho project was created to provide 

scalable open-source implementations of open and standard 

messaging protocols aimed at new, exisiting, and emerging 

applications for Machine-to-Machine (M2M) and Internet of 

Things (IoT). Objectives include effective levels of decoupling 

between devices and applications, designed to keep markets 

open and encourage the rapid growth of scalable Web and 

Enterprise middleware and applications. Paho initially started 

with MQTT publish/subscribe client implementations for use 

on embedded platforms, and in the future will bring 

corresponding server support as determined by the community 

[6]. 

Paho client libraries can be written in many programming 

languages, viz. C, C++, Java, Python, etc. For this project, we 

performed Paho client programming in C. 

 

3) DALI: DALI is a data protocol and transport 

mechanism that was jointly developed and specified by several 

manufacturers of lighting equipment. The common platform of 

DALI enables equipment from different manufacturers to be 

connected together. DALI network consists of a controller and 

one or more lighting devices (e.g., electrical ballasts, LED 

drivers and dimmers) that have DALI interfaces [10]. The 

controller can monitor and control each light by means of a bi- 

directional data exchange. The DALI protocol permits devices 

to be individually addressed and it also incorporates Group 

and Scene broadcast messages to simultaneously address 

multiple devices (e.g., "Group 1 goto 100%" or "Recall Scene 

1"). DALI devices include LED drivers, fluorescent HF 

ballasts, low voltage transformers, PE cells, motion detectors, 

wall switches and gateways to other protocols. There can be up 

to 64 DALI devices on a single DALI network. Sites requiring 

more than 64 devices are implemented by having multiple 

separate DALI networks, each with up to 64 devices. These 

separate networks are then linked together with DALI 

gateways and a data bus running a high level protocol. 

 

III. METHODOLOGY 

 
This project works on the basic MQTT protocol, i.e. a 

publisher sends some data to an MQTT broker (created on the 

Raspberry Pi itself) which is further transferred to the 

subscriber. Both the publisher and subscriber are subscribed to 

the same topic. Each Raspberry Pi system is capable of 

handling at most 64 lights (clients) as per the DALI protocol. 
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Fig. 2 General communication between the terminals in the project 

 
Fig.2 gives a pictorial representation of the skeleton of the 

project where Lighting manager represents the console of 

DALI drivers, each of which connects to maximum LEDs 
 

 
(nodes). 

 
Fig. 3 Sequential range of topics undertaken by current research methodology 

for optimal energy saving with more than 64 devices DALI Network 

 

The first stage in the project is to begin with the installation of 

Paho C client library on the Raspberry Pi. Thereafter, the 

mosquitto MQTT platform is installed. Once the installation 

process is over, the structure of topics is brought into 

existence. As is evident from Fig.3, the range of topics 

available is diverse. Each topic corresponds to a different set 

of topic. The hierarchy of topics is as follows: 

 
a) Building -> Floor n -> Pi n: Each floor can have 

many Raspberry Pis to drive numerous DALI drivers. 

Hence, once the communication happens over this 

topic, the user has the option to control the state of 

either one or more than one LEDs lights on that floor 

through the corresponding Pi. 

 
b) Building -> Floor n -> Ctrl: If the user wishes to 

control the entire floor and all Raspberry Pis and 

DALI drivers on that floor, this topic will be sent. 

client. If not, the broker will retry communication 
with the client until it’s done. 

 
e) Building -> Floor n -> Pi n -> Get Status: If the user 

wishes to know the current brightness status of the 

lights or of a particular DALI driver, this topic will be 

communicated with. 

 
f) Building -> Floor n -> Pi n -> Status: The client 

returns its current status to the user as a return call to 

the above topic. 

 
g) Building -> Floor n -> Pi n -> Ctrl: The user can get 

control over a single Pi on a particular floor and 

control all the DALI drivers with a single command 

through this topic. 

 
h) Building -> Floor n -> Pi n -> DS N -> Ctrl: The 

term DS in this topic implies ‘DALI Scene’ and N 

represents the particular DALI driver that has 4 

nodes. This topic enables the user to only control the 

brightness scene and make changes to it, perhaps like 

moderating the dim and bright lighting according to 

the situation. For instance, if it is a projection room, 

the lights are bright initially but may be automatically 

dimmed by the user once the projection of a 

presentation or movie begins in the room. 

 

i) Building -> Floor n -> Pi n -> DG N ->Ctrl: The 

term DG here signifies ‘DALI Group’ and N is same 

as in the above topic. Here, there are total 16 DGs 

under each Pi and each DG consists of 4 nodes. We 

can control the settings and state of each group here, 

however cannot change the scene settings. 

 
j) Building -> Floor n -> Pi n -> DG N -> Add to 

Scene: This topic is useful when the user wishes to 

access a particular DG and add some brightness 

settings to its current scene without altering it. 

 
k) Building -> Floor n -> Pi n -> Add to Scene: Instead 

of changing the scenes of each DG or DS, one can 

also add settings to the scene of all 64 nodes under 

one Pi through this topic. 

 
l) Building -> Floor n -> Pi n -> LD N -> Ctrl: The 

term LD in this topic refers to ‘LED DALI’, i.e. 

instead of having the nodes (LEDs) as groups, they 

can also be individually placed under a Raspberry Pi 

c) Building -> Floor n -> Pi n -> Comm: This topic is 

sent by the publisher to start the communication with 

the subscriber (DALI drivers). 

 

d) Building -> Floor n -> Pi n -> Comm Done: This 

topic returns a callback signal to the broker whether 

successful communication has been formed with the 
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thereby giving access to a Pi to 64 LDs. Hence, with 

this topic the state of the LDs can be controlled 

individually. 

 

m) Building -> Floor n -> Pi n -> LD N -> Get Status: 

Same as topic e), only difference being that an 

individual LD’s status is being sought for this time by 

the user. 

 
n) Building -> Floor n -> Pi n -> LD N -> Status: 

Similar to topic f), this one returns the status of the 

LD which was sought by the user in the earlier topic. 

 

o) Building -> Floor n -> Pi n -> LD N -> Add to 

Group: There is also an option to add the individual 

LDs to an existing DG or into a new one, keeping in 

mind that maximum number of nodes in each group 

should not exceed 4. 

 
p) Building -> Floor n -> Pi n -> LD N -> Remove from 

Group: The LDs can be removed from the groups that 

they are a part of too. 

 
How does it work? 

The above range of topics describe the vast scope of available 

options to the user for controlling and monitoring a network of 

lights either in a home or even in a building. However, this is 

achieved through programming in Paho C client library. 

We program both ends of the broker in such a way that 

firstly a client is created. A user-friendly environment is 

developed where the topics are listed on the screen, and the 

user can select a topic of his choice. Once the topic is also 

initialized, the subscriber client however tries connection with 

all the topics. Depending on the topic that the publisher has 

connected to, the subscriber reaches out to the set of topics 

corresponding to that topic and returns its status to the 

publisher via the broker. 

Depending on the choice entered by the user, the 

corresponding topic gets generated on the publishing side. 

This choice of topic is sent to the MQTT broker (Raspberry 

Pi), which further channelizes the communication of data with 

the subscriber over this topic. The subscriber however 

generates all possible topics and tries to connect to each one of 

them at very short intervals after creating the client. The 

communication takes place when the topics of both publisher 

and subscriber match with each other. At this instant, the 

message from the publisher is published to the subscriber, and 

the resulting set of operations corresponding to that topic are 

performed. Eventually, we finally see the result physically with 

the varying brightness level of the lights or LEDs. The same 

process continues and various publishers can publish to the 

same subscriber over different topics. Also, the connection 

process is made in such a way that even if the connection is 

lost or broken from either sides, the client tries to reconnect 

with the broker and does not disconnect, unless disconnected 

manually by the user. 

 

IV. RESULTS 

Although we approached this project at its beginning 

stage, yet by implementing the proposed methodology many 

results were realized by us towards the end of it. The terminal 

windows consisting of the publishing and subscribing 

operations has been shown in section III of this paper. 
 

Fig. 4 Graphs of energy saving (in kWh) on Y-axis before and after DALI 

Scheme Transfer (DST) in a day 

 

The analytics of this shows that on the peak periods of usage, 

the load can be increased and decreased vice versa via DALI 

controller. Also, the user desired topic can be sent to the 

MQTT broker (Raspberry Pi), which further publishes the data 

to the subscriber for optimally setting the brightness of LEDs 

as shown in Fig. 5a and 5b. This causes the energy saving in 

the electricity usage as shown in Fig. 4, and this will play a 

huge role in the energy saving in urban areas paving the way 

for a smarter demand response on consumer side. 
 

Fig. 5a Terminal window for the publisher 
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Fig. 5b. Terminal window for the subscriber 

V. CONCLUSION 

The coming decade is going to witness a revolutionary 

change in the manner of usage of energy and smart 

monitoring systems are going to come in vogue. We have 

been able to successfully implement a smart energy saving 

methodology via communication of a DALI network with a 

Raspberry Pi over MQTT (Message Queuing Telemetry 

Transport) protocol keeping the concept of IoT as the 

background for optimizing the brightness control of LEDs 

at different floors in the smart building of CDAC Pune. The 

constraint of using only 64 DALI devices on a single DALI 

network was overcome by having multiple separate DALI 

networks, each with up to 64 devices in the entire set up 

with reduced delay and maximum energy saving. 
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Abstract— In this paper a NAND flash memory controller was 

designed. For the best use of NAND type flash memory we design 

a new Arithmetical and Logical Unit (ALU) for calculating 

increment, addition, subtraction, decrement operations etc. In 

this memory controller we design single memory cell, memory 

module, a decoder etc. These all are encapsulated inside a 

controller and this is on top most in hierarchy. NAND flash 

memory is a non volatile storage media used in today daily life 

electronic equipments. NAND flash memory is programmed on 

page by page basis. Typically programming time is very less few 

micro second per page. This NAND flash memory controller 

architecture can be used with a real secure digital card, 

multimedia card (SD/MMC), digital cameras etc. The NAND 

Flash memory controller can be an internal device, built into the 

application processor or host, or designs can incorporate an 

external, stand-alone chip. Experimental results show that the 

designed controller give good performance and full fill all the 

system specifications. We have used FPGA chip for download our 

code. 
 

Keywords-Flash memory; Non Volatile; Arithmetical and 

Logical Unit (ALU); Encapsulation; Field Programmable Gate 

Array (FPGA);Secure Digital card/Multi Media Card 

(SD/MMC);Hard Disk Drive (HDD); 

 
random access of memory in I/O operations [1]. It is possible to 

design a simple memory mapped interface to hardware with 

NAND flash memory. NAND flash memory controller has also a 

bidirectional bus in between peripheral devices and controller, 

controller internal bus for various functional blocks and controller 

with memory connections. For the improvement of product 

lifetime and system performance we always design an excellent 

NAND flash memory controller. Single Level Cell (SLC) and 

Multi Level Cell (MLC) two techniques are used for storing data 

in memory cells. SLC offers 100,000 erase program cycle while 

MLC offers about 10,000 erase program cycle [2]. 
 

NAND flash memory controller has also a bidirectional 
bus (Data, Address, and Control). NAND flash cell are 
placed together for saving 60% cell size over NOR flash 
cells. NAND flash memory controller provides a serial 
access of data blocks in a very high speed [6]. Single Level 
Cell (SLC) and Multi Level Cell (MLC) two techniques 
have been used for storing data in memory cells. A 
software called Flash Transaction layer (FTL) use for wear 
leveling and bad block management technique. All vendors 
provide FTL software [9]. 
 

 
 

I. INTRODUCTION 
 

Flash memory is being widely used as a storage medium 
in mobile devices because of its low power consumption, 

small form factor, and high resistance to shock and 

vibration. As the density of a flash memory chip increases 
and the price continues to drop, the flash memory is being 

adopted in more diverse storage applications. Flash 
memory is the combination of two technologies-EPROM 

and EEPROM. The term “Flash” means - A large chunk of 

memory (memory cell) could be erased at one time”. On 

the other hand in EEPROM each byte is erased one by one 

manner.  
Flash memory has characteristics that are different from 

conventional storage devices such as HDD. Thus, specialized 

hardware and software are required to use flash memory as a 

storage device. The role of flash memory software is particularly 

important because it has to deal with the peculiarities of flash 

memory. It also needs to be diverse because flash memory is used 

in a wide spectrum of applications ranging from micro-embedded 

systems (e.g., a sensor-node) to large-scale servers [5]. Flash 

memory controller offers higher capacity for fast data transfer and  

 
The pipelining and parallel processing concepts are 

applied for systematic design approach of a systolic array 
processor. The systolic array architecture and iterative 
Very Large Scale Integration (VLSI) architecture is 
applied for good performance. It makes the circuit design 
easy for implementation [8]. 

 
II. NAND FLASH MEMROY CONTROLLER 

ARCHITECHTURE 

 
The capacity of NAND flash device is improved day by 

day, architecture are also improved day by day. Latest 
overall structure of NAND flash device is looks very 
similar to its conventional structure. A NAND flash 
controller implements memory mapped interface [10]. A 
multiplane array packs contains its own set of Cache/Data 
registers, more memory cells on a die and partitioned it 
into several plans. In multiplane array packs all operations 
performs parallels. Inside a single flash array operation 
time multiple pages of data can be programmed, read, 
write, fetched etc. so average data access time is small. In 
multiplane commands some addresses are restricted.  
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Figure 1.  Block Diagram of a NAND Flash Memory Controller

 

NAND flash controller has flash chips. In today life it is 
widely used in storage devices. One more recent 
application for flash memory is as a replacement for hard 
disks. Flash memory does not have the mechanical 
limitations and latencies of hard drives, so a Solid 
Drive (SSD) is attractive when considering speed, noise, 
power consumption, and reliability. It always follo ws 
Open NAND Flash Interface (ONFI) standard [3]. 

In NAND flash device we have mainly I/O control 
block, control logic, NAND flash array. A 
array includes two dimensional NAN D flash cells, 
Row/Column address decoder and cache / data registers 
[11]. It has a shared, multiplexed, bidirectional (command, 

address and data) I/O bus. Figure-1 shows the block diagram of a 

NAND Flash Memory Controller. A multiplane array packs 

contains its own s et of Cache/Data registers, more memory cells 

on a die partitioned into several plane. In multiplane array packs, 

a ll operations are performed in parallel. Thus, inside a si ngle 

flash array, multiple pages of data can be programm ed, read, 

write, fetched, so average data access time is reduced. In 

multiplane commands some addresses are restricted. So new 

NAND flash chip with multidie and multiplane support is always 

increase performance, reduce the data access average time, and 

increase parallel execution of commands 

 

[7]. NAND flash devices are programmed on a page by page 

basis. Typically programming time is a fe w hundred micro 

second per page. NAND flash cell can be programmed and erased 

only for limited time period (100,00 0 times for SLC and 10,000 

times for MLC) before it fails. To improve this limitation, flash 

memory performance has b een increased by using wear leveling 

technique. The technique spreads the memory cell use evenly to 

different physi cal pages. So the entire flash device is used 

equally to im prove the life of flash memory [2]. Bad block 

manageme nt technique and wear leveling technique use some 

remapping technique of logical to physical address of the memory 

device. They all provide an FPGA to facilitate the implementation 

of a wide range of NAND Flash Memory Controller [4].

III. SIMULATION AND RESULT

A. Single Micro cell Module

In the simulation result, the NAND flash memory cell is 

simulated using Xilinx ISE Software and modelsim 

simulator. As shows in Figure 2, the RTL view of NAND 
Flash memory cell has been gene rated after the synthesis. 

The modelsim waveform is displayed on Figure 3 

indicating the write and read operation. Write operation 

takes place only when both word line and write enable are 

‘1’. The q and qbar line are modified when this situation

occurs as seen in the waveform and Read operation takes 

place when both word line and read enable sh uld be high 

so that read out shows the data stored in q.
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Figure 2.  RTL Schematic View of Single Micro Cell 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 3.  Simulation Waveform of Single Micro Cell

 
B. Full Adder 

 
The simulation of full adder carried using Xilinx ISE 

Software and modelsim is shown in Figure 4. The RTL 

view of full adder was generated after the synthesis and it 

displays the internal architecture of full adder. The 

modelsim waveforms are displaye d in Figure 5 and d

the sum and carry output. Sum tak es place only when any 

one input is high and carry operation is done when at least 

two inputs are high.  
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of full adder carried using Xilinx ISE 

Software and modelsim is shown in Figure 4. The RTL 

view of full adder was generated after the synthesis and it 

displays the internal architecture of full adder. The 

modelsim waveforms are displaye d in Figure 5 and depict 

the sum and carry output. Sum tak es place only when any 

one input is high and carry operation is done when at least 
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Figure 5.  Simulation Waveform of Ful l Adder

 
C. Arithmetic and Logical Unit (ALU) 
 

In the simulation, results of Arithmetic and Logical Unit 

(ALU) have been used in Xilinx ISE Software and modelsim 

simulator as shown in Figure 6. The RTL view of ALU has been 

generated after the synthesis and it displays the internal 

architecture of ALU. The mod elsim waveform is disp

Figure 7 which indicates all mathematical operations. The 

addition operation takes place only when op_sel. Operation select 

lines are zero a nd provide input value to the dat_a and dat_b and 

chec k the results on dat_out as well as all flag regist

flag, Sign flag, auxiliary carry flag, parity flag, etc. Thus all 

mathematical operation can be carried by changing the value of 

op_sel.  
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D. Memory Module 

In the simulation, result of Me mory Unit using Xilinx 

ISE Software and modelsim simulator are shown in Figure

8. The RTL view of memory unit is generated after the 

synthesis to display the internal architecture of Memory 
Unit. The modelsim waveform is displayed

indicates how the data can store in to the memory with the 
help of read and write operation.
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Figure 8.  RTL Schematic of Memory  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 9.  Simulation Waveform of Memory Module

 
E. Memory Read Cycle 

In Figure 10, the RTL view of Memory Read Cycle has

been generated after the synthesis to display the internal
architecture  of  Memory  Read  Cycle.  The  modelsim
waveform is displayed in Figure 1 1. During Memory Read

Cycle when reset = ‘1’ then both the mode operation are

zero and when apply the clock pulse the data at ¼ and ¾
points in data cell is generated and when 

clock the data are in a position to g o from serial to parallel
conversion. After some time it will also shift to data
register. In this way, data are shifted to the particular data

Figure 7.  Simulation Waveform of ALU register and finally read the data at that location.

 

the simulation, result of Me mory Unit using Xilinx 

ISE Software and modelsim simulator are shown in Figure 

The RTL view of memory unit is generated after the 

synthesis to display the internal architecture of Memory 
Unit. The modelsim waveform is displayed in Figure 9. It 

indicates how the data can store in to the memory with the 
help of read and write operation. 
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In Figure 10, the RTL view of Memory Read Cycle has 

been generated after the synthesis to display the internal 
of  Memory  Read  Cycle.  The  modelsim 

waveform is displayed in Figure 1 1. During Memory Read 

Cycle when reset = ‘1’ then both the mode operation are 

zero and when apply the clock pulse the data at ¼ and ¾ 
points in data cell is generated and when increment the 

clock the data are in a position to g o from serial to parallel 
conversion. After some time it will also shift to data 
register. In this way, data are shifted to the particular data 

read the data at that location. 
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Figure 10. RTL View of Memory Read Cycle 
 
 
 
 
 
 

 

 
 
 
 
 
 
 
 

 
Figure 11. Simulation Waveform of Memory Read Cycle

 
F. Memory Write Cycle 
 

In Figure 12, the RTL view of Memory Write Cycle has been 

generated after the synthesis to display the internal architecture 

of Memory Write Cycle. The modelsim waveform is displayed in 

Figure 13. During Memory Write Cycle when reset =

both the wrn1 and wrn2 operation is one and when enable the 

clock detect the edge on write pulse. After some time, detect 

edge on write pulse to load transmit buffer. When increment the 

clock the data are in a position to go from transmit shift r

to transmit buffer. In this way, data are shifted to the particular 

data register and finally write the data at that location. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 12. RTL Schematic of Memory Write Cycle

Figure 10. RTL View of Memory Read Cycle 

Figure 13. Simulation Waveform of Memory Write Cycle

Figure 11. Simulation Waveform of Memory Read Cycle 

In Figure 12, the RTL view of Memory Write Cycle has been 

generated after the synthesis to display the internal architecture 

of Memory Write Cycle. The modelsim waveform is displayed in 

Figure 13. During Memory Write Cycle when reset = ‘1’ then 

both the wrn1 and wrn2 operation is one and when enable the 

clock detect the edge on write pulse. After some time, detect 

edge on write pulse to load transmit buffer. When increment the 

clock the data are in a position to go from transmit shift register 

to transmit buffer. In this way, data are shifted to the particular 

data register and finally write the data at that location. 

Figure 12. RTL Schematic of Memory Write Cycle 

 
 

G. NAND Flash Memory Controller
 

Figure 14 shows Xilinx RTL Schematic view of 
NAND Flash Memory Controller. Figure 15 are shows the 
Simulation Waveform of NAND Flash Memory 
Controller. We bind all the above components inside this 
module. This module is stand at the top of hierarchy. 
Various pins are described below 

� nand_ale : This pin indicates NAND flash 

advanced latch enable when this pin is high, the 
NAND flash memory controller work and when it 

is low, the NAND flash memory controller are in 
latch mode.  

� nand_ce : This pin indicates NAND flash 

enable. When this pin is high the NAND flash 

memory controller are in working mode, it 
reflects that the data is storing in a memory in 

sequential order. When it is low, the NAND Flash 

memory controller do not worked. 

� nand_cle: This pin indicates 

mode. When this pin is high the data are cleared 
in the main memory of NAND flash memory 

controller. When it is low it will not worked. 

� nand_re: This pin indicates NAND flash reset. 

When this pin is high the NAND flash memory 
controller are in reset mode i.e. all operations of 

NAND flash memory controller stopped. When it 
is low, it will work properly.

� nand_tri_en: This pin indicates NAND flash tri
state enable. When it is high, it will indicate the 
data are in tri-state i.e. high impedanc
When it is low it may work properly.

� nand_we   : This pin indicates NAND flash in

 write operation. When it is high, data are in

 writing process in a write mode i.e. we can write
 the data at particular memory address. When it is
 low, it will not provide a permission to write the

� 

data.  

nand_opr<2:0> : This pin indicates selection
between reset state (000), read ID state (001),read 
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write operation. When it is high, data are in 
 

writing process in a write mode i.e. we can write 
 

the data at particular memory address. When it is 
 

it will not provide a permission to write the 
 

 

: This pin indicates selection 
 

between reset state (000), read ID state (001),read 
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page state (010) and write page state (011). After 

that state 100,101,110,111 (4 states) reserve for 

future extension.  
� nand_rdy : This is the NAND flash ready input 

signal from the memory device, only accessible 
when high. If it is low it will not be accessible. 

� prog_2,prog_3,…prog_24 :These 23 pins used for 

write states 

� read_2,read_3,…read_21 : These 20 pins used for 
read states.  

� rid_2, rid_3, …. , rid_9 : These 8 pins used for
select ID states.  

� rst_low:This pin indicates the reset input of the 

system. It is normally low. 

� rst_1, rst_2, rst_3 : These 3 pins 
states.  
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Figure 15. Simulation Waveform of NAND Flash Memory Controller 
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CONCLUSION

 
In this paper NAND flash memory controller for SD/MMC 

memory card using FPGA was designed. The test results show 

that NAND flash memory controller architecture will achieve a 

high performance. In the proposed NAND flash memory 

controller, all the blocks like microcell, microcontroller, ALU, 

full adder, memory unit, memory read cycle, memory write cycle 

have been developed. Proposed archite

embedded computing system as a replacement of conventional 

Hard Disk Drive (HDD) with a very huge size of NAND flash 

memory. In this controller we design only four states reset state, 

read ID state, read page state, write page s

extension we have four reserve states.
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Abstract— As the world expanded around us and increased the 

popularity of the Internet by sending receiving, uploading or 

downloading the high definition videos, it was necessary to use a 

good technology to reduce the size of the dedicated video and 

specialized high-quality one. If the videos are send or receive, they 

need a wide bandwidth to capture this amount of information in the 

video. Based on the above, the H.264/AVC is a good video coding 

standard that gives great results for encoding and decoding videos 

in terms frames. This technology was developed jointly by (ITU-T) 

International Telecommunication Union–Telecommunication 

Standardization, and (ISO) International Organization for 

Standardization. Our work involves applying the encoding and 

decoding process of the standard using MATLAB TOOL. The 

work is focusing in inter frame prediction using the (IPPPPP) 

frame pattern. The video that was subjected to encoding and 

decoding processing is using with different video coding standards 

such as H.264/AVC. 

 
Keywords—IPPPP, High Quality, video, encoding, decoding 

 

I. INTRODUCTION 

H.264/AVC is the international video coding standard. It is 

coding.  approved by ITU-T as Recommendation H.264 [1] 

and by ISO/IEC as International Standard MPEG (Motion 

Picture Expert Group)-4 part 10 AVC[2]. It is widely used 

for the transmission of Standard Definition (SD) and High 

Definition (HD) TV signals over Satellite, cable, and 

terrestrial emission and the storage of high-quality SD video 

signals onto DVDs[3]. However, an increasing number of 

services and growing popularity of high definition TV are 

creating [4] greater needs for higher coding efficiency. 

Moreover, other transmission media such as Cable 

Modem[5] offer much lower data rates than broadcast 

channels, and enhanced coding efficiency can enable the 

transmission [6] of more video channels or higher quality 

video representations within existing digital transmission 

capacities[7]. Digital Video is a sequence of still images or 

frames and represents scenes in motion[8]. A video signal is 

a sequence of Two Dimensional (2D) images projected from 

a dynamic three dimensional (3D) scene onto the image 

plane of a video camera[9]. Video coding is the process of 

compressing and decompressing a digital video signal[10]. 

Coding of video is performed picture by picture. Each 

picture to be coded is first partitioned into a number of 

slices[11]. Slices are individual coding units in this standard 

as compared to earlier standards as each slice is coded 

independently[12]. The hierarchy of video data organization 

is as follows: picture-slices-macroblocks-sub macro blocks-

blocks-pixels[13]. The main elements of the H.264, source 

coder are prediction, block transformation (spatial to  

 

 

 

 

frequency domain translation), quantization, and 

entropy[14-16]. 
  

 

II. LITERATURE SURVEY 

 

The purpose of this section is to provide a short 

description of the various video compression standards. 

Standards allow interoperability between different 

manufacturers and a variety of equipment worldwide. Two 

standards bodies have strongly influenced the 

development of video compression standards: the 

International Telecommunications Union (ITU) and the 

Moving Pictures Experts Group (MPEG)[3-5]. The oldest 

body is the ITU .Of particular interest is the 

Telecommunication Standardization Sector, or ITU-T 

sector[11]. Their goals have been transmitting video over 

both the analog and digital telephone system although in 

recent years the difference between their goals and ISO 

MPEG are very much blurred[16]. Video compression    

standards developed by ITU are designated by the 

label“H.26X”[17]. 
 In the early 1990’s the International Organization 

for Standardization (ISO) began looking at video 

compression for computer and multimedia applications. 

ISO formed MPEG to develop video compression 

standards for ISO. MPEG can be thought of as the 

“computer guys.” Standards developed by MPEG are 

designated by the label “MPEG-x.” The MPEG committee 

tends to be better known than the ISO although both had 

an equally important impact on the video compression 

industry[18]. It is important to note that both ITU and 

MPEG video compression standards only describe the 

decoder and not the encoder structure[19]. The 

standards describe the syntax of the encoded bit stream 

as well as behavior of a compliant decoder. Developers 

then are allowed to design the encoder anyway they 

want as long as it produces a compliant bit stream[21-

21]. 

In order to achieve better compression, the video 

may be pre-processed before being processed by the 

encoder. Since errors may be introduced to the com- 

pressed video data, error conceal mentor block-artifact 

reduction techniques may be used after the decoding 

process to enhance the overall quality of the video.  It 

should be emphasized that such techniques are not part of 

the video compression standards. 

 

 A timeline of the development of video 

compression standards is shown in Figure 2.2, with the 
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contributions of MPEG and ISO shown above and below 

respectively. It should be noted that MPEG and ITU 

jointly developed two standards, these are MPEG-2/H.262 

and MPEG-4: Part10/H.264. 

 

Fig. 2.2. Timeline of video coding standards. MPEG-

2/H.262 and MPEG-4: Part 10/H.264 were joint projects 

of MPEG and ISO. 

 

H.120 Standard: 

H.120 was the first digital video compression 

standard. It was developed by COST 211. The video turned 

out not to be of adequate quality, there were few 

implementations, and there are no existing codecs for the 

format, but it provided important knowledge leading directly 

to its practical successors, such as H.261.The drawbacks are 

H.120 video was not of good enough quality for practical use 

it had very good spatial resolution (as differential PCM works 

on a pixel-by-pixel basis), but very poor temporal quality. It 

became clear to researchers that to improve the video quality 

without exceeding the target bitrate for the stream, it would 

be necessary to encode using an average of less than one bit 

for each pixel. 

 

 H.261 Standard: 

H.261 is an ITU-T video compression standard, first 

ratified in November 1988. It is the first member of the H.26x 

family of video coding standards in the domain of the ITU-

T Video Coding Experts Group (VCEG), and was the first 

video coding standard that was useful in practical term. 

H.261 was originally designed for transmission 

over ISDN lines on which data rates are multiples of  64 

kbit/s.  There are however a few difficult problems in H.261: 

Motion vector search, Bit-rate Control, Propagation of Errors. 

 

H.262 Standard: 

 

H.262or MPEG-2 Part 2 (formally known as ITU-T 

T Recommendation H.262 and ISO/IEC, also known 

as MPEG-2 Video) is a video coding format developed and 

maintained jointly by ITU-T Video Coding Experts 

Group (VCEG) and ISO/IEC Moving Picture Experts 

Group (MPEG). MPEG-2 Video is similar to MPEG-1, but 

also provides support for interlaced video (an encoding 

technique used in analog NTSC, PAL and SECAM television 

systems). MPEG-2 video is not optimized for low bitrates 

(less than 1 Mbit/s), but outperforms MPEG-1 at 3 Mbit/s and 

above. All standards-conforming MPEG-2 Video decoders 

are fully capable of playing back MPEG-1 Video streams.  

 H.263 Standard: 

 H.263 is a video compression algorithm and 

protocol which is standardized by ITU. It is due to be 

published sometime in 1995/1996. It was designed for low 

bitrate communication, early drafts specified data rates less 

than 64 Kbits/s, and however this limitation has now 

been removed. It is expected that the standard will be used 

for a wide range of bitrates, not just low bitrate applications, 

and expected that H.263 will replace H.261 in many 

applications. The Video source coding algorithm of H.263 is 

based on Recommendation H.261 and is a hybrid of inter-

picture prediction to utilize temporal redundancy and 

transform coding of the remaining signal to reduce spatial 

redundancy, however with some changes to 

improve performance and error recovery. So, In comparison 

with video compression H.261 which is widely used for 

ISDN video conferencing, H.263 can achieve the same 

quality as H.261 with 30-50% of the bit usage. Most of this is 

due to the half pixel prediction and negotiable options in 

H.263. H.263, in addition, is also better than MPEG-

1/MPEG-2 for low resolutions and low bitrates. 

  

 H.264 / MPEG-4 Part 10: Advanced Video Coding  

 

In early 2000 ITU and MPEG began working 

jointly again on a new video com- pression standard. They 

formed a group known as the Joint Video Team (JVT) to 

examine new issues in video compression . The offcial 

ITU and MPEGdesigna- tions are H.264  and MPEG-4 

Part 10: Advanced Video Coding respectively. In this 

thesis, the ITU designation H.264 will be used to refer to 

the standard.  

 This standard was designed to target a wide 

variety of applications, including wireless , IP networks , 

and digital cinema.The standard has defined two separate 

main coding layers: the Video Coding Layer (VCL) and 

the Network Abstraction Layer (NAL). The VCL will be 

the focus of this paper, although the NAL will be 

discussed in some detail. 

   

In comparison to previous standards, this standard 

is a departure from earlier standards, introducing many 

new technical features to further increase compression 

effciency, such as flexible macroblock sizing, 1/4-pixel 

interpolation , multiple reference picture capabilities, and 

an in-loop filter. 

 

III.PROPOSED WORK  
 

Encoder Decoder: 

The objective of image processing is to analyze 

image data to make the system to understand, recognize and 

interpret the processed information available from the image 

pattern. For example, noise removal, sharpening, or 

enhancing brighten an image, making it easier to identify 

key features. These enhancement can be classified into two 

main groups – spatial domain based and transformation 

domain based methods . The popular histogram equalization 

(HE) based methods come in to the spatial domain, which 

can be further classified into two categories, i.e., global and 

local histogram equalization based techniques. Global 

Histogram Equalization (GHE) methods explore the 

histogram information of the entire image to form its 

transformation function. The classical HE can efficiently 

utilize display intensities, but it tends to over enhance the 

contrast if there are high peaks in the Histogram, which 
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often results in a harsh and noisy appearance of the output 

image. 

 

The video can be divided in to number of frames, 

that sequence can me in the form of f1,f2,f3……….fn-

1,fn.Then again frame can be divided in to macro block is 

encoded in an inter and intra mode can be perform with 

motion estimation and motion compensation that is to be 

count as prediction process. 

 

In this work inter prediction mode is performing 

with motion compensation prediction with previous frame 

that is to be consider as reference frame. That the sequence to 

be consider as IPPPPPPP----. 

 
Figure. 2. IPPPP--- sequence 

 

 

 

The prediction picture is subtracted from the current 

block to produce as residual block that process can be 

consider as transformation process. Here transformation 

technique has implemented with hybrid wavelet transform. 

And quantized to be a set of coefficients i.e quantized 

transform coefficients, which are to be ordered and apply 

entropy process. 

 

H.264 decoder is inverse process of H.264 encoder 

and it is used to decode the encoded video come from the 

encoder. Decoder receives compressed bit stream and 

decodes data elements to produce set of quantized 

coefficients, these coefficients has to be decoded from the 

bit stream and decoder creates prediction block, from that 

prediction block it has to send to Deblocking filter and 

generate frames. 

 

 

Figure 3 Proposed Block Diagram Of H.264 

In figure 3 represents the encoder and decoder of 

the proposed techniques. It gives the detail explanation 

of the process of the video sequence uses the intra and 

inter frame formats in terms of compression efficiency 

at the time of writing (early 2010). The Moving Picture 

Experts Group (MPEG) and Video Coding Experts 

Group (VCEG) are examining the need for a new video 

compression standard. The consensus was that (a) there 

is likely to be a need for a new compression format, as 

consumers demand higher-quality video and as 
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processing capacity improves and (b) there is potential 

to deliver better performance than the current state-of-

the art. A number of different techniques were 

proposed, including decoder-side motion estimation, 

larger macro block sizes (up to 32 × 32), and more 

sophisticated in-loop Deblocking filters, adaptive 

transform sizes and improved intra prediction. In 

general, all of these proposed algorithms offer the 

potential for better compression performance at the 

expense of increased computational complexity. Results 

of subjective comparison tests of the proposed 

architecture to conclude that ‘for a considerable number 

of test sequences significant   peak signal noise ratio 

(PSNR) could be achieved’. prediction, later on motion 

Compensation and motion Estimation is done on the 

frames by using the reference frame. 

 
IV. SIMULATION RESULTS 

 

Encoding Process:  
 

In this process ‘suzie_qcif.yuv’ is considering as a 

input video sequence. The block diagram of the basic 

encoder with extensions for non-intra frame coding 

techniques is given. Of course, this encoder can also 

support intra frame coding as a subset. Starting with an 

intra, or I frame, the encoder can forward predict a future 

frame. This is commonly referred to as a P frame, and it 

may also be predicted from other P frames, although 

only in a forward time manner. As an example, consider a 

group of pictures that lasts for 10 frames. In this case, the 

frame ordering is given as I, P, P, P, P, 

P,I,P,P,P,P,....sequence. 
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Decoding process: 

 
In this process bit stream, The block diagram of 

the basic decoder with extensions for non-intra frame 

coding techniques is given. Of course, this decoder can also 

support intra frame coding as a subset. Starting with an 

intra, or I frame, the encoder can forward predict a future 

frame. This is commonly referred to as a P frame, and it 

may also be predicted from other P frames, although 

only in a forward time manner. As an example, consider a 

group of pictures that lasts for 10  frames. In this case, the 

frame ordering is given as Frame 1 , Frame 2 ,... Frame 10. 
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First standardized in 2003, H.264/AVC is now a 

relatively mature technology. H.264 is certainly one of the 

leading subjective quality of one point, his implies that 

there is scope for a new coding format that significantly 

out-performs H.264/AVC. The current plan is to set up a 

Joint Collaborative Team (JCT) of MPEG and VCEG 

representatives to work on a new video coding standard. In 

this work, considered  ‘suzie_qcif.yuv’ as test sequence its 

size is 176 width as well as 144 height, frame frequency is 

30 Hz (30 frames per sec). The GOP test sequence is 

IPPPPPP-----, in this process I frame is having complete 

information of the scene or content of the image, whereas 

following P sequences is completely using comparison 

with I frame with process of motion estimation and 

compensation accounted as motion prediction technique 

such as inter and intra prediction. The split procedure 

partitions the MB into variable size block using a quad tree 

approach. In this method a macro block is divided into 

quarters of equal area  Then using similarities of motion 

vectors of adjacent blocks we will show how to merge the 

sub-blocks for quarter division Loading a file and then 

generate the bit stream,   the regular encoding process is to 

be done with motion estimation with different quantization 

parameters (QP) value. The same in the reverse process can 

be done in the Decoder, encoding frames and decoding 

frames As shown in the below 

 

CONCLUSION 
 

H.264/AVC represents a major steps in the 

development of video coding standards, in terms of 

both coding efficiency enhancement and flexibility 

for effective use over a broad variety of network types 

and application domains. In this work survey has been 

done in terms all the technical features such as 

Transformation in terms of various methods, motion 

estimation and compensation in terms of Inter and 

Intra Prediction and also the final section is 

Deblocking filtering process. Among them is 

enhanced motion prediction capability, use of small 

block-size exact-match transform, adaptive in-loop 

de-blocking filter, and enhanced entropy coding 

methods. The H.264/AVC is highly flexible with all 

motion model and the very efficient performance as 

comparing with the existing methods 

(H.261/H.262/H.263) performance of H.264/AVC as 

described in the project.  
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Abstract— In recent trends of VLSI technology the reversible 

logic has became the major area of research in optimization of 

area, power and speed constraints. The reversible logic has equal 

number of inputs and outputs. In wireless communications 

Viterbi algorithm is employed to have minimal number of 

communication channels. The Viterbi decoder design at 65nm 

technology using reversible logic has made an attempt for 

optimizing power, area and delay with increased efficiency. 
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I. INTRODUCTION 
 

The Viterbi decoding algorithm was proposed by Andrew 

J Viterbi, which is a decoding process for convolutional codes 

in memory-less noise. This algorithm is implemented in the 

designing of communication systems. The Viterbi Algorithm 

is the most resource consuming and it finds the most-likely 

noiseless state transition sequence in a state diagram, given a 

sequence of symbols which are interrupted by noise [1].  
Generally, a viterbi decoder consists of three basic 

computation units: Branch Metric Unit (BMU), Add-

Compare-Select Unit (ACSU) and Survivor Memory Unit 

(SMU) [2].  
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Block diagram of Viterbi decoder 
 

The primary unit is called as Branch Metric Unit (BMU). 

This unit will compare the received data symbols with the 

ideal outputs of the encoder and finally the branch metric will 

be calculated. The Euclidean distance or Hamming distance is 

utilized for the calculation of branch metric. The BMU creates 

branch metrics for the following module in terms of the 

symbols which are received by the channel.  
The Add Compare Select Unit (ACSU) is illustrated as the 

sum of the Branch Metrics (BM) to the subsequent Path 

 
Metrics (PM). The new PM will be compared and the selected 

PM will be stored in the Path Metric Memory (PMM). At the 

same time, the ACSU stores the associated survivor path 

decisions in the Survivor Memory Unit (SMU).The PM of the 

survivor path of each state is updated and stored back into the 

PMM.  
The Survivor Memory Unit uses the Trace-Back method to 

identify the survivor path and output data. In this unit the 
decoded bits are extracted from the beginning through 

 
Minimum path metric. At the beginning state, backward 
tracing is followed by the survivor path, which initially 
contributed to the current PM and a unique path is identified. 
While tracing back through the trellis, the decoded output 
sequence corresponding to the traced branches is generated in  
the reverse order.  

 
II. REVERSIBLE LOGIC 

 
Reversible computing is the application of principles of 

recycling to computing. A reversible logic gate is mapped with 

one-to-one logic device having an n-input, n-output gate. As it 

helps to find out the outputs from inputs although the inputs 

can be exclusively recovered from the outputs. In the 

necessary conditions to have the number of inputs equal to the 

number of outputs additional inputs or outputs is added. An 

important constraint present on the design of a reversible logic 

circuit using reversible logic gate is that the fan-out is not 

allowed. The quantum cost of reversible logic circuits must be 

minimum. With the minimum number of reversible gates the 

design of reversible circuit is accomplished. The major 

constraint to attain optimization of the circuit is to produce the 

garbage outputs and the constant inputs with the minimum 

number.  
The reversible logic gates are the circuits which has 

number of inputs is equal to number of outputs. The important 

optimization parameter for every reversible logic gate is the 

quantum cost [3]. 
The important reversible logic gates which are required for 

designing Viterbi decoder are. 
 
A. Feynman Gate  

The Feynman gate is 2x2 reversible gate which has the 

inputs (A, B) and the outputs (P =A, Q = A  B). This gate is 

also referred as Controlled NOT. The quantum cost is 1. This 

is mainly used for the fan-out function. The power 

consumption and delay are 18mW and 7.760ns [4]. 
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Figure 2. Feynman Gate 

 
B. Peres Gate 
 

The Peres gate is 3x3 reversible gate, where the inputs are 

A, B, C and the outputs are P, Q and R. The outputs are 

mapped as P =A, Q = A  B and R= A.B  C. The quantum 

cost is 4. The power consumption and delay are 24mW and 

7.824ns.  
 
 
 
 
 
 
 

 
Figure 3. Peres Gate 

 
A. HN Gate 
 

The HNG is a 4x4 reversible gate, and abbreviated as 

Haghparast Navi Gate (HNG). It has 4 inputs A, B, C, D and 4 

outputs P, Q, R, S, its mapping is P=A, Q= B, R= A  B  C 

and S= (A  B) C  AB  D. The quantum cost is 6. The 

power consumption and delay are 24mW and 7.824ns.  
 
 
 
 
 
 
 

 
Figure 4. HN Gate 

 

III. PROPOSED VITERBI DECODER USING 
REVERSIBLE LOGIC GATES  

In proposed system the calculation of metric, addition, 

comparison of weight and selection of survivor path 

everything is carried out in the ACS array (ACSU). Thus the 

ACS array contains the values of weight at every state, as a 

progression along the survivor path. The codewords are very 

much required when comparing with different codewords of 

different paths, to identify the survivor path. The functions of 

compilation and comparison takes place within the ACS array 

which actually identifies the extensions of path. The signals 

determining these extensions to the survivor paths are passed 

from the ACS array to the SPU, which then updates the 

survivor paths.  
The Figure 5 shows the top level RTL design of Viterbi 

decoder in which U1 indicates compute metric unit, U2 

represents metric unit, U3- acs enable unit, U4- compare select 

unit, U5- reduce unit and U6- path memory unit. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 5. Top Level RTL design of Viterbi Decoder using  

Reversible Logic Gates 
 

The design has the four input signals each signal having 

two bits with clock and reset signals. As the Reversible Logic 

gates reduces the power consumption and path delay, the PG 

will function as half adder and HNG will function as full 

adder. 
 
A. Compute Metric Unit 
 

In the compute metric unit, each received code word and 

each excepted code word (metric output) will be the inputs for 

this unit in which if performs the comparison between the 

code words and generates a codeword which is the input for 

the compare select unit.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 6. RTL design of Compute Metric Unit  

The Figure.7 shows a unit of compute metric in which 

expected bits are represented as a [0:2] and received bits as  
b [0:1]. The blocks U_FA_0 and U_FA_2 is implemented by 

Peres gate which performs the half adder and U_FA_1 is 

implemented by HNG performing full adder. 
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Figure 7. RTL design of Compute Metric Unit representing a block 

 
Each bit of the metric unit will be the inputs for the 3 sub 

units and user input of 2 bits will be for the inputs for U_FA_0 

and U_ FA_ 1. The U_FA_0 will generates the output of 2 bits, 

one bit will be the final output of the block and other bit will 

be the input for the next sub unit i.e. U_FA_1. The U_ FA_1 

will generates the output of 2 bits, one bit will be the final 

output of the block and other bit will be the input for the next 

sub unit i.e. U_FA_2. Similar function is performed by the 

U_FA_2 sub unit and both the outputs. The unit has 8 blocks 

and each block performs the same function as explained above. 

Hence the compute metric has 8 outputs with each output of 4 

bits. 
 
B. Metric Unit 
 

The metric unit performs the storage operation of the 

expected code word. The Figure 8 shows the RTL design in 

which it has the cock and reset signals for each metric unit.  

 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 9. RTL design of metric0 in Figure 8 

 
Figure 9 represents the each metric unit which consists of 

three D flip-flops, once the clock signal is applied upon 

reset=1 the bits will perform the comparison operation in the 

compute metric unit. 
 
C. ACS Enable Unit 
 

Figure 10 shows the acs-enable unit which consists of D 

flip-flops which has clock and reset signals and initially the 

reset will be 0, D input is 0.  

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 8. RTL design of Metric Unit  

The metric unit stores the minimum metric of the oldest 

bits as it is required for next computation cycle. Every time 

the oldest path will be erased and the new minimum reduced 

metric will be updated. The unit has 4 metric blocks and each 

metric block has 3 inputs and 3outputs. 

 

 
Figure 10. RTL design of ACS-Enable Unit 

 
Once the reset value becomes 1 the unit will send a 

signal such that a compare-select unit is enabled. 
 
D. Compare Select Unit 
 

The codeword which is received from the compute metric 

unit will have maximum path metric such that the minimum 

path metric has to be calculated by selecting the appropriate 

metric, this operation in performed by the compare select unit 

and Figure 11 shows the RTL design of the unit.  
Upon receiving the acs enable signal this unit will be 

enabled and the each received codeword from the compute 

metric unit will be of 4 bits. Two code words will be added 

and compared such that minimum metric will be calculated 

and obtained by performing the logical operations such as 

AND and OR. Finally the minimum metric will be selected 

and the codeword will be three bits. The output will be of four 

bits which will be stored in the path memory. The minimum 

metric which is calculated will be reduced such that previous 

path will be deleted. The path metric of both inputs will be 

compared and the metric with smallest distance will be the 

output and this is considered as the control signal for the path 

memory unit. 
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Figure 11. RTL design of Compare Select Unit   
E. Reduce Unit 
 

The minimum path metric which is obtained has to 

compared with the oldest path metric and it will be stored in 

the reduce unit, suppose if both the metric are equal then the 

oldest path metric will be retained otherwise the new 

minimum path metric will be stored in the reduce unit.  

 

 

F. Path Memory Unit 
 

The path memory unit consists of 4x1 multiplexer units and 

the D flip -flops. The control signal is considered as a select 

signal for the multiplexer as it is used to select the minimum 

path metric of the decoded message bit.  
 
 
 
 
 
 
 

 
Figure 14. RTL design of path memory unit 

 
The input for the D- flip flop is the ACS signal which is the 

output from the compare-select unit of 4 bits. These bits are 

considered as a survival bit inputs for the 4x1 multiplexer.  

 

 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 12. RTL design of Reduce Unit 

 
The old minimum path metric which is stored will be 

evaluated with the HN and Feynman reversible gates such that 

the new minimum metric of 3 bits will be stored by 

eliminating the oldest path.  
 
 
 
 
 
 
 
 

 
Figure 13. RTL design of Reduce Unit for two inputs(0 down to 2) 

 
The control signal of 2 bits is required for the path memory to 

enable the unit and this is generated by the reduce unit by 

latch which consists of OR and AND logical gates. 

 

 
Figure 15. 4x1 Multiplexer unit  

 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 16. Buffer unit with D-flip flop 

 
During the initial stage the path 1 is identified, then path 2 is 

identified by the multiplexer units. The unit consists of 11 

multiplexer units and 9 D flip-flops. 

The decoder output will be available at the receiver end 

after the completion of 14 clock cycles. Since the clock and 

reset signal are applied to the acs enable and path memory 

units. 
 

IV. RESULTS AND DISCUSSION 
 

The proposed Viterbi decoder is developed by Verilog 

coding and simulated. The main constraints for VLSI design is 

area, speed and power. The power performance report is 

shown in Table 1, area and timing performance report is 

tabulated in Table 2. 
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Table 1. Power Performance Summary  

  Power Analysis in ηW  
 

INSTANCE Leakage Dynamic   Total  
 

  Power Power   Power  
 

U1 [Compute Metric] 1436.774  4871.918  6308.693  
 

U2[Metric] 555.193  2961.352  3516.545  
 

U3[ACS_Enable] 157.896  298.383  456.279  
 

U4[Compute Select] 520.295  3986.532  4506.828  
 

U5[Reduce] 1000.059  5939.455  6939.514  
 

U6[Path Memory] 2697.978  11326.026  14024.004  
 

VITERBI 
6368.196 

 
30094.526 

 
36462.722 

 
 

[TOP LEVEL] 
   

 

       
 

Table 2. Area and Timing Performance Summary  
 

  Number  
Area 

 Time  
 

INSTANCE 
 

of 
  

Delay 
 

 

  
(sq microns) 

  
 

  
Cells 

  
(psec) 

 
 

       
 

U1 [Compute  
40 

 
173 

  
320 

 
 

Metric] 
     

 

        
 

          

U2[Metric]  12  86   135  
 

         
 

U3[ACS_Enable]  3  22   0  
 

         
 

U4[Compute Select]  51  111   533  
 

         
 

U5[Reduce]  74  177   1343  
 

         
 

U6[Path Memory]  57  422   2213  
 

         
 

VITERBI  
237 

 
990 

  
4544 

 
 

[TOP LEVEL] 
     

 

        
 

 
The functionality of Viterbi decoder using reversible logic 

gates is verified and simulated. The simulation waveform 

result is shown in Figure 17.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 17. Schematic waveforms 

 Clk & reset;  in0 (input);  in1 (input); 

 in2 (input);             in3 (input);  decode_out   
   

 

 

V. CONCLUSION 
 

The Viterbi decoder which consists BM, ACS and SM 

Units have been implemented by considering the reversible 

logic gates such as Feynman, Peres and HN gates to achieve a 

better efficiency. The designing is done using HDL coding 

and synthesized in CADENCE tool. The performance 

summary such as area, power efficiency and delay results are 

achieved. Hence this design can be used in high speed 

communication applications. 
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Abstract: There is a enormous usage of sequence 

detectors in digital circuits as it is the basic function and 

it became essential in most of the digital systems 

counting ALU, microprocessors and DSP. Sequential 
circuit’s works on a clock cycle which may be 

synchronous or asynchronous. Sequential circuits use 

current inputs and previous inputs by storing the 
information and putting back into the circuit on the next 

clock cycle. This paper presents the high speed Sequence 

Detector in Verilog, which is a sequential state machine 

used to detect consecutive bits in a binary string. The 
flip-flops help to detect the pattern in the given string. 

The Sequence Detector gives for some particular 

sequence of inputs and outputs, whenever the desired 
sequence has found. And this paper shows a great vision 

on the design analysis of sequence detector using 

Verilog. The delay (1.045ns) minimized. The proposed 
architecture of sequence detector is synthesized in Xilinx 

ISE14.7. 

 

Keywords: Sequence detector, sequential circuits, flip-
flop, delay, Verilog, Mealy machine and Xilinx ISE14.7. 

 

I. Introduction 
 

FSM is a mathematical model of computation. It is 

an abstract machine that can be in exactly one of a finite 
number of  states at any given time. The FSM can 

change from one state to another in response to some 

external inputs; the change from one state to another is 
called a transition. An FSM is defined by a list of its 

states, its initial state, and the conditions for each 

transition. Finite state machines are of two types -
 deterministic finite state machines and non-deterministic 

finite state machines. A deterministic finite-state 

machine can be constructed equivalent to any non-

deterministic one. 
The behavior of state machines can be observed in many 

devices in modern society that perform a predetermined 

sequence of actions depending on a sequence of events 
with which they are presented. Simple examples 

are vending machines, which dispense products when the 

proper combination of coins is 

deposited, elevators, whose sequence of stops is 

determined by the floors 

requested by riders, traffic lights, which change sequence 
when cars are waiting, and combination locks, which 

require the input of combination numbers in the proper 

order. The finite state machine has less computational 
power than some other models of computation such as 

the Turing machine.  

 

II. Proposed work 
 

A sequence detector is a sequential state machine. 

Sequential circuit’s works with respect to a clock cycle 
which may be synchronous or asynchronous. The figure 

shows a basic diagram block of sequence detector. 

Sequential circuits use current inputs and previous inputs 
by storing the data and putting back into the circuit on 

the next clock cycle.  

 

  
  

 
 

 

 

 

 

 

 

 

Figure 1: Block Diagram of Sequence Detector. 

Finite State Machine (FSM):  

A FSM is a model it is used to design sequential logic 
circuits. It is considered as an abstract machine that can 
be in one of a finite number of states. The machine is 
accessible in only one state at a time; the state it is in at 
any given time is called the current state. It can change 
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from one state to another state when the triggering event 
or condition is introduced into the machine, this is called 
a transition. A specific FSM is well-defined by a list of 
its states, and the triggering condition for each transition. 
It can be implemented using models like Mealy machine 
and Moore machine. For this expt., we will use Mealy 
machine model implementation. 

Types Of Sequence Detector:   
There exist basically two types of sequence detectors. 

That are: 
1) Overlapping Sequence Detector. 

2) Non- Overlapping Sequence Detector. 

 

Overlapping Sequence Detector:  
In a sequence detector that allows overlap, the final bits 

of one sequence can be the start of another sequence.  
 

Non-Overlapping Sequence Detector: 
The sequence detector with no overlap allowed resets 
itself to the start state when the sequence has been 

detected.  

  

Flip-flop: A flip-flop or latch is a circuit that has two 

stable states and it can be used to store state data. A flip-
flop is a bistable multivibrator. The circuit can be made 

to change state by signals applied to one or more Control 

inputs and will have one or two outputs, one for the 

normal value and one for the complement value of the 
stored bit. Memory elements in any sequential circuit are 

usually flip-flops.    

 

Sequence detector: 

Suppose a sequence detector is to be designed to detect a 

sequence 1101.  
Then the state diagram will be:  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2: State Diagram of Sequence Detector. 

 

Note that this state diagram is considering overlap i.e. if 

we have input 1101101 we will have output0001001.  

For same input, non-overlap case will have output 

0001000. Either cases are correct but we will consider 

only overlap case henceforth. 

 

 

III. Synthesis Results 
 

 
 

Figure 3 : Top Module of Sequence Detector.  

 

 
 
Figure  4 : Technology Schematic of Sequence Detector. 
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Figure 5 : LUT Schematic of Sequence Detector. 

 
 
Figure 6 : LUT Equation of Sequence Detector. 

 

 

 
 

Figure 7 : LUT Truth table of Sequence Detector. 

 

 
Figure 8 : LUT karnaugh map of Sequence Detector. 
 

 
 

Figure 9 : Top RTL Schematic of Sequence 

Detector. 

 

 
 

Figure 10 : RTL Schematic of Sequence Detector. 

 

 

 
 

Table 1: Device Utilization of Sequence Detector. 
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Final Register Report: 

Macro Statistics 
# Registers                        : 4 

 Flip-Flops                        : 4 

Cell Usage : 
# BELS                             : 4 

#      INV                          : 1 

#      LUT2                       : 3 

# FlipFlops/Latches          : 4 
#      FDC                         : 4 

# Clock Buffers               : 1 

#      BUFGP                    : 1 
# IO Buffers                    : 3 

#      IBUF                       : 2 

#      OBUF                      : 1 

 

Timing Summary: 

Speed Grade: -1 

Minimum period: 1.045ns (Maximum Frequency:           
956.938MHz) 

Minimum input arrival time before clock: 1.744ns 

Maximum output required time after clock: 3.259ns 
Timing Detail: 

 
Timing constraint: Default period analysis for Clock 

'clock' 

  Clock period: 1.045ns (frequency: 956.938MHz) 

 Total number of paths / destination ports: 3 / 3 

 Delay:               1.045ns (Levels of Logic = 1) 

 Source:            state_reg_FSM_FFd2 (FF) 

 Destination:       state_reg_FSM_FFd1 (FF) 
 Source Clock:      clock rising 

 Destination Clock: clock rising 

 

 Total                      1.045ns (0.565ns logic, 0.480ns route) 

                                       (54.1% logic, 45.9% route) 

 

Total memory usage is 4568248 kilobytes 

 

IV. Simulation result 
 

 
Figure 11: Simulation Result of the Sequence Detector. 

 

The results are obtained by simulating the verilog code in 
Xilinx ISE 14.7. 

V.  Conclusion  

 
The proposed design of sequence detector is synthesized 

and simulated in Xilinx ISE 14.7. The source code is 

written in Verilog. As we know Delay is the major factor 
in VLSI design that limits the performance of any circuit. 

This paper concentrates more on speed by presenting a 

simple approach to reduce the delay of sequence detector 
architecture, which helps in increasing the computational 

level of calculations. This proposed sequence detector 

has delay 1.045ns. Sequence detector has extensive 

variety of applications such as design of Ring counter, 
Serial Adder, Schmitt trigger. 
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Abstract 
In this study, simple nMOS current mirror has been 
modified and the performance has been improved 
employing high performance flipped voltage follower 
(FVF). The resistively compensated FVF has been 
utilized at the input side of the current mirror. The 
advantages of using flipped voltage follower include 
high linearity, wide bandwidth and reduced power 
dissipation.  
 

In this study, the simulation responses of all the circuits 
are presented. The functionality and performance 
improvement of all the circuits are simulated on 
Spectre simulator (Cadence) using model parameters 
of TSMC 0.18 μm CMOS BSIM 3 and level 49 

technology. 
 
Keywords: Current mirror, low power, analog circuit, 
cascode, voltage follower. 
 

Introduction 
The explosive growth in electronics world towards 
portability and high-speed VLSI systems has motivated the 
current research in the direction of high frequency analog 
basic cells. The requirement of high-performance analog 
devices in the communication systems has increased the 
usage of current-mode circuits. Current mirror is among the 
most important and essential current mode device that has 
been used in numerous analog systems.1-9  
 
The important features of a current mirror include accurate 
current mirroring, large input and output current swings, 
high output impedance and good linearity. In the design of a 
current mirror the key issues are the improvement of high-
frequency characteristic and the realization of high output 
impedance. Also, a current mirror which has high power 
consumption and small -3 dB frequency is not reliable for 
low-voltage high-speed applications. Several large 
bandwidth current mirrors are reported in literature.1  
 
Gupta et al10 have improved the frequency performance of 
FVF based current mirror by introducing both passive3,4 and 
active resistance3,4 at the gate of input transistor pair of the 
low voltage current mirror in. An approximately 200 MHz 
improvement in the bandwidth of passively and actively 
compensated current mirrors has been obtained.10 In this 
work, the conventional current mirrors (CMs) have been 
redesigned for high frequency applications.  
 

Simple Current Mirror  
Voo and Toumazou3 have improved the bandwidth of the 
simple current mirrors by using resistive compensation 
technique. They have introduced a compensating resistor in 
between the drain and gate of the input MOS transistor of the 
current mirror. This leads to introduction of one-pole and 
one-zero in the transfer function and the zero is used to 
cancel the dominant pole (pole-zero cancellation). Hence, 
the bandwidth of the system will get increased.3 A simple 
CM consists of 2 MOS transistors with compensating 
resistor R as shown in fig. 1. 
 

 
Fig. 1: Simple CM [3] 

 
The transfer function (TF) of the current mirror without 
compensating resistor R3 is: 
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where mg  is the transconductance and gsC  is the gate-

source capacitance of each MOS transistor. With 
compensating resistor, TF of the current mirror is 
transformed: 
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The transfer function of the simple current mirror is 
transformed from first order single pole to second order low 
pass consisting of 1 zero and 2 poles. The zero and poles of 
the resistively compensated simple current mirror are: 
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From equation (1), the bandwidth of the system is obtained 
as (3): 
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g
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For 1/1 mgR =  and 21 gsgs CC = , the zero gets cancelled 

with one of the poles resulting into a first order transfer 
function. The -3 dB frequency of the compensated CM3 is: 
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m
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g 1
0 . It can be concluded that the -3 dB frequency 

of the resistively compensated CM is twice that of the 
previous one. Same method has been further applied for 
bandwidth increment of a FVF based cascode current mirror. 
 
The conventional LVCCM 
The conventional simple current mirror structure has 
drawbacks of low ratio of output to input impedance. Some 
circuits were reported earlier such as regular cascode current 
mirrors to improve the output impedance but suffer from 
increased minimum supply voltage which limited the 
applicability of these structures for low voltage    
operation.11-14 In order to meet the present electronics 
industry requirements of low power supply, many circuits 
are available and the most commonly used cell is the FVF 
based LVCCM.1,15-19 It can is seen that the performance of 
FVF based cascode current-mirrors (shown in fig. 2) 
including maximum operating signal and error of current 
transfer, is better in comparison to conventional LVCCM. 
 
Thus, FVF based CMs could be used in good-performance 
and low operating voltage analog systems. If all transistors 
of the current mirror are in the saturation region, shunt 
feedback causes impedance at input node to be low. Thus, 
the current flow amount through this input node will not 
affect its voltage. Hence designer can achieve high 
performance current mirror.10 Another CM topology which 
is extensively used in analog application is alternatively-fed 
FVF based cascode current mirror1 as depicted in fig. 3.  
 
The minimum required supply voltage (VDD) and minimum 
output voltages (Vout) are expressed:1,20 
 

)1(,)11(min, MpsatDSMnTHDD VVV +=                         (4) 

)5()11(min, MnDSMnTHin VVV +=             (5) 

)3Mn(sat,DS)2Mn(sat,DSmin,out VVV +=            (6) 

 

In order to further decrement of the input resistance (Rin), the 
topology of FVF based cascode CM is modified in a way 
that input current is fed at a different node i.e. output node 
of the input FVF [1]. The minimum required VDD and 
minimum Vout are obtained as: 1,20 

 

)1Mp(sat,DS)1Mn(THmin,DD VVV += and )11(,min, MnsatDSin VV = . 

 
It can be noticed from equations (9) and (12) that there is a 
significant reduction in input voltage. The Rin of the FVF 
based cascode CM is given by the expression: 

 
551

2

omm
in rgg

R   

 
where gmi (i=1, 5) is the transconductance of Mi and ro5 is 
the output impedance of the M5 transistor. 
 

 
Fig. 2: FVF based LVCCM1 

 

 
Fig. 3: Alternatively fed FVF based LVCCM 

 
Resistively compensated FVF based LVCCM 
The resistively compensated low voltage FVF based CM has 
been designed. The wideband flipped voltage follower has 
been inserted at the input terminal of the LVCCM shown in 
fig. 4 to enhance the bandwidth of the circuit.10 The modified 
CM is shown in fig. 5 (RCOMP and R are compensating and 
feedback resistance respectively). Fig. 6 shows the actively 
compensated CM suggested by Gupta et al10 and the 
modified version of fig. 6 is shown in fig. 7 (MCOMP is the 
transistor used for active compensation).  
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Fig. 4: Passively compensated CM10 

 

 
Fig. 5: Modified CM with the resistively  

compensated FVF 
 

 
Fig. 6: Actively compensated CM10 

 

 
Fig. 7: Modified actively compensated CM with the 

resistively compensated FVF 

Simulation Results and Discussion 
Spectre simulator of Cadence using model parameters of 
TSMC 0.18 μm CMOS BSIM 3 and level 49 technology has 

been used to authenticate the functionality and performance 
development of all analog circuits. The simulation results of 
all the compensated LVCCMs are shown here.  
 
The error (Iout-Iin) is shown in fig. 8 and it is almost -3.37%. 
The input and output compliances are portrayed in figures 9 
and 10 respectively. From fig. 11, it can be seen that at 50 
μA input current the modified CM dissipates 324.3 µW. It 

can be seen that when CM circuits are modified, the DC 
performance factors do not vary. Fig. 12 and 13 show the 
effect of resistive compensation on both the resistances of 
CMs. The obtained input and output resistances of CMs are 
1.935 k  and 0.22 M  respectively. It can be observed 
from fig. 12 that the Rin of the CM decreases with frequency 
as the value of feedback resistance R increases (conventional 
CM is shown by solid line, CM with R = 1.6 kΩ and 6 kΩ 

are shown by dotted line with cross marker and dashed line 
with circle marker respectively).  
 
Therefore, it leads to enhanced current flow at node output 
of FVF and input node of CM. From fig. 13, it can be seen 
that the output resistance of the designed LVCCM is same. 
Fig. 14 shows the frequency responses of CMs (fig. 2 and 
fig. 4 and 5). An improvement of 1.2 GHz in -3dB frequency 
is achieved by using the wideband FVF in passively 
compensated CM10 i.e. BWER is 1.3 approximately.  
 
However, peaking has been observed to achieve BWER of 
1.6 which limits the maximum value of the compensating 
resistor. The frequency responses of the conventional and 
modified (fig. 6 and 7) actively compensated CMs can be 
depicted in fig. 14. The BWER is 1.2 of the improved 
actively compensated CM. It can be seen from figures 14 and 
15 that the bandwidths of the passively compensated CMs 
are larger than that of the actively compensated CM. Active 
implementation of the compensating resistor provides 
several advantages such as smaller chip area requirement, 
but it provides smaller bandwidth than a passive resistor and 
increases peaking in the frequency response. 

 
Fig. 8: Transfer error (Iout-Iin) 
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Fig. 9: Input Voltage (Vin) Versus Input Current (Iin) 

 

 
Fig. 10: Output Current (Iout) as a function of Vout 

 

 
Fig. 11: DC power consumption 

 

 
Fig. 12: Rin of (Fig. 2) and (Fig. 4 and 5) CMs 

 
Fig. 13: Output impedance w.r.t frequency 

 

 
Fig. 14: Frequency responses of passively compensated 

CM (Fig. 5) 
 

 
Fig. 15: Frequency responses of actively compensated 

CM (Fig. 7) 
 
Conclusion 
This work is dedicated to the development of FVF based 
conventional CM with lower power consumption. A 
resistively compensated FVF is used in place of 
conventional one in the low voltage CM to increase the -3dB 
frequency. The bandwidth of the proposed wideband 
passively compensated and actively compensated CMs is 
6.395 GHz and 5.02 GHz respectively. From simulation 
results it has been inferred that the designed CMs circuits 
exhibit large bandwidth without any variation in the DC 
performances and hence, these circuits may find wide range 
of applications in high speed signal processing systems. 
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1 

Abstract—The industrial gas leaks cause accidents and pose 
threats to the environment and human life. Thus it is essential to 
detect the gas leaks in time. Usually, the abnormal concentration 
signals are defined by a fixed concentration value, such as 25% of 
the lower explosive limit (LEL). However, it is difficult to accu- 
mulate to the fixed point quickly when the leak is small. In addi- 
tion, the actual leak signals are seldom available, making many 
data classification inoperable. To solve these problems, this paper 
proposes a detection approach by using the auto-correlation 
function (ACF) of the normal concentration segment. The feature 
of each normal segment is obtained by calculating the correlation 
coefficients between ACFs. According to the features of statistical 
analysis, a non-concentration threshold is determined to detect 
the real time signals. In addition, the weighted fusion algorithm 
based on the distance between the sensors and virtual leak source 
(VLS) is used to fuse multi-sensory data. The proposed method 
has been implemented in a field by building a wireless sensor 
network (WSN). It is confirmed that the system detection rate 
reaches as high as 96.7% and the average detection time delay is 
less than 30s on the premise of low false alarm rate. 

 
Index Terms—Gas Leak Detection, the Auto-correlation Func- 

tion (ACF), the Correlation Coefficient, the Weighted Fusion, 
Wireless Sensor Network (WSN). 

 
I.INTRODUCTION 

lobally, the gas, petroleum, chemical, metallurgy and other 
industries produce a large number of flammable and toxic 

gases as well as benzene and other organic vapors every year. 
Due to improper man made operation or equipment aging, a 
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large number of gas leaks have occurred. Some leaks that are 
not detected or repaired in time have caused great economic 
losses, environmental pollution and even huge casualties. 
Statistically, 778 safety accidents occurred in China from 
January 2016 to January 2017. The explosions and poisonings 
resulted from the gas leakage accounted for 6.17% and 5.4% 
reference to the total accidents, respectively [1]. The usages of 
hazardous materials are strictly restricted for the safety by the 
State Administration of Work Safety. However, the usage of 
chemical and hazardous materials increases year by year. At 
present, a large number of commercial companies and research 
institutions engage in researching the detection of dangerous 
gas leak. In the market, the handheld devices are most com- 
monly used. These devices have high accuracy and accurate 
positioning. However, the users need to go to the detected areas 
where the leaks are prone to occur while their safety and real 
time detection can’t be ensured [2]. The mobile robot with 

vision and gas sensors can replace the workers to detect gas 
leaks and send the data to remote control center that is a novel 
detection method and protects the lives of workers [3]. How- 
ever, this detection system is limited by the mobility of the 
robot and is not suitable for the monitoring area with uneven 
terrain and wide range. In addition, the wire monitoring system 
that is composed of high resolution sensors and control centers 
solves the problems of the security and real time issues by using 
the cables to transfer data and compromises on the inflexible 
installation and expensive maintenance [4]. 

Recently, the sensor technology, wireless communication 
and the embedded technology are developing rapidly. The 
wireless sensor network (WSN) with low cost, flexible instal- 
lation, real-time continuous detection and other advantages is 
used widely in the monitoring of environmental parameter, 
structural health [5] and gas leak. Somov et al. [6] deployed a 
ZigBee WSN to monitor the gas leaks in the boiler facility. The 
system consists of 9 battery powered wireless sensor nodes and 
1 network ZigBee coordinator while the system also has access 
to the Ethernet and GSM network to send messages. Generally, 
the system of detecting gas leak by gas sensors sets a few fixed 
leak concentration to confirm gas leak or not. Jelicic et al. 
presented a wireless sensor network (WSN) for monitoring 
indoor air quality. The sensor node is designed with very low 
sleep current consumption and the network is multimodal. It 
exploits information from auxiliary sensors and neighbor nodes 
about gas concentration to modify the behavior of the node and 
the measuring frequency of the gas concentration.[7] Rossi et 
al. exploited the transient response of the sensing element, 
so that indoor air quality assessment power required is 
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reduced to 1/20 of the original.[8] In the paper [9], two alert 
levels that are high alert and low alert are set respectively. 
According to the setting specifications for safety monitoring 
and controlling equipment in dangerous chemicals major haz- 
ard installations, two fixed points are set at 25% of the lower 
explosive limit (LEL) and 50% LEL usually. However, the 
leaks cannot be detected by setting a fixed concentration 
threshold generally when the leakage is small or just starts to 
happen. 

Different from the common detection method of gas con- 
centration for the leaks, the methods of infrared and ultrasonic 
detection develop rapidly in recent years. The former method 
uses thermal imaging and infrared image processing to detect 
leaks [10]. For example, a low cost infrared camera called 
SENSIA's Gas Imaging System [11] developed by Universidad 
Carlos III de Madrid is a low cost infrared camera based on 
spectrally adapted and high sensitivity imaging technology. It 
can easily detect and identify fugitive gas emissions. Addi- 
tionally, Leis et al. proposed improvements in the detection 
time [12] and the optical flux variation due to using solid-state 
IR sources to heat [13] respectively, which promoted the de- 
velopment of infrared sensors in leak detection. The ultrasonic 
method detects the leaks by analyzing the ultrasound that 
generated under pressure. The approach is not affected by 
inclement weather, wind direction, and can respond quickly 
without physical contacts. The GDU-Incus ultrasonic gas leak 
detector released by the United States Emerson Group can 
detect the gas leak in the range from 2 to 40 meters [14]. Also, it 
is unnecessary to wait until the gas concentration accumulates 
to the dangerous threshold. In the actual environment, the two 
kinds of devices are often set on the towers in order to monitor a 
larger area. Both of them are difficult to detect the leaks with 
low leakage pressure, the environmental obstacles, or inter- 
ferences of heat sources. 

In order to solve the small leak detection, many algorithms 
have used in the field of pipeline leak detection. The probabil- 
istic and data classification methods are the common ap- 
proaches. Akouemo et al. [15] used a linear regression model 
and a geometric probability distribution of the residuals to 
determine the anomalous probability of a data, and then trained 
a Bayesian maximum likelihood classifier to distinguish be- 
tween false positives and true anomalies. Gupta et al. [16] 
proposed a probabilistic method which used Bayesian proba- 
bilistic framework and the steady state flow and pressure values 
of gas to detect the presence of a leak event. In addition, Wang 
et al. [17] proposed a pipeline leak detection approach by using 
time-domain statistical features from normal sample signals, 
and built the support vector data description (SVDD) model to 
finish the leak detection. For the small leaks, some results have 
been achieved. Xiao et al. [18] used the variational mode 
decomposition (VMD) to do the components reconstruction 
and proposed the ambiguity correlation classification (ACC) 
based on the correlation coefficient to detect the small leak of 
pipeline. A novel de-noise algorithm based on dual tree com- 
plex wavelet transform and singular value decomposition 
(DTCWT-SVD) is applied for small leak detection [19]. Sim- 
ilarly, the harmonic wavelet based pipeline small leakage 
detection method is proposed by Hu et al [20]. Furthermore, 
Kang et al. [21] presented a water leakage monitoring archi- 
tecture using the one dimensional convolutional neural network 

and a support vector machine (1D-CNN-SVM) that utilized the 
feature maps of CNN as input to the classifier and the approach 
does not need data transformation. 

For the small leaks, it is difficult for using the concentration 
threshold distinguish the small leakage. So the features should 
to be extracted in the term of time-domain or frequency-domain 
so that the abnormal signals are distinguished. In the field of 
pathological analysis of electrocardiogram (ECG), an approach 
is proposed which extracted the Auto-correlation Functions 
(ACFs) of segments and analyzed the similarity between the 
ACFs of normal and abnormal to define the ECG signals [22]. 
The essence of this method is the thought of random signal 
processing [23]. However, the approach is to analyze whether 
the historical data contains anomalies after the sampling of 
signals have been completed. Therefore the approach cannot be 
directly used for the online leak detection. Pister et al. [24] 
proposed a method combined the thought in ECG and the 
likelihood function to detect the industrial gas leaks. By estab- 
lishing the concentration distribution model, the likelihood 
function is obtained, and then the result of leak detection is got 
by the method mentioned in the ECG. However, the threshold 
is obtained through constantly trying, and the impact of sensor 
node's position was not considered. 

To tackle these limitations, this work further advanced the 
previous method from the following perspectives: 

 Implement an automatic procedure to select sensor 
nodes that participate in leak detection, considering the 
location of sensors; 

 Explicitly define the degree of the auto-correlation 
function (ACF) as the feature for leak detection; 

 Propose a general procedure for the threshold that dis- 
tinguishes between abnormal and normal; 

In the proposed method, normal data are sampled under the 
normal operation environment. The sample is first divided into 
fixed length segments. Then, the ACF of each segment is 
obtained and the degree of each segment is calculated as the 
time-domain feature by computing the correlation coefficient 
between each pair of ACF. It is employed as the discriminative 
feature for leak detection. Furthermore, the threshold, which is 
defined as the baseline to detect the abnormal signal, is ob- 
tained by analyzing the distribution of the degrees of the normal 
signals. 

In this work, the data collected by sensor nodes firstly are 
initially analyzed and classified. The concentration is divided 
into three levels: the first level is greater than 50% LEL; the 
second level is within 25-50% LEL; the third level is less than 
25%LEL. The first two cases are defined as concentration 
abnormal while the third level is undefined. In addition, the 
temperature, pressure and humidity are divided into normal and 
abnormal according to fixed alarm values, respectively. The 
system in this study will sound alarms immediately when the 
abnormal results are obtained. And the undefined concentration 
data will be defined by the method proposed in this paper. The 
reliability is verifed by comparing the measurement data of the 
professional sensor equipment with the data in our system. 

The rest of the paper is organized as follows. The wireless 
monitoring system for the gas leak detection is introduced in 
Section II. Section III describes the method of the gas leak 
detection including the selection of the multisensory data and 
the feature extraction in time-domain mainly. The experimental 
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results are presented in Section IV. And this paper is summa- 
rized and concluded in Section V. 

 
II.WSN BASED DETECTION SYSTEM 

 

 
Fig. 1. The overall architecture of the monitoring system based on the WSN 
for the detection of gas leak. 

Fig. 1 illustrates the overall architecture of the monitoring 
system based on the WSN for the detection of gas leak in an 
open environment. In order to detect the gas leak, a number of 
ZigBee nodes with gas sensors and a ZigBee coordinator need 
to be deployed to form a WSN in the monitored area. After 
converting and filtering, the data of gas concentration will be 
sent to the ZigBee coordinator. Then, the sensor nodes which 
send the third level data are selected to form a set by the ZigBee 
coordinator. The ZigBee network uses the 2.4GHz band. And 
the data of the sensor nodes in the set is fused into one con- 
centration sequence (CS). Then the CS is transferred to the 
monitoring center of system and judged whether the gas leaks 
by the detection algorithm. The method used by this work is 
described in chapter III. Once the concentration signals are 
detected as abnormal by the detection algorithm, the GPRS 
module will send out an audible alarm and warning messages to 
the maintenance person. It works in the 900MHz band. It will 
also send the collected data and the diagnostic result to the 
cloud server via Internet. 

Wireless Sensor Nodes Design 
All the data analyzed by the detection system is acquired by 

the sensor nodes. So the impact of the environment factors on 
the sensor data will be mapped to the result of the detection 
system. At this point, the temperature, humidity and pressure 
sensors (THPs) are included in the nodes. The sensor nodes in 
this work are designed by MCU, ZigBee wireless transceiver 
module, sensors module, and power supply module. 

Considering the feasibility and safety of experimental oper- 
ations, ethanol is used as the test gas and the sensor TGS2620 
was selected, with a 50-5,000 part per million (ppm) meas- 
urement range and a 0.3-0.5 sensitivity (resistance ratio). The 
sensor is comprised of a metal oxide semiconductor layer 
formed on an alumina substrate together with an integrated 
heater. In the presence of a detectable gas, the sensor's con- 
ductivity increases as the gas concentration increases. A simple 

electrical circuit can convert the change in conductivity to an 
output signal which corresponds to the gas concentration. For 
the test, it consumes an average of 42mA current at 5V. The 
power consumption of gas sensor is approximately 210mW. To 
meet power requirement of sensor node, it would be possible to 
utilize a solar scavenger with a rechargeable battery, and com- 
bined with adjustable sampling frequency according to gas leak 
or not, and unnecessary alarms report to minimize the energy 
consumption. As efficient microcontrollers become cheaper 
and less power hungry, the only component left to be improved 
is the sensor [24]. The main weakness of metal oxide semi- 
conductor gas sensor used in the paper is its large energy con- 
sumption, which is also common shortcoming of current gas 
sensors. Low-power gas sensors are currently less commer- 
cially available, but the gas sensors reported in the literature 
have been able to achieve very low power consumption. For 
example, Yeon Hoo Kim et al. [25] demonstrated self-activated 
transparent all-graphene gas sensor, the power consumption is 
12μW to 14.2mW for the applied voltage of 1 to 60V. The 
power consumption of Low power wireless gas sensors used by 
Andrey Som et al. [26] is 75mW in the continuous measure- 
ment. Its low power consumption is achieved by applying a 
heater implemented as 10 μm platinum microwire in glass 
insulation. The literature [27] realized gas sensor by integrating 
the novel 3D hybrid aerogel on a low-power Micro-heater 
platform, and when the temperature of Micro-heater is 200oC, 
the power consumption is only 4mW. In the future, the com- 
mercial application of these low-power gas sensors will greatly 
improve the continuous working time of wireless gas sensor 
nodes. 

The scholars also researched the other strategies to solve the 
energy consumption and power supply problems of wireless 
sensor nodes. The literature [28] studied the system- and cir- 
cuit-Level optimization of power supply system for Wireless 
Sensor Networks, and renewable power-supply system. Mingyi 
Chen [29] presented a self-powered wireless sensor node 
powered by electromagnetic energy harvester, the results show 
that designing chip architecture with  less components is al-  
so good strategy. 

The algorithm mentioned in the paper is suitable for low 
sampling rates to conserve the AD sampling’s power con- 
sumption and when detecting a sudden gas leak, then increase 
sampling frequency to ensure the sensor data accuracy. To 
increase the continuous working time of wireless gas sensor 
node, choosing the large capacity lithium cells is also one 
compromise method. For example, when the gas sensors work 
intermittently, and it works 10s every 20 seconds for data 
acquisition when have no gas leakage. Based on the 10000mAh 
size lithium cells available on the market, the gas sensor can 
work for about 40 days. If the photovoltaic solar panel and 
future low power consumption gas sensors with a few μw to 
mw order of power consumption will be used in the sensor 
nodes, a longer working time can be reached. 
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Fig. 2. The flow diagram of the data processing in the sensor nodes. 

For the THPs, the BME280, which is a MEMS sensor inte- 
grated temperature, humidity and pressure, is adopted. The 
sensor has a built-in IIR filter to filter short-term disturbances. 
It consumes 11.88μW when it works and 0.33μW when it is 

dormant. For the MCU and wireless transceiver module, the 
highly integrated CC2530F256 chip is used as the node pro- 
cessor and transceiver. In order to achieve the minimum power 
consumption of the node, we reduce its transmission power 
under the condition of satisfying the normal monitoring of the 
system, where the transmission distance is 70 m. The peak of 
working current specified for CC2530F256 chip is 79 mA at 3.3 
V supply in continuous measuring mode. The major function of 
this chip includes the collection of signals, filtering, Volt- 
age/Indicators conversion, classification and the signal trans- 
mission. The flow diagram of the data processing is shown in 
Fig. 2. 

In addition, the sensor node is powered by a lithium battery 
and the BP24210 solar charging module produced by TI. A 
photography of the sensor node can be seen in Fig. 3. 

 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 3. The physical diagram of the sensor node. 

 
The Deployment of Sensor Nodes 

The placement of the sensor is critical to the detection result. 
It affects the collection of data directly, even if the sensor is 
located near the gas source. The sensor nodes can be distributed 
randomly, deterministically, or uniformly. On the premise of 
being familiar with the monitoring area, the deployment of 
sensors is deterministic. The sensor nodes should be deployed 
at the location where the concentration data is prone to be 
collected. The simulations for the leak of volatile ethanol by 
Fluent are performed to analyze the distribution of the con- 
centration and further determine the position of the sensor 
under different conditions. Fig. 4(a) presents that the leaking 
gas is influenced by the wind direction, the source nozzle size is 
6mm and the wind direction is set from left to right. It is ob- 
served that the gas diffusion is divided into four stages: first, the 
gas diffuses in the initial injection direction; second, the gas 
spreads mainly in the downwind direction under the influence 
of the wind; then the gas sinks and accumulates as the density 

Fig. 4(a). The gas diffusion simulation under the influence of the wind 
direction and gas characteristics. 
Fig. 4(b). The concentration distribution in presence of an obstacle near 
the source of the leak. 

of ethanol is greater than the air’s; third, the buoyancy force 

plays a leading role and the gas diffuse upward; finally, the gas 
concentration is negligible when the gas is diluted in air. And 
Fig. 4(b) illustrates the concentration distribution in presence of 
an obstacle near the leak source. The leaking gas bypasses the 
obstacle or accumulates nearby the obstacle. There has higher 
concentrations at both front and back of the obstacle. 

From Fig. 4(a), the sensor is mainly collected during the 
second stage of gas diffusion, since the initial injection direc- 
tion is unpredictable and the concentration is too low in the 
latter two stages. 

Therefore, combined with the simulation results and the 
safety specification of combustible gas detection, the deploy- 
ment rules of the sensor nodes are summarized as follows: 

 The more sensor nodes should be installed at the 
downstream of the high frequency wind direction rela- 
tive to the potential leak source; 

 When the density of the gas is greater than 0.97kg/m3, 
the sensor nodes should be deployed below the level of 
the potential leak source; 

 Considering the presence of the obstacle, the sensor 
should be placed in the vicinity of the obstacle (e.g. 
columns or walls); 

 A suitable obstacle will be placed near the sensor nodes 
to increase the gas residence time when the monitored 
area is open or the wind speed is high; 

classification 

undifined 
data or alarm 

V 

abnormal / normal Pressure (Pa) 

Level III - undefine Humidity (%RH) 

Level II - alarm Temperature (℃) 

Level I - alarm Concentration (ppm) 

conversion 

Fig. 4(b) obstacle 
leak source 

leak source 

wind 

Fig. 4(a) 

ZigBee Wireless 
Transceiver 

3.3V THPs Interface 

 
  5V Gas sensor Interface 

MCU 

Solar Modu 
Battery Interface 

Solar Panel Interface 

 

le 

THPs 

5c
m

 

93

http://www.ieee.org/publications_standards/publications/rights/index.html


 

1551-3203 (c) 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. 

 

 

Abnormal 

III. THE METHOD OF THE GAS LEAK DETECTION 

A. Time-Domain Features Extraction 

Time-domain features such as variance, mean, kurtosis or 
skewness are not suitable as a basis for judging between normal 
and abnormal. The main drawback of mean is that it is easy to 
be affected by extreme values. By increasing the time win- 
dow of each average, the effect of extreme values can be 
reduced, but the monitoring delay of the system is increased. 
Variance can indicate the deviation of all samples from the 
mean value to a certain extent, but it can not be used as a pa- 
rameter for rapid detection of gas leakage. Kurtosis are statis- 
tics describing the overall extent of the slow distribution of all 
forms steep values, which is not suitable as a statistical pa- 
rameter for gas leakage. Skewness is a measure of the skewness 
and extent of statistical data distribution. It is a numerical 
feature of the degree of asymmetry of statistical data distribu- 
tion, and is not suitable for dynamic feature statistics. Mean 
and variance is used in ACFs. They are part of the algorithm. 
These parameters, such as mean, variance, is not suitable for 
determining whether a gas is leaking or not. The algorithm is 
supposed to detect the leaking as soon as possible, but these 
parameters are time-consuming. 

When no leaks occur, the concentration of the monitored gas 
approximates to zero. And if leaks happen, the amplitude of 
concentration will fluctuate and deviate from zero. Therefore, a 
common detection method of gas leak is to set fixed alarm 
concentration point (such as 25%LEL and 50%LEL). The 
problem is that the concentration is difficult to accumulate to 
the alarm points when the leak aperture is small. Thus, the 
non-concentration threshold need to be set. 

The measurement curves of gas sensors in the process of gas 

helpful to reduce the power consumption. The abnormal signal 
was generated with a man-made ethanol gas leak, whose ap- 
erture is about 6mm. The ethanol sensor is placed downwind at 
a distance of 20cm from the leak source made by our labora- 
tory. 
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Fig. 5 Top: normal concentration data (without leak); bottom: abnormal 
concentration data (with leak). 

The signals of normal and abnormal are divided into three 
segments respectively, and then the ACF of each segment is 
calculated. The result is shown in Fig. 6. 

The similarity between ACFs is determined by the correla- 
tion coefficient, which is quantified by: 

 

𝐶𝐶𝐶𝐶𝐶𝐶�𝐴𝐴𝑖𝑖 , 𝐴𝐴𝑖𝑖 � 𝐸𝐸�(𝐴𝐴𝑖𝑖  − 𝜇𝜇𝑖𝑖 )�𝐴𝐴𝑖𝑖  − 𝜇𝜇𝑖𝑖 �� 𝑟𝑟𝑖𝑖𝑖𝑖  = 
𝜎𝜎 ∙ 𝜎𝜎 

= 
𝜎𝜎 ∙ 𝜎𝜎 

𝑖𝑖 𝑖𝑖 𝑖𝑖 𝑖𝑖 

(1) 

where 𝐴𝐴𝑖𝑖 and 𝐴𝐴𝑖𝑖 are two ACF, 𝜇𝜇𝑖𝑖 and 𝜇𝜇𝑖𝑖 are the means of 𝐴𝐴𝑖𝑖 

and 𝐴𝐴𝑖𝑖 , 𝜎𝜎𝑖𝑖 and 𝜎𝜎𝑖𝑖  are the standard deviations of 𝐴𝐴𝑖𝑖 and 𝐴𝐴𝑖𝑖 . In 
this way, the correlation coefficients 𝑟𝑟𝑖𝑖𝑖𝑖   are normalized to the 
range of 0 to 1 firstly and then a correlation matrix composed of 

leakage and non-leakage， as well as the sampled normal and 
abnormal signal of concentration in three minutes are shown in 𝑟𝑟𝑖𝑖𝑖𝑖 is formed. Each segment is characterized by a degree value, 

Fig. 5. According to product information of TGS 2620, this 
sensor is insensitive to low level ppm of ethanol. When the gas 
concentration is lower than 50ppm, the sensor has a lower 
precision because of the insensitivity. The sampling rate of the 
sensor is 1Hz during the experiment. There is no need for high 
sampling rate in the detection process of the system, which is 

which is obtained by calculating the mean of the coefficients 
for each column of the matrix. When the segments are all 
normal, the degrees of them are high. And when the segments 
contain many normal segments and an abnormal segment, the 
degree of the abnormal segment is low. The degree feature is 
independent of the absolute amplitude and reflects the similar- 
ity between an undefined segment and normal ones. Therefore, 
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Fig. 6. ACFs of six different concentration segments of on minute. When the signal is normal, their ACFs are similar and stable while the abnormal ACFs have 
large fluctuations which are different strongly from the normal ACFs. This can be seen in Fig. 10 where the ACFs of three normal segments (bottom) and three 
abnormal segments (top) are plotted together. 
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the degree can be used as the feature to differentiate the normal 
and abnormal signals. 

B. Implementing Leak Detection with Time-Domain Features 

1) The General Procedure: For the system implementation, 
the leak detection model is established with the normal con- 
centration data and applied to the real-time gas leak detection. 
Fig. 7 illustrates the leak detection procedure used by this 
study. 
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Fig. 8. The statistical distribution curve of degrees. 
 

In other words, the probability 𝑃𝑃(𝑅𝑅𝑖𝑖|𝜃𝜃 = 0) against the de- 
gree 𝑅𝑅𝑖𝑖 is obtained when no leak ( 𝜃𝜃 = 0). According the 
previous theories described in section III-A, the degrees of the 
abnormal segment are less than the degrees of normal, gener- 
ally, as is shown in the Fig. 9. 

 

Fig. 7. The procedure for real-time leak detection 

2) Feature Extraction: The training historical data took two 
hours to complete the sampling continuously when no leak. The 
time-domain features, which described in section III-A, can be 
extracted by the following steps. 

a. Divide the historical data into M segments with a step 
value N (with N=30). 

b. Then the ACF of each segments is calculated. 
c. Next, the correlation matrix is formed according to the 

equation (1). 
d.  Finally, the degrees 𝑅𝑅𝑖𝑖 of ACFs are computed by 

averaging each column of the correlation matrix: 
𝑀𝑀−1 

1 
𝑅𝑅𝑖𝑖  = 

𝑀𝑀 − 1 
� 𝑟𝑟𝑖𝑖𝑖𝑖    (𝑖𝑖 ≠ 𝑗𝑗) 
𝑖𝑖=1 

 
(2) 

3) Threshold Determination: In the previous step, nearly three 
hundred degrees have been obtained. These degrees are used to 
do the demonstration of the method and more historical data is 
needed in practice. The histogram of the degrees’ distribution 

can obtained by the following steps: 
a. Divide the value of degrees into 𝑀𝑀0  groups with a step 

value 𝐴𝐴𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠, which can be written as: 
𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑅𝑅𝑚𝑚𝑖𝑖𝑚𝑚 

𝑀𝑀0  = 
𝐴𝐴

 
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 

(3) 

Where 𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚 and 𝑅𝑅𝑚𝑚𝑖𝑖𝑚𝑚 are the maximum and minimum of 
the degrees, respectively. The value changes in the second 
place after the decimal point, so the step 𝐴𝐴𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 is set to 0.05; 

b. Count the number of degrees whose value fall in the 
range of the 𝑘𝑘th (k = 1, ⋯ , 𝑀𝑀0) group and scale it as 
frequency; 

c. Calculate the fitting function of the histogram distri- 
bution based on the statistics of the degrees; 

Plot the statistical distribution curve of the degrees and the 
fitting function; 

Through the process of the fitting, the probability density 
function (PDF) of the degrees is obtained as is shown in Fig. 8. 

 

 
Fig. 9. The circle symbols represent normal degrees, while the triangle 
symbols represent abnormal degrees. 

If enough leak data is available, the probability 𝑃𝑃(𝑅𝑅𝑖𝑖 |𝜃𝜃 = 1) 
against the degree 𝑅𝑅𝑖𝑖 also can be obtained when leak which is 
shown by the dashed line in Fig. 8. The sequential probability 
ratio (SPR) can be used to detect the leak [30]. However, it is 
almost impossible to get actual leak samples. So the threshold 
should be set so that the probability 𝑃𝑃(𝑅𝑅𝑖𝑖 |𝜃𝜃 = 0) is low under 
the premise of higher detection rate and lower false positive. 
When  the  degree  is  the  threshold,  the  probability 𝑃𝑃(𝑅𝑅𝑖𝑖 |𝜃𝜃 = 
0) = 𝑃𝑃𝑠𝑠ℎ. 

The threshold is a critical parameter. The false negative 
judgment increases when the threshold is too low, while the 
false positive one rises when the threshold is too high. So a 
suitable balance between them needs to be confirmed. 
4) Selection of Sensor Nodes and Fusion of the Real-time 
Data: Generally, the WSN uses a large number of sensors to 
obtain data. As the deployment grows in size, a faraway sensors 
from the leak source will probably not be able to detect any 
change. The response of the sensors to the plume of gas will 
depend on its location with respect to this plume, to confirm it, 
a test is completed by placing six sensors at different distances 
from the source of the leak in the downwind direction. It is 
found that the concentration decreases and phase of the de- 
tected concentration curve delay away from the source of the 
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leak, as shown in Fig. 10. 

400 
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Fig. 10. The concentration curve of sensors at different distances from the 
leak source. 

The several sensors closest to the leak source should make up 
a set to participate in the detection of gas leak such as sensor 1, 
2 and 3. However, the location of the source leak is uncertain. 
The general rule is that the closer the distance to the leak source, 
the greater the gas concentration. So the sensor with the largest 
mean concentration over a period of time was assumed to be the 
virtual leak source (VLS). 

In this work, the concentration data collected by the 𝑖𝑖th 
sensor at time 𝑡𝑡 is expressed as 𝑥𝑥𝑖𝑖 (𝑡𝑡) where i ∈ {1,2, … , n}, n is 
the total number of sensors that detected the third level data. 
The distance  𝑑𝑑𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖(𝑡𝑡) between the VLS sensor and sensor i can 
be written as: 

2 

𝑑𝑑𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖(𝑡𝑡) = exp �−�𝑥𝑥𝑖𝑖(𝑡𝑡) − 𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖(𝑡𝑡)�  � (4) 

The smaller 𝑑𝑑𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖(𝑡𝑡) is, the greater the distance is. In addi- 

Hence the data from the sensors close to the VLS play a more 
important role in the leak judgment. Finally, the value X(𝑡𝑡) in 
the CS, the result of fusion, is given as: 

𝑚𝑚 

X(𝑡𝑡) = � 𝑐𝑐𝑖𝑖 𝑥𝑥𝑖𝑖 (𝑡𝑡) 
𝑖𝑖=1 

 
(12) 

The CS is recognized as the real-time data sequence and is 
used as the input of the diagnostic model. 

5) Leak detection: Once the real-time CS is obtained, its ACF 
is computed firstly. According to the flow in Fig. 11, the re- 
al-time degree needs to be obtained. At the same time, several 
ACFs of the normal sequence are required for the calculation of 
the real-time degree. The length of data in one detection, de- 
noted as L, is divided into 𝑀𝑀1 segments (named window 1). As 
a  result,  the  length  of  each  segment  is  𝑁𝑁 = 𝐿𝐿⁄𝑀𝑀1   (named 
window 2) which is the same as the value mentioned in the step 
2. The first 𝑀𝑀1-1 ACFs are taken as the reference values and the 
M1th is the real-time ACF. So its degree is obtained according 
to the equation (1) and (2). If the new degree is less than the 
threshold, it means the input concentration is abnormal; oth- 
erwise, the concentration is normal. 

Real-time ACF 

tion, the  distance 
𝑑𝑑 

𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 (𝑡𝑡) is also fluctuant since the concen- 

tration is fluctuant. At a moment, a sensor is close to the VLS 
sensor, and it may be far away from the VLS sensor at the next 
moment. So when the mean of  𝑑𝑑𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖(𝑡𝑡)   is large and its vari- 
ance is small, the sensor i is considered close to the leak source 
in the period of time T. The distance  𝐷𝐷𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖    is given as: 

𝐷𝐷𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖  = [1 − 0.05𝜎𝜎 2] ∙ �𝑑𝑑� � � 
𝑖𝑖 𝚤𝚤𝑖𝑖𝑖𝑖𝑖𝑖 (5) 

And there are 

𝑑𝑑� � � � = 
1 
�𝑑𝑑 (𝑡𝑡  ) + 𝑑𝑑 (𝑡𝑡  ) + ⋯ + 𝑑𝑑 (𝑡𝑡 )� 

𝚤𝚤𝑖𝑖𝑖𝑖𝑖𝑖 𝑁𝑁 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖     1 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖     2 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑁𝑁 (6) 
𝑁𝑁 

1 2 
𝜎𝜎 2 = �� ��𝑑𝑑� � �  − 𝑑𝑑 (𝑡𝑡  )�  �    𝑘𝑘 ∈ (1, 𝑁𝑁) 

𝑖𝑖 𝑁𝑁 𝚤𝚤𝑖𝑖𝑖𝑖𝑖𝑖 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑘𝑘 
𝑘𝑘−1 

 
(7) 

Where N is the step value and the number of sampling points 
in the period of time T. 

Thus, a set of distance is given as: 
 

𝐷𝐷𝑚𝑚  = {𝐷𝐷1𝑖𝑖𝑖𝑖𝑖𝑖, 𝐷𝐷2𝑖𝑖𝑖𝑖𝑖𝑖  , ⋯ , 𝐷𝐷𝑚𝑚𝑖𝑖𝑖𝑖𝑖𝑖} (8) 
According to the value of  𝐷𝐷𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖  , the top m sensors are se- 

lected into the new set 𝐷𝐷𝑚𝑚 that is given as: 
𝐷𝐷𝑚𝑚  = {𝐷𝐷1𝑖𝑖𝑖𝑖𝑖𝑖, 𝐷𝐷2𝑖𝑖𝑖𝑖𝑖𝑖  , ⋯ , 𝐷𝐷𝑚𝑚𝑖𝑖𝑖𝑖𝑖𝑖} (9) 

Correspondingly, the set 𝑆𝑆𝑚𝑚 including s sensors is obtained 
as: 

 
The weighting coefficient 𝑐𝑐𝑖𝑖 of each sensor in the set 𝑆𝑆𝑚𝑚 is 

calculated according the 𝐷𝐷𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖  in the set of 𝐷𝐷𝑚𝑚  as: 
 

 

 
Fig. 11. The diagram of the real-time detection. 

 
 

IV. EXPERIMENTAL VALIDATION 

A. Verification of the effect of ambient temperature on the 
output response of the sensor 

As MOX sensor, the output of the gas sensor also depends on 
the temperature of the internal heater, we have done some 
experiments on the gas to analyze the effect of ambient tem- 
perature on the output response of the sensor. We have meas- 
ured internal heater temperature and the response of the gas 
sensor at multiple temperatures in the temperature box. Ex- 
perimental devices are shown in Fig. 12. Experimental device 
structure diagram is shown in Fig. 13. 

The effect of working environment temperature on MOX gas 
sensor is shown in Fig. 14 with a red line. When the gas sensor 
is placed in the thermostat, the temperature of the gas sensor 
heater rises as the temperature of the thermostat rises, when the 

ambient temperature reaches 47.5℃, the heater temperature 

rises to 82.5℃. The output voltage of the sensor corresponding 
to the test temperature is shown in Fig. 14 with a blue line. The 
experimental results show that the output variance of the sensor 

is 0.126 in the working environment temperature range of 25℃ 

to 47.5℃. 
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𝑆𝑆𝑚𝑚  = {𝑠𝑠1, 𝑠𝑠2  , ⋯ , 𝑠𝑠𝑚𝑚} (10) 
 

𝑐𝑐   = 
𝐷𝐷𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 

𝑖𝑖 ∑𝑚𝑚 𝐷𝐷 
𝑖𝑖=1     𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 

(11) 
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Fig. 12. Experimental devices 
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According to working mechanism of MOX gas sensor [27], 
heating the sensing material of MOX sensor with a heater can 
enhance the reversibility of the sensor and accelerate the re- 
sponse and recovery rates. The response and recovery time 
might be faster at higher temperature than room temperature, 
therefore, the performance of MOX gas sensor is affected by 
the heater temperature in gas sensor. But according to the tested 
results, the working environment temperature changes will has 
little effect on sensor performance for MOX gas sensors with 
one good temperature compensating structure. 

The effect of humidity on the performance of MOX gas 
sensor has not been tested due to the lack of testing setup. 
According to literature [31], humidity effects maybe neglected 
as they are usually an order less significant than temperature 
effects which is due to temperature change in the sensor heating 
element 

B. Field Tests of Leak Detection System 

In order to verify our system, the experiment was carried out, 
as shown in Fig. 15. For safety, the volatile and non-toxic 
alcohol (95% alcohol purity) is selected as the source of gas. 
The source of the leak consists of air pump, power supply, 

 
Gas Cylinder 

 
Experimental Cavity 

Gas Outlet alcohol bottle and nozzle. In the leak process, the gas concen- 
tration is constant. Hence, the leakage only depends on the size 
of the nozzle. In the experiments, the nozzle sizes are 6 mm, 11 

Fig.13 Experimental device structure diagram 

 

Fig. 14 Effect of ambient temperature on temperature of internal heater 
 

It can be seen from the diagram that the heater temperature in 
gas sensor increases with the environment temperature, but the 
effect of environment temperature on the gas sensor is rela- 
tively small. This is because of the existence of compensator 
inside the sensor, the external temperature has little interference 
on the sensor. As we can see from Fig. 12, the compensator that 
is wrapped in an aluminum shell has the same physical struc- 
ture as the detector. So the only difference between them is the 
composition of the gas around the two detectors. The influence 
of external factors on test results could be reduced by such 
structure. 

mm, 20 mm. 30 leaks were created and each one lasted 3 
minutes. It takes about five minutes to initialize the gas sensor 
before testing (sensor resistance preheating), and the node will 
work well after a preliminary classification and Zigbee restart 
needs time until become active, it’s all about 10 seconds to start 
measuring in the system. 

 

 

Fig. 15. Site of the experiment 
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C. Parameters Selection for Gas Leak Detection 

Several parameters have significant effects on the judgment 
in the proposed method. They are analyzed respectively. As 
shown in Fig. 16 (a), the general trend observed show that the 
true positive rate of the detections increases as the length of the 
window 2 sizes increases greatly. And the impact of the size of 
window 2 on the true positive rate tends to be stable beyond a 
particular point (around 18). The length of window 1 shows 
little influence on the true positive rate of the detections. The 
impact of changing the window 1 size and window 2 size on the 
false positive rate is shown in Fig. 16 (b). It demonstrates that 
the false positive rate fluctuates at a lower level when the size 
of window 2 is small and then increases significantly when the 
length of window 2 exceeds a value (about 18). The trend 
shows that increasing the window 1 size does not affect the 
false positive rate obviously, except when it reduces to a small 
value (such as 8 or 10). 

1.2 

ments are certainly smaller than 1. However, false positive rate 
of 100% is unacceptable. Therefore, the threshold should be set 
to decrease the false positive rate on the premise of ensuring 
high true positive rate. In Fig. 17, the threshold is set at around 
0.68 and the corresponding probability 𝑃𝑃𝑠𝑠ℎ is 0.02. 
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Fig. 17. The effect of the threshold on both the true and false positive rate. 
 

D. Results 

According to the parameters selection rules presented in 
subsection IV-C, the parameters are set as 𝑁𝑁 = 18, 𝑀𝑀1  = 40. In 
this test, historical data were collected for one day offline and 
more than four thousand segments were got as training samples 
when no leaks. Then the statistical distribution curve of degrees. 
After  fitting,  the  PDF  curve 𝑃𝑃(𝑅𝑅𝑖𝑖 |𝜃𝜃 = 0) is  obtained.  So  the 
threshold  is  set  as  0.68  when  the  probability  𝑃𝑃𝑠𝑠ℎ  is  0.02.  By 
using real-time data processing methods, real-time degrees are 

(a) The effect of the window size on the true positive rate. 
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(b) The effect of the window size on the false positive rate. 
Fig. 16. The effect of the window size on both the true and false positive 
rate. 

Besides the window sizes, the threshold is an important pa- 
rameter that determines the performance of the detection 
method. The effect of the threshold on both the true and false 
positive rate can be seen in Fig. 17. 

According the general trend, the true and false positive rate 
increase drastically. Furthermore, there are no detectable leaks 
and false positive judgment when the threshold is particularly 
small (set to 0). In addition, almost all of the segments will be 
misjudged (false positive rate of 100%) in another extreme case 
in which the threshold set to 1. The true positive rate is close to 
100% at the same time because any degrees of the leak seg- 

obtained and the results of leak detection are shown in the 
column of Table I. Based on the field operation and corre- 
sponding inspection records, during the monitoring of the set of 
50 sets of leakage test group and 50 sets of non-leakage test 
group, the method of this paper successfully detected 47 sets of 
leakage data. When detecting the non-leakage data, 5 sets of 
false alarms occurred, and the delay was within 30S. Further- 
more, the method of likelihood function [24] is used for com- 
parison. A pipeline small leak detection by harmonic wavelet is 
used in the contrast experiment. The experimental setup of 
comparative approach is as follow: 

 Stage 1 window size: 20; 
 Stage 2 window size: 150; 
 Percentile threshold: 15%. 
The PDF in comparative approach is obtained based on the 

statistics distribution of the historical data in preparation stage. 
And the likelihood of sensor data is obtained. By dividing the 
segments, the similarity of the segments is calculated. The 
percentile threshold are determined by observing the general 
trend and keeping trying. The detection result are given in the 
Table I. There are 42 true positive alarms and 7 false alarms. It 
is obvious that the proposed method in this work is better than 
the comparative method in the term of detection efficiency. 
Moreover, the quite good performance is obtained in the de- 
tection delay. The time of the proposed approach is within 30s 
while the comparative approach is more than 100s averagely. In 
general, the method proposed by this study is more efficient. 
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TABLE I 

THE COMPARISON OF TEST RESULTS BETWEEN COMPARATIVE 
  AND PROPOSED METHODS  

 

Signal type 
Comparative 

  method  
Proposed 
method  

   Artificially leak signal  50  50  

     True positive alarm  42  47  

Experimental group of 
  no leakage  

50 50 

     False positive alarm  7  5  
  Delay time  ≥100  ≤30  

 
 

V. CONCLUSION 

In this paper, a concentration-based leak detection method 
with statistical feature extraction is proposed. The detection 
model is built with the feature extracted from normal concen- 
tration signals. The approach obtained the non-concentration 
threshold using the distribution of the correlation between 
ACFs of normal concentration segments. Moreover, an auto- 
matic procedure is described to select sensor nodes that par- 
ticipate in leak detection considering the location of sensors. 
And the real-time concentration is the last segment in the real-
time diagnosis process, which reduced greatly the detec- tion 
delay and calculation. Additionally, the analysis of the 
position of the sensors by the simulations of Fluent is per- 
formed in consideration of the influence of wind direction and 
obstacles during the deployment of the sensor network. Mod- 
eling simulation results provide recommendations for node 
installation. And the sensors are placed at the points where the 
concentration of gas is more easily collected. Based on the field 
operation (with 8 sensors and a monitoring area of 50 𝑚𝑚2) and 
corresponding inspection records ( with an average delay of 30 
s), there were 47 true positive alarms,5 false positive alarms 
with the proposed method. The experimental results demon- 
strate that the proposed method in this work can effectively 
detect the gas leaks. 

In the future, many topics remained for research and gas leak 
detection will make great progress. The noise in the original 
signals has great impact on the detection of small leaks and 
should be considered. With the improvement of wireless 
communication reliability, and as efficient microcontrollers 
become cheaper and less power consumption, the only com- 
ponent need to be improved is the sensor. The power con- 
sumption of gas sensors is a huge obstacle to the application of 
WSN in the field of gas leak detection and a gas sensors can 
only measure one gas; Detection of multiple gas types will 
result in increased energy consumption of nodes, which pro- 
vides an opportunity for development of the energy harvesting 
and MEMS process. Better sensor hardware can provide more 
accurate data for algorithms. 
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Abstract— In recent years, renewable energy sources (RES) has 
increased all over the world, especially in Europe, and the 
changes brought by these sources have a significant impact on 
system performance and efficiency. Integrating RES to an 
electric power network offers many techno-economical benefits 
and in the same time necessitate advances in the operation, 
control and planning of electric networks. This paper focuses on 
the influence of the interconnecting of wind power plants on the 
electric network in terms of optimal power system operation.  In 
this paper is proposed a k-means clustering based approach to 
identify the typical load profiles for wind farms in order to 
achieve the optimal power system operation on minimizing the 
power losses.  

Keywords-wind power plant, optimal operation, typical load 
profiles,  clustering techniques. 

I.  INTRODUCTION 
 The electricity industry restructuring, along with advances 

in small scale generation technologies, and a higher awareness 
of environmental issues are the key factors that have 
influenced the development of RES in the last period of time 
[1]. The electrical network of the future should be flexible, 
efficient, reliable and security of supply and in the same time 
will allow two way flows of energy and real time 
communication capable of self healing and enabling fast 
restoration from supply disruption facilitate market operations 
and customer choice and information [2]. 

The growing integration of the renewable energy sources 
like solar power, wind power, or combined heat and power in 
the power network impacts a lot of interested parties: 
transmission and distribution companies, the owners and 
operators of the distributed generation sources, other end users 
of the power network, regulators and policy makers. 

An increasing introduction of RES without any changes in 
the electrical networks will ensue in unacceptable levels of 
quality and reliability. Small distributed generation sources 
(DG) are located to the medium or low voltage distribution 
network, where traditionally only consumption has been 
connected. The penetration of large quantities of them will 
require improvements not only at the voltage level where the 
sources are located but also at higher voltage levels. The 
intermittent character of renewable energy production 
introduces new power quality phenomena, representatively at 
lower voltage levels [3]. Besides, this variation as well as the 
difficulty in estimating RES production impacts the operation 
of the power transmission networks. These are the principal 

reasons why the RES integration is a very attractive research 
subject and it will continue being of great interest.  

The changes brought by RES have definitely an important 
impact on system efficiency and performance and necessitate 
enhancements in operation and planning of electrical system. 
In order to maximize the potential RES benefits in the future 
could be taken enforcement measures or upgrading actions for 
improving the system performance and reliability. The 
upgrading process will be done, taking into consideration the 
electricity delivery infrastructure that is divided into 
transmission and distribution system, [4]. 

The traditional planning process for expanding transmission 
system is based mainly on its needs on past and designed 
loading levels, which have traditionally been assessed of 
future demand. In the deregulated market, and in the case of 
using different renewable energy sources, transmission 
planners must respond to the necessities of power generators. 
Otherwise, planning to develop transmission system may now 
be established by the location and type of generation source, 
rather than by the necessities of the transmission system. 

Around the world, wind and photovoltaic power are 
considered to have the largest potential in electricity 
production from renewable energy sources, [5]. 

Currently wind energy has the largest interest because 
Romania has the highest potential from the Southeast of 
Europe, and Southeast of Romania ranks on the second place 
across the entire continent. In the past 10 years more studies 
considered necessary and appropriate addressing some 
activities of reassessment of wind potential of Romania, 
through the use of appropriate tools and instruments 
(measuring equipment, appropriate software) from measured 
wind data stations belonging to the National Agency of 
Meteorology, [6]. In [7] is given an estimate of the theoretical 
potential of wind energy corresponding (approximately 14 
GW of installed capacity). Annual energy of this potential is 
0,023 TWh / year.    

Because in the last years there is an increase of wind farms 
connected to the grid powers, the electrical companies need by 
studies and analysis for to evaluate the impact of these sources 
on the system. These activities are performed in order to 
ensure reliable operation of the system in presence of wind 
farms [7], [8]. 

There are many requirements, prescriptions and guidelines 
that to refer to technical information necessary for assessment 
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of the influence on power system given by the wind sources. 
In the last years, there is a new approach that is based on the 
connecting to power systems of wind power farms with a large 
installed capacity (> 100 MW). Fig. 1 presents the influences 
of wind sources connected to the power systems, in function 
by the time horizon and dimension of surfaces that can be 
considered in the technical studies. 

 
Figure 1. Influences of the wind sources connected to the power systems, 

[8] 

The operation system of the wind turbine is conditioned by 
two parameters (speed wind - v and wind variations). There 
are three operating states that can be differentiated, [9], [10]:  

Standstill of the turbine – for v < vcut-in or v > vcut-out, where 
vcut-in and vcut-out represent cut-in and cut-out wind speeds . 

Partial load – for vcut-in ≤ v ≤ vn, where vn is the rated wind 
speed.  

Full load – for vn < v ≤ vcut-out. The value vcut-out is usually 
25 m/s..  

These three states represent characteristics P- v of the wind 
power plant. In order to study the influences of a wind sources 
on power system, it is needed to determine the patterns as 
accurately as possible. In the literature different techniques 
have been used for the classification and load profiling, but 
most of them were implemented to solve the problems from 
power systems. A review of the literature revealed two types 
of methods: statistical methods [11], [12] and methods based 
on artificial intelligence techniques fuzzy logic [13], [14], 
neural networks [15], data mining [16], clustering, [17]-[19].  

In the paper an approach able to identify the optimal power 
systems operation considering the typical load profiles for 
wind farms is presented. First of all, an algorithm based on k-
means method was used to find the typical load profiles for 
wind farms using a wind power generated database. After that, 
with this approach it can be find the optimal power system 
operation in order to minimize the power losses. 

II. DETERMINATION OF TYPICAL LOAD PROFILES FOR 
WIND POWER PLANTS 

An approach based on clustering to determinate the wind 
power profiles for wind power farms from an electrical system 
is proposed. The K-means clustering algorithm used is used to 
classify operational profiles of wind power farms into coherent 

groups. By knowing these profiles, the operators can streamline 
the assessment of the demand.  

The load profiling represents a different approach than the 
one based on metered demand. In this manner, for wind power 
farms from the electrical system are assigned a typical load 
profile. The shape of operational characteristic is influenced by 
the day (working or weekend) or season (spring, summer, 
autumn or winter). The operational characteristics of wind 
sources are in a very large number. This aspect create problems 
in analysis them. Thus, for an easy handling, they can be 
grouped in patterns, in function by the similarities between 
these. Every pattern will be characterized by a characteristic 
profile named typical load profile (TLP), [20], [21].   

Each TLP is represented by a vector xi = {xih, h = 1,…, T} 
for i = 1, …, K,  and the comprehensive set of TLPs is 
contained in the set P = {xi, i = 1, …, K}. The time scale along 
the day is partitioned into T time intervals of duration Δth , for 
h = 1,…, T. Hourly values are used in this paper to exemplify 
the application. The variables used in the calculations are 
assumed to be represented as constant (average) values within 
each time interval. The clustering process forms K patterns 
corresponding the wind power plants. Further, the typical load 
profiles are assigned to wind power farms.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Flow-chart of the TPLs determination. 

The proposed algorithm has the following steps, Fig. 2: 

Step 1. Measurements: In this stage a database of operational 
characteristics is built.  

Step 2. Data cleaning and pre-processing:  A lot of technical 
aspects refer to communication problems, failure of equipment, 
etc., that can influenced negative the analysis need to be 
cleaned, pre-processed and reduced before the operational 
characteristics to be used in the clustering process. 

Step 3. Classification: To realize this grouping, the K-means 
algorithm is used. Each operational characteristic is 
normalized. The normalization is made using the following 
relation: 

Measurements 
organized database 

Preprocessing 
database 

Classification 

Determination of typical load profiles  

Assignation of typical load profiles to wind power 
plants 
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where:  
zh

(j) – the normalized value; 
xh

(j)
 – the measured value; 

X(j) – the normalizing factor over the surveyed period (energy 
over analized period); 
N – number of wind power farms from electrical system. 

Step 4. Determination of typical  load profile for wind farms: 
In this step, a refining of normalized characteristics occurs so 
that the unrepresentative characteristics are eliminated. 
Further, the TLP for each pattern is obtained using an 
averaging process of the hourly values. TLPs obtained can 
characterize very well the operation mode of the wind power 
farms, regarding to the electrical energy consumption. 

5. Assignation: Finally, for each pattern of wind power farms, 
a TLP can be assigned. 

III. OPTIMIZATION MODEL 
The objective of the planning formulation is to enhance the 

performance of the systems by minimize the active power 
losses. The main goal of the paper is to determine the optimal 
power system operation considering wind power sources in to 
an electrical network, minimizing the power losses. 
A mathematical expression of the problem is: 

                       ( ) [ ])(minmin UPXF = .            (2) 

where X is a power flow solution which stores data about the 
location in the system and the power capacity of the 
generators as well as of loads; P(U)  represents the power 
losses that depend of  vector U.  

To minimize the power losses into a electrical network, was 
used relationship (6), where Rij is the resistance in to branch ij, 
i=1...n, j=1...n, i ≠ j, Pi and Qi are the real and reactive power 
into a node i, Un the nominal voltage and Nbranches the number 
of branches in the network: 

∑ ∑
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This item should compose with constraints to obtain the 
proper objective function. The main constraints in the process 
to determine the optimal power system operation with the 
proposed methodology are: 

1. Voltage stability:  

maxmin iii UUU ≤≤ .                             (4) 

where: Uimin, Uimax – minimum, maximum allowable voltage 
level in the system at bus i; Ui – voltage level at bus i. 

2. Branch thermal limits – the power over the branch ij, ijS , 
must be less than the maximum limit admissible that can 
support the line max

ijS . 

max
ijij SS ≤ .                                      (5) 

3. Generation limits - power generated by wind power plants 
is included between the maximum power allowed in bus i, 
PDGi,max. 

max,DGiDGi PP ≤ .                                (6) 

4. Constraints for reactive power:  

maxmin iii QQQ ≤≤ .                          (7) 

where: Qimin, Qimax - minimum, maximum allowable reactive 
power level in the system at bus i; Qi - reactive power level at 
bus i. 

5. The power losses after installing wind power plants in 
electrical network should be less than power losses before 
installing it. 

withoutDGwithDG PP Δ≤Δ .                          (8) 

IV. CASE STUDY 
The proposed method was used for the optimal operation of 

a test electric network 220/110 kV with 10 nodes (3 nodes by 
220 kV, and 7 nodes by 110 kV) and 12 branches (2, 220 kV 
electric lines; 7, 110 kV electric lines and 3, 220/110 kV  
power autotransformers), Fig. 3. 

 
Figure 3. 220/110 kV test system. 

In the test network a great potential based on wind energy 
was located in the region around the nodes 6 and 8.  Thus, the 
wind power farm located in node 6 have a total installed 
capacity of 50 MW and the wind power farm placed in node 8, 
25 MW.  

In the case study a database described by generated power 
models, for the autumn season (3 months), corresponding to a 
group of wind power farms from the test electric network was 
considered.  Every generated power model is described by 24 
hourly points that depict the behavior of a wind power plant 
during a day.  

The general information used in the clustering process 
concerns on generated power by the wind power plant, hour 
per hour for 3 months.  

For determination of the optimal number of patterns, the 
algorithm presented in [21] was used. Thus, in the first step, the 
maximum number of patterns Kmax must be determined. The 
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value of Kmax was calculated with relation Kmax = N , where 
N represents the total number of characteristics from database 
(N = 90).  

In the second step, the k-means clustering method with 
values for K between 2 and Kmax is used. 

 In the step three, the quality of grouping is evaluated using 
the silhouette global (SG) coefficient, Fig. 4. 

 

 
Figure 4. Variation of SG coefficient  

From Fig. 4, it can observe that optimum value for K is 3. 
For this value, in Fig. 5 is represented the forms (silhouettes) 
of patterns. 

 
Figure 5. The forms (silhouettes) of patterns (case K = 3). 

Each pattern is characterized by a TLP that was obtained 
by an averaging process of the hourly values. The wind 
generated power characteristics for each pattern are presented 
in Figs. 6-8. TLPs of the wind power farms corresponding to 
three obtained patterns (WPP1, WPP2, and WPP3) are 
indicated in Figs. 9-11. 

 
Figure 6. Generated power characteristics for WPP1pattern 

 
Figure 7. Generated power characteristics for WPP2 pattern 

 
Figure 8. Generated power characteristics for WPP3 pattern 

 
Figure 9. Typical load profile for WPP1 pattern 

 
Figure 10. Typical load profile for WPP2 pattern 

 
Figure 11. Typical load profile for WPP3 pattern 

Further, considering these three TLPs are performed power 
flow calculations to analyze the evolution of the objective 
function. In this process the operating autotransformers plot 
was considered constant. 

Fig. 12 shows the evolutions of the objective function in 
the 220/110 kV test network in the initial case (without wind 
power plants), in comparison with the cases when wind energy 
is injected coresponding to the three typical load profiles 
WPP1,WPP2 and WPP3. 

 
Figure 12. Objective function evolution in base case compared with cases 

WPP1, WPP2 and WPP3 
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Analyzing the results, it can see that a classification of the 
wind operation characteristics is useful to view the optimal 
operation and planning of an electric power system, on 
minimizing the power losses. The typical load profile WPP1 
corresponds to the best power system operation for the test 
network, taking into consideration that has a full load 
operation state all the day. The objective function values, at 
peak load, in the base case and in case WPP1 and the voltage 
values evolution in nodes with wind energy injection are 
presented in Table I. 

TABLE I.  OBJECTIVE FUNCTION AT PEAK LOAD VERSUS VOLTAGE 
VALUES IN NODES WITH WIND ENERGY INJECTION 

Objective Function  Voltage Values [kV] 

 DP[MW] DP[%] Base case 
Case 

WPP1 
DP-base 
case 1.3882 0.7744 Node 6 116.189 116.825
DP-WPP1 0.8584 0.4803 Node 8 113.674 114.297 

CONCLUSIONS 
In this paper a clustering technique based approach was 

proposed for determination the TLPs using a database 
described by wind power operation models, for the autumn 
season (3 months), corresponding to a group of wind power 
plants from the test electric network. The TLPs resulted 
describes very well the operation states of the wind power 
farms. So, WPP1 profile is characteristic for the operation at 
full load and WPP2 and WPP3 correspond to partial load 
operation state. 

The results obtained demonstrate that the proposed 
approach can be used with success in the optimal power 
system operation on minimizing the power losses and in the 
same time to improve the voltage magnitude into an electric 
network.  
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Abstract 

 A reliable low area efficient multiplier is 
designed in this paper by using algorithmic noise 
tolerant architecture. The ANT architecture can 
achieve the demand of low power, high precision and 
area efficiency. ANT architecture contains a main 
digital signal processing block along with an error 
correction block. In error correction block a replica of 
main DSP block with reduced operands named as RPR 
block is used for error detection. Here different 
multipliers are used in main DSP block to check which 
performs well in ANT Architecture. The multipliers 
used in this paper are Baugh Wooley multiplier, 
Wallace Tree multiplier, Row Bypassing multiplier and 
Bypassing multiplier (Row and Column Bypassing 
multiplier).  

Key words: ANT Architecture, RPR. 

I. Introduction 

 In VLSI lowering the power and area of 
systems is the main aim. To lower the power 
dissipation voltage over scaling is in the process 
because CMOS circuit power is directly proportional 
to the square of supply voltage. This voltage over 
scaling leads to the reduction of signal to noise ratio 
(SNR). In algorithmic noise tolerant architecture 
voltage over scaling can be used to reduce the power 
but signal to noise ratio is maintained because of 
error correction block. Previously full width RPR is 
used in error correction block but to reduce 
complexity full width RPR is replaced with fixed 
width RPR. Using the fixed width RPR computation 
error can be occurred. A compensation circuit must 
be added to the fixed width RPR to reduce the 
computation error. By taking the use of probability, 
statistics and partial product weight analysis, an 
approximate compensation vector is found. 

II. ANT Architecture: 

 There are two blocks present in the ANT 
architecture. One is main digital signal processing 
block another one is error correction block. Error 
correction block contains a reduced precision replica 
block along with the circuitry which checks the error 
occurred because of voltage over scaling in main 

digital signal processing block. The ANT architecture 
is as shown in fig.1. 

 Here the output of main block is referred as 
ya[n], output of RPR block is referred as yr[n] and 
output of error correction block is noted as Ŷ[n]. 

 

Fig1.ANT Architecture 

 RPR is a replica of main block with reduced 
precision operands and have shorter computation 
delay. Here fixed width RPR is taken instead of full 
width RPR to avoid infinite growth of bit width. If 
any soft errors occurred in main DSP block output 
ya[n], RPR output yr[n] is still correct since the 
critical path delay of replica is smaller than Tsamp. So 
yr[n] is used to detect errors in MDSP output by 
comparing the difference of |ya[n]-yr[n]| against a 
threshold value Th. If the difference between ya[n] 
and yr[n] is larger than the threshold value Th, the 
output Ŷ[n] is yr[n] else the output is ya[n]. So Ŷ[n] is 
expressed as 

Ŷ[n]= ya[n], if |ya[n]-yr[n]| ≤Th  

yr[n], if |ya[n]-yr[n]| >Th 

The threshold value Th is determined as  

Th= max ∀input |y0[n]-yr[n]| 

Where yo[n] is referred as error free output 
signal. 
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A full width (n/2) bit RPR can be divided 
into four subsets, which are most significant part 
(MSP), input correction vector (ICV), minor input 
correction vector (MICV) and least significant part 
(LSP). In the fixed width RPR only MSP part is kept 
and other parts are removed i.e. ICV, MICV, and 
LSP parts are truncated. 

In the consideration of fixed width RPR a 
disadvantage is also present that there is a truncation 
error occurred because of the avoidance of ICV, 
MICV, LSB bits. To reduce the error, compensation 
circuit can be added to the fixed width RPR. The bits 
which are having highest weight in the truncated part 
are added as compensation circuit. Here ICV and 
MICV parts are used in compensation circuit because 
of their highest weighing. 

 

Fig 2: ANT Architecture with RPR compensation circuit 

III. Baugh Wooley Multiplier 

 Baugh Wooley multiplier is used in the 
Main DSP block. Consider two unsigned inputs X 
and Y which are expressed as 

X=∑ x���
��� �

2�  Y=∑ y���
��� �

2� 

The result of multiplication can be expressed as 
P=∑ p����

��� �
2�=∑ ∑ ��

���
���

���
��� ��2

��� (1) 

 

Fig 3: Baugh Wooley Multiplier in ANT architecture 

For higher accuracy the error compensation 
circuit in the fixed width RPR can be set as shown in 
fig4. 

 

Fig 4: High accuracy fixed width RPR with compensation circuit 
constructed by ICV and MICV. 

 The output of fixed width multiplier Pt can 
be expressed as 

Pt= ∑ ∑ ��
���

���
��

�
���

���

���
�

�
���

��2
���   + f(EC) 

Where Error correction EC is expressed as 

f(EC)=f(ICV)+f(MICV) 

IV. Row Bypass Multiplier 

 Generally a conventional full adder has three 
inputs and two outputs. When the operand bit of 
multiplier is zero the full adder has disadvantages 
such as low operational speed and unwanted 
switching activity. When zero partial products are 
added, a large number of signal transitions are 
generated and do not affect the final product. By 
using Row Bypassing multiplier zero partial products 
can be bypassed to achieve optimization. A modified 
full adder is used to achieve this optimization. The 
modified full adder is as in fig 5. 
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Fig 5: Structure of Full adder for Row Bypassing multiplier 

 In the design of n bit Row Bypass multiplier 
(n-1)x(n-1) full adders, 2x(n-1)x(n-1) multiplexers 
and 3x(n-1)x(n-1) three state gates are presented. A 4 
bit Row Bypassing multiplier is as shown in fig 6. 

 A 12 bit Row Bypass multiplier can be 
designed and put in ANT architecture in the place of 
Baugh Wooley multiplier and performance was 
observed. 

 

 

Fig 6: Row Bypass multiplier 

V. Row and Column Bypassing 
Multiplier 

 Row and Column Bypassing multiplier is 
based on two dimensional bypassing features. 
According to this the addition operations in (i+1)th 
column or jth row can be bypassed if the bit in that 
corresponding column or row is zero. The addition 
operation in the (i+1,j)th adder can be bypassed if the 
product aibj is 0 and the carry bit ci,j-1 is 0. If the 
product bit aibj or the carry bit ci,j-1 is 1, the addition 
operation in that corresponding full adder will be 
executed. It reduces the power more than that of row 
bypassing multiplier. The circuitry used to build this 
multiplier is changed as shown in fig 7(a) and 7(b). 

 

Fig 7(a): Half adder in Bypassing based design. 

 

Fig 7(b): Full adder in Bypassing based design. 

 

Fig 7(c): Row and Column Bypassing Multiplier 

 A 4 bit Row & Column bypassing multiplier 
is as shown in fig 7(c). A 12 X 12 bit Row & Column 
Bypassing multiplier is replaced in place of Baugh 
Wooley multiplier in the ANT architecture to check 
its performance. 

VI. Simulation Results 

 These are the simulation results of ANT 
architecture when 12 bit Baugh Wooley multiplier, 
12 bit Row Bypass multiplier and 12 bit Row and 
Column Bypassing multiplier are used.  

 

Fig 8: simulation result of ANT architecture when Baugh Wooley 
multiplier is used. 
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Fig 9: simulation result of ANT architecture when Row Bypassing 
multiplier is used. 

 

Fig 10: Simulation result of ANT architecture when Row and 
Column Bypassing multiplier is used. 

 

VII. Conclusion 

 In the fixed width RPR based ANT design 
12 bit Baugh Wooley multiplier, Row Bypassing 
multiplier and Row & Column bypassing multipliers 
are presented to check the area and delay 
performances. 

The area and delay performance of Row & Column 
Bypassing multiplier is better than that of Baugh 
Wooley and Row Bypass multipliers. 

 The delay of Row & Column bypassing 
multiplieris 10% lower than Baugh Wooley 
multiplier and 7% less than that of Row Bypass 
multiplier. The area of Row & Column bypassing  is 
2% less than that of Baugh Wooley multiplier and 
6% less than that of Row Bypass multiplier 
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Abstract:Solar energy is playing a pivotal role in compensating the electrical energy as there 
is short fall in this engergy due to more demand and decline trends of conventional source of 
energies exhaustion of fuels like coal, petroleum, natural gases and constant of environmental 
and climatic changes to cope up this photovoltaic installation is being done in an electrical 
system to compensate and enhance the energy. an photovoltaic installation in an electrical 
system is made from the assembly of various photovoltaic units that uses solar energy to 
produce the electricity in a cheaper way from sun power. Till now the use and scope of solar 
energy is limited and has not reached upto masses Moreover the efficiency of the system is 
also low due to which the output is not sufficient as compared to input as in some installed 
case of solar panel it has been observed that efficiency is not more that 27%. To make it 
versatile and more useful for the masses newer trends and innovations will help. These have 
discussed in this paper. 

 
Keywords:Solar panels, Efficiency, Namadd, renewable engergy resources, distributed 
generation 

 
I. INTRODUCTION 

 
Now-a-days distributed generation (DG) is not a new concept. Without this the rectification of energy crises 
is not possible [1]. In most of the countries the electrical power demand is more than the electrical power 
generated. On the other hand there is a serious decline in the availability of natural resources, fuels, coal and 
gases etc. The generation of hydro power plant also varies due to variation in inflow of water from catchment 
area. When the capacity of hydro power plant decreases the power shortage arises. The solar power plant may 
be installed in such a fashion that these may work in unison for example when draught is more showering of 
sun is more. In this way shortage of power will be compensated by the energy governed by the solar power 
plant. Moreover this installation is to be done in such a way that solar panel will cover the rivers or reservoir 
reducing the evaporation which enhancing the capacity of dam. On the other hand the solar panel covering 
this area will generate electrical power which will the enhance the power generation of the system. Moreover 
by using some newer technologies this power generated may be integrated with the power grid to enhance the 
capacity of grid.  
The development and uses of solar energy at large scale is not only reasonable method of energy resources utilization 
in the future but also effective frame to improving energy resource crises economically. There is different solar 
resource in different area, seasons, and weather conditions and so on because of so many influencing factors [2]. As 
this of kind of renewable energy is available in abundance in nature. The research and application of solar energy 
will be used to deal with alternative energy [3] – [4]. The advantages of renewable energy sources are enormous as 
they are free from gas emissions from few conventional energy resources which have impact on the global 
warming. If this generation of solar energy expedited rigorously can meet the most of the energy demand of 
the world. Use of Renewable energy will prove as panacea for solving the climatic and environmental 
problems as every sector of society is keen to solve these problems on the health ground problems. Currently, 
renewable energy sources install 15 percent to 20 percent of the world’s total energy demand [5]. The solar 

energy is considered as the most promising and important renewable. It is envisaged that solar energy power 
plants would meet all human needs and would eventually replace the conventional power plants [6]. 
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II. TYPES OF DISTRIBUTED GENERATION 
 

There are different types of distributed generation according to the constructional and technical points of view 
as shown in Figure (1) [1].  
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Figure 1 Types of Distributed Generation 
 

III. THE PRINCIPLE OF ENERGY STORAGE 
 

The circulation medium was heated by synchronous tracking and non-tracking solar collector and injected 
into the heat exchanger which was set in concrete pile with the help of circulation pump. After heat exchanging 
between the heat exchanger and concrete pile, circulation medium was pumped to synchronous tracking solar 
collector, so formed circulations.And then, the solar energy which was gathered by synchronous tracking and 
non-tracking solar collector was stored constantly in the underground concrete energy storage pile [7]. The 
circulating principle is shown in Figure(2). The solar nstal are used to generate steam which drives the steam 
turbines coupled with alternator as per figure (3). 

 
IV. SOLAR ENERGY POLICIES OF INDIA 

 
The Government of India has increased its focus on developing alternativeresources of energies especially 
Solar Energy under the policies related to energydevelopment. The solar energy is available in abundance and 
almost free of cost as it is available from nature. Due to rapid economic expansion India is one of the 
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Figure 2 the circulating principle of solar energy  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3 System of Power generation from solar energy  
most growing markets and expected to be second largest energy contributor in energy market in the world by 
2035. Due to limited domestic fossil fuels reserve, the India has strong planning to expand the renewable 
energy sources for power sector.  
1. To supply the electricity to all the areas included the rural areas as mandated in section 6 of electricity act. 
Both the Central and State Government will jointly nstalled to achieve this objective at the earliest. Rural 
Electrification will be done for securing electricity access to the entire household in rural sector. Most of this 
requirement will be fulfilled by use of renewable energy sources.  
2. Reliable rural electrification would be done either through conventional or non conventional methods of 
electricity whichever is more suitable and economical. Non conventional sources of energy especially Solar 
can be utilized even where Grid connectivity exists [8]. 
3. Particular attention is to be given to Dalit Bastis, Tribal areas and other weaker sections of the society the 
other newer resources. 
4. Rural Electricity Corporation of India (REC) is the nodal agency at central govt. Level to implement these 
programs of electrification in rural areas. The REC will nstal all the goals set up by the National Common 
Minimum Programme ensuring timely implementation [9]. 
5. Responsibility of operation and maintenance & cost recovery could be discharged through appropriate 
arrangement with Panchayats, Local Authorities, BDO, and NGO etc [10].  
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6. This Great task of Rural Electrification requires cooperative efforts of all agencies like Govt. Of India, 
State Government and community education cell in rural areas. 
7. The Electricity act 2003 has provision of restructuring the electricity industry which unbundled the 
vertically integrated electricity supply in each state. Now generation, transmission and distribution companies 
have been formed by the Regulatory Commission of state electricity board. Regulatory Commission will also 
specify the minimum percentage of electricity that each distribution utility must get from renewable energy 
sources [11]. 

 
V. NEWER METHODS WHICH WILL ENHANCE THE USE OF SOLAR ENERGIES 

 
Day by day new trends and innovations are being developed throughout the world in R&D centers, automobile 
sectors and domestic use in institutions, hostels to reduce the energy wastage and to generate the power by 
solar devices. Many of them are explained given below:  
1. Solar cells of higher efficiency have been developed having conversion efficiency more than 37% as compared 
to the previous solar cells having efficiency of 27 % made of two materials. Tata power is going to install the solar 
panels having 35% efficiency [12]. In These cells three photo absorption layers are stacked together. This has been 
developed by stacking Indium, Gallium and arsenide as the bottom layers. These cells have capability of absorbing 
the light from various wavelengths available in sunlight and convert into electrical energy. Through optimal process 
the active area has been increased. This breakthrough in technology has been done by new energy and industrial 
technology development organization.  
1. The conversion efficiency of solar panels/plates is increased by newer devices of cleaning these panels. 
The device makes use of automated “dry-sweep’’ to push dust and dirt away from the surface of these devices. 
In south Arabian language the device is known as nsta which is very rugged and have low maintenance cost. 
The device is powered by the lithium ion batteries. These batteries are charged by the array itself and have 
high efficiency. The device has moving parts. It is very interesting that this act like a robotic arm and 
automated work with scheduling. The device can jump the obstacle between the panels[13].  
2. Throughout the world research and development is done to procure more and more energy from various 
devices and technologies. Under this concept Japan developed a fabric which is known as a solar cell fabric 
capable of harnessing the energy from sunlight while you are moving by wearing this fabric made cloth. This 
fabric is made from wafer thin solar cells woven in a stylish way. The electricity generated will be capable to 
charge the mobile and other portable electronic gadgets. The thread used will be stronger and which increases 
the life or durability of the fabric cloth. The same idea can be embedded/used in the blind makers and certain 
type of curtain will also generate power, when sun rayeson these. Various companies developing this type of 
fabric in association with solar cell maker. This will help the men to recharge these small gadgets while in 
sun [14].  
3. A new trend of solar panel roofs have come in which most of the buildings the roof is covered with solar 
panel. In some advanced countries like china the roof of the max. Of the homes is made of solar panel by 
using aaluminum or strong alloy to support the weight of panels. In remote area where grid supply is not 
viable these panels generate power for themselves and supply electricity to the neighbours also who cannot 
afford the cost of installation. This will help nearby masses and community in that region where distribution 
of power is not feasible by other ways & transmission may not be possible due to heavy expenditure. 
4. In some countries in urban area some hobbyist of solar energy generate electrical power this system for 
sufficient for their requirement and surplus generated power is supplied to the grid empowering the national 
grid. The solar panel should be installed on the vehicles where it is possible so that charging of batteries and 
other devices in the vehicle may be done with the help of solar energy. Whenever the solar rays fall on the 
panel this will improve the electrical efficiency of the vehicles. This type of experimentation and uses are 
already being done in Japan and in other advanced countries where conversion technologies from solar to 
electrical are being used frequently and sufficiently. In India also solar panels have been installed in metro 
railway service.  
5. As we are aware of that electrical power demand is increasing and viewing the climatic concerns it is 
desired that renewable energy sources especially solar may be integrated to the utility grid. By using better 
flexibility in integration through power electronics. Harmonics can be reduced and the reactive power can be 
balanced. 
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6. In these days most of the power industries switchover side by side starting manufacturing of the solar 
inverters of high capacity. These may be utilized to get emergent power if not continues at remote locations 
where there is no grid supply.  
7. CSP systems technology is used for power generation in the system large, flat, sunlight mirrors known as 
heliostats receive sun light at the top of the tower. A fluid for heat transfer is used to generation the steam 
which is used for production of electrical power .In some countries the capacity of these plant as high as up 
to 200 MW. These power tower are very popular in these days because of solar to electrical conversion 
efficiency is high [15]. 

 
VI. DISTRIBUTED SOLAR ENERGY GENERATION 

 
In [16] the authors has explained the use of Distributed solar photovoltaic (PV) systems is producing 
electricity onsite, so reducing the requirement to build up new transmission line and also avoiding line losses. 
Distributed generation also offer significant benefits to the consumers while providing resiliency to an electric 
grid that is based on the traditional and centralized model. These systems are used in applications ranging 
from small commercial to residential and for industrial use. Though this market is still primarily driven by 
government incentives, distributed solar PV will continue its steady march in future. Due to reduced market 
activity in Italy and Germany, global distributed solar photovoltaic market contracted slightly in 2012, 
However, growth in the United States, China, Japan, and other countries continued, driven by solar PV module 
price reductions, the growth of third-party financing models, and feed-in tariffs. Navigant Research forecasts 
that, from 2013 to 2018, 220 GW of distributed solar PV will be installed worldwide, representing $540.3 
billion in revenue. 

 
VII. CONCLUSION 

 
Due to decline aviability of natural’s fuels and viewing environmental changes causes due to conventional 
method of generation, the use ogf solar energy is becoming popular and urgency of the day. This will create 
healthy environment for the humain beings which are suffering from the various hazards due to pollution from 
the nstalled contents. Moreover the power generation due to hydro power plant is not also regular due to 
irrugalar flow of water from the catchment area. So it is concluded that solar power plant may be nstalled in 
such a way so these may work in unison with hydro and other methods of generation to enhance the clean and 
green energy. 
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Abstract— when we are in movie, theatre, 
bus, train there is  lot of noise around us we 
can’t speak properly on a mobile phone. In 

future this problem is eliminated with the 
help of Silent sound technology. It is a 
technology that helps you to transmit 
information without using your vocal 
cords. This technology notices every lip 
movements & transforms them into a 
computer generated sound that can be 
transmitted over a phone. Hence person on 
another end of phone receives the 
information in audio. It uses 
electromyography, monitoring tiny 
muscular movements that occur when we 
speak and converting them into electrical 
pulses that can then be turned into speech, 
without a sound uttered .When 
demonstrated, it seems to detect every lip 
movement and internally converts the 
electrical pulses into sounds signals and 
sends them neglecting all other 
surrounding noise. So, basically, it reads 
your lips. It is definitely going to be a good 
solution for those feeling annoyed when 
other speak loud over phone. 

Keywords-- silent sound, electromyography, 
electromyograms, digital image pr 

I. INTRODUCTION 

Silent sound technology enables 
speech communication to take place 
when an audible acoustic sound is 
unavailable.  

By acquiring sensor data from elements 

of the human speech production process- 
from the articulators ,their neural 
pathways, or the brain itself –it produces 
a digital representation of  

speech which can be synthesized 
directly, interpreted as data, or routed 
into a communication networks[2]. 

Sound Technology is a technology for 
mobile phones that helps you communicate 
in noisy places too. It is a technology that 
will help reduce noise pollution to a great 
extent. The uses of this technology are 
immense for people who are vocally 
challenged or have been rendered mute due 
to accident. 

Humans are capable of producing and 
understanding whispered speech in quiet 
environments at Silent remarkably low 
signal levels. Most people can also 
understand  a  few words which are 
unspoken, by lip-reading The idea of 
interpreting silent speech electronically or 
with a computer has been around for a long 
time, and was popularized in the 1968 
Stanley Kubrick science- fiction film 
‘‘2001 – A Space Odyssey ”  [7].A  major 

focal point was the  DARPA  Advanced 
Speech Encoding Program (ASE ) of the 
early 2000’s, which funded research on low 

bit  rate speech synthesis ‘‘with acceptable 

intelligibility, quality , and aural speaker 
recognizability in acoustically harsh 
environments”. 
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    Fig. 1 Many people talking at one place 

                       II.PROCESS OF SPEAKING 

The air passes through the larynx and the 
tongue and the words are formed with the 
help of the articulator muscles in the mouth 
and the jaw. The articulator muscles are 
activated irrespective of the fact that jo air 
passes through them or  not.  The  weak 
signals are sent from the brain to the speech 
muscle. These signals are collectively known 
as the electromyograms. 

 

 
 
 
 
 
 
 

 
                   Fig. 2 Speaking Process in human body 

 

Fig. 3 Block Digram Showing different steps in generation 
of sound from lip movements 

 

III.METHODS 

Silent sound technology is processed in two 
ways 

.They are 
A. Electromyography (EMG) 
B. Image Processing 

 

A.Electromyography 

Electromyography is a technique used in 
silent sound technology that monitors tiny 
muscular movements that occur when we 
speak  and converting them into electrical 
pulses that can then be turned into speech, 
without a sound utter. Electromyography 
(EMG) is a technique for evaluating and 
recording the electrical activity produced 
by skeletal muscles.EMG is performed 
using instrument called an 
electromyograph, to produce a record 
called an electromyogram. An 
electromyograph detects the electrical 
potential generated by muscle cells when 
these cells are electrically or neurologically 
activated [2]. 

 

Fig. 4 Electromyographic sensors attached to face. 

 
Fig. 5 Electromyography activity 
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B.Image Processing 

The simplest form of digital image 
processing converts the digital data tape into 
a film image with minimal corrections and 
calibrations. Then large mainframe 
computers are employed for  sophisticated 
interactive manipulation of  the  data. In the 
present context, overhead prospective are 
employed to analyze the picture. In electrical 
engineering and computer science,  image  
processing is any form of signal processing 
for  which the input is an image, such as a 
photograph or video frame; the output of 
image processing may be either an image or, 
a set of characteristics or parameters related 
to the image. Most image- processing 
techniques involve treating the  image  as a 
two-dimensional signal and applying 
standard signal-processing techniques to it 
[1]. 

 
Analysis of remotely sensed data is done 

using various image processing techniques 
and methods that includes 

1) Analog Image processing: - 
Analog processing technique is applied 
to hard copy data such as photographs or 
printouts. It adopts certain elements of 
interpretation, such as primary element, 
spatial arrangement etc. With the 
combination of multi-concept of 
examining remotely sensed data it allows 
us to make a verdict not only as to what 
an object is but also its importance. Apart 
from these it also includes optical 
photogrammetric techniques allowing for 
precise measurement of the height, 
width, location, etc. of an object    

2)       
 2)Digital Image Processing: - Digital 
Image Processing involves a collection of 
techniques for the manipulation of digital 
images by computers. It contain some 
flaws. To overcome the flaws and 
deficiencies in order to get the originality 
of the data, it needs to undergo several 
steps of processing. Digital Image 
Processing undergoes three general steps: 
1) Pre-processing Display 2) 
Enhancement 3) Information extraction 

 

IV. ADVANTAGES  OF   SILENT         
SOUND  TECHNOLOGY 

 Very useful for those people who 
lost their voice and has been 
rendered mute due to accident. 

 At public crowded places like in 
market,  bus, train, malls, theater 
etc. 

 Very good technology for noise 
cancellation technique. 

 Helps in making phone calls in
 noisy environment. 

 Very useful for sharing 
confidential information like  

 secret PIN number on phone at 
public place. 
 
V.RESTRICTIONS 

 
This technology works in many 

languages of user’s choice like English, 

French & German, etc. But, for the 
languages like Chinese is difficult because 
different tones can hold many different 
meanings. 

            
             VI.FUTURE SCOPE 
Silent sound technology gives way to a 

bright future to speech  recognition  
technology  from simple voice commands 
to memorandum dictated over the phone all 
this is fairly possible in noisy public places. 
Without having electrodes  hanging  all 
around your face, these electrodes will be 
incorporated into cell phones. Nano 
technology will be a mentionable step 
towards making the device handy. 

 

VII.CONCLUSIONS 

Engineers claim that the device is working 
with 99 percent efficiency. Silent  Sound  
Technology, one of the recent trends in the 
field of information technology 
implements ‘Talking Without Talking’.  It 

will be one of the innovation and useful 
technology and in mere future this  
technology will be use in our day to day 
life. 
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Abstract: In recent days there is huge 
demand for high speed VLSI networks. In 
order to judge the behavior of on-chip 
interconnects the coupling capacitances 
and interconnect delays plays a major role. 
As we switch to lower technology there is 
on-chip inductance effect that leads to 
interconnect delay. In this paper we try to 
apply second order transfer function 
designed with finite difference equation 
and Laplace transform at the source and 
load termination ends. Analysis shows that 
current mode signaling in VLSI 
interconnects provides times better delay 
performance than voltage mode. 
 
Keywords: Current Mode, Voltage Mode, 
VLSI Interconnect 
 

I. INTRODUCTION 
As the number of transistors on a chip 
continues to increase, on-chip 
communication becomes a more important 
facet of architectural design. Traditional 
electrical wires, typically driven by digital 
components using simplistic digital signals 
have issues to address in the scaling chip 
multiprocessor market, specifically latency 
and energy. Global wire latency remains 
relatively constant, translating to a larger 
relative latency for even moderately-sized 
systems. In order to ensure signal quality, 
digital repeaters and packet-switching 
routers must be added to facilitate the 
transmission of long distance 
communications, contributing further to 
the latency and energy issues. Current 
research focuses on a few categories of 
solutions, each with unique benefits and 
limitations. The current convention is the 

use of packet-switching networks 
topologies to provide the interconnect 
backbone for chip-multiprocessors. A 
packet-switched network-on-chip (NoC) 
provides in-field scalability, the ability to 
use commercial-off-the-shelf components, 
and high aggregate throughput. However, 
a NoC also requires higher power routers 
and potentially long latencies for long 
distance communication. Another state-of-
the-art solution for interconnects uses on-
chip optics. Research is currently being 
proposed to use either waveguides or free-
space optics to provide a high-throughput, 
low-energy, low-latency medium for on-
chip communication. On the other hand, 
optics also has issues that prohibit its 
immediate use as an interconnect 
backbone.  
 

First, current optical components 
are not easy to integrate into standard 
silicon CMOS process, making it more 
difficult to fabricate with the current 
technologies without sacrificing electro-
optical conversion efficiency. 
Additionally, while some on-chip lasers 
exist, most often, off-chip lasers are used 
to provide the optical power, shifting the 
onus of energy efficient operation off-chip, 
but not removing it from the system. 
 

II. RELATED WORKS 
Signaling in global strains is a main 
bottleneck in excessive performance VLSI 
systems because of the dominant problem 
of signal propagation delays in comparison 
to circuit delays. So, correct and accurate 
delay estimation models are required in 
cutting-edge-mode signaling. Accurate 

121



estimation of propagation delay in 
worldwide interconnects plays a main 
place in the early design levels of VLSI 
systems compared to neighborhood 
interconnect delays because, global wires 
supports predominant capabilities like 
clock, sign distribution among the useful 
blocks and affords power/ground to all 
functions on a chip. Starting from lumped 
RC model to distributed RLC version, 
diverse techniques [6]-[8] based on 
analytical closed form formulations had 
been proposed to model delay in voltage-
mode interconnects. Similarly for modern-
day-mode RC interconnects, closed-form 
delay analysis version becomes presented 
in [9] and the evaluation does not 
encompass the fast aspect input reaction. 
In [10] closed-form delay model for 
allotted contemporary-mode RC line is 
provided, which included the practical 
rapid edge input reaction issue but this 
version should now not include the 
inductance impact in present day-mode 
interconnect. A delay estimation model 
[11], that's derived the use of the concept 
of soaking up inductance impact into equal 
RC version, then changed nodal evaluation 
(MNA) become used. Various closed-form 
delay models [9]-[13] for on-chip 
interconnects in present day-mode 
signaling have more inaccuracy in phrases 
of postpone estimation. 
 

III. FINITE DIFFERENCE 
EQUATION AND 
LAPLACE TRANSFORM 

The Taylor series expansion for a function 
of one variable about the point x is 

)O(h  (x)'' f
2!

h
  (x)' fh   f(x)  h)f(x 3

2


…….. (1) 

The notation )O(h 3  indicates that the 

series, when truncated at the quadratic 

term in h, contains errors that scale as h3 
and higher powers of h.   
 
We can immediately obtain an 
approximation to the derivative of f(x) 
from the first two terms of the expansion. 
 

)O(h  
h

f(x)    h)f(x
  (x)' f 1


 …….. (2) 

Note that, even though we neglect terms of 

)O(h 2  in the expansion, since we divide 

through by h to obtain the derivative 
expression the approximation is correct 

to )O(h 1  only.  Note that there is an 

asymmetry in this approximation to the 
derivative at x, since the function at x and 
x+h occur, but not the function at x-h.  
This is therefore referred to as a forward 
difference approximation.  It is possible to 
expand f(x) in the negative direction in the 
Taylor expansion and hence to obtain a 
backward difference approximation 

)O(h  (x)'' f
2!

h
  (x)' fh   f(x)  h)f(x 3

2


…….. (3) 

)O(h  
h

h)-f(x    f(x)
  (x)' f 1


 …….. (4) 

 
By combining forward and backward 
difference approximations it is possible to 
obtain a central difference approximation 
to the derivative of f(x) at x that contains 

errors of order )O(h 2 .  Note the difference 

in scaling of errors for the central 
difference approximation when compared 
with the forward and backward difference 
approximations. 

)O(h  (x)'' f
2!

h
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2
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…….. (5) 
By retaining terms in the Taylor series to 

order h3 we can obtain an approximation 
for the second derivative which contains 

errors of order h2 
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…….. (6) 
Add these expansions to obtain 

)O(h   h)f(x  f(x) 2  h)f(x  (x)'' fh 42 

 

)O(h   
h

h)f(x  f(x) 2  h)f(x
  (x)'' f 2

2





…….. (7) 
 

A. Taylor series expansions in more 
than one dimension 

A PDE contains at least two independent 
variables and so we need to approximate 
differential operators in at least two 
dimensions.  This is done using Taylor 
series expansions in more than one 
dimension.  Suppose  
 
u = u(x,y) …….. (8) 
 
The Taylor series expansion of u about the 
point (x,y) is 
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The vector notation for this expansion is 
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Returning to the long-hand notation, the 
expansion of u(x,y) in the x direction is 
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…….. (11) 
If we subtract these two equations and 

rearrange to make ux the subject of the 
equation we find that the central difference 

approximation to ux is 
 

 )O(h   
2h

y)h,-u(x  y)h,u(x
  y)(x,u 2

x 


  

…….. (12) 
We can also obtain forward and backward 
difference approximations which contain 

errors of order O(h1) from the Taylor 
series expansion in either direction. It is 
convenient to write the function u at points 
on a grid for numerical solution with 
subscripted indices rather than arguments.  
Thus we make the equivalence 

j1,iu  k)yu(x,


  …….. (13) 

 
k is the step size or distance between 
gridpoints in the y direction in the 
numerical solution. Perversely, Farlow 
reverses the order of the arguments/indices 
in going over to the gridpoint index.  We 
will do the same to maintain consistency 
with Farlow.  The indicial representation 
of the first and second order partial 
derivatives is given below and illustrated 
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by corresponding ‘computational 
molecules’.  
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Provided that the step sizes in the two 
directions (h and k) are equal, then we 
obtain the following approximation for the 
Laplacian operator in 2 dimensions. 
 

  )O(h  u 4 -u  u  u  u
h

1
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Voltage mode interconnects 
Voltage mode signaling is most widely 
used in VLSI chips. In voltage mode 
signaling, receiver provides high input 
impedance (ideally infinity). The 
information is conveyed in the form of 
voltage. The output voltage is a function of 
input signal and is varied according to 
supply voltage. Fig.1 shows the theoretical 
model of conventional voltage mode 
interconnect implementation [5]. The 
output is terminated by an open circuit. 
 
CMOS representation of voltage mode is 
shown in Fig. 2 [1, 3]. The driver consists 
of an inverter which drives long RC 
interconnect chain. This is terminated by 
high input impedance of the inverter 
circuit at the receiver. This high input 
impedance of the receiver gives rise to 
high input capacitance which leads to high 
charging and discharging time for RC 
interconnect chain. Hence voltage mode 
signaling has large delay. Due to high 

input impedance at the receiver, the charge 
accumulated at the input of the receiver 
does not get effective discharge path to 
ground as a result this may cause 
electrostatic induced gate oxide break 
down. 

 
Fig. 2. CMOS representation of voltage 

mode signaling [5]. 
 
Current mode interconnects 
In current mode signaling, information is 
represented as current signal. The receiver 
provides low impedance (ideally zero) at 
its input. In current mode signaling line is 
terminated by shorting the wire. The 
theoretical model of current mode 
signaling is as shown in Fig. 3 [5] 

 
Fig. 3. Current mode signaling 

The CMOS representation of current mode 
signaling is shown in Fig. 4. The receiver 
senses current signal at its input and 
provides low impedance. 
 

 
Fig. 4. CMOS representation of current 

mode signaling [5] 
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Table I Delay Analysis for voltage and 
Current Mode Interconnects [13, 14]. 
 

Signaling 
mode 

Delay 
(ns) 

P 
Total) 
(µw) 

Voltage 
mode 

2.58 22.01 

Current 
mode 

0.520 115.08 

Proposed Current 
mode 

0.010 19.33 

 
Table I shows the delay analysis for both 
voltage and current mode interconnects 
[13-14]. It is analyzed that with Proposed 
Current mode interconnects delay 
decreases from 2.58ns to 0.010ns however 
power dissipation in the circuit increases 
from 22.01µw to 19.33µw. This is due to 
the low impedance at the receiver of 
current mode interconnect circuit. The 
overall figure of merit power-delay-
product (PDP) of current mode increases. 
This displays the improved performance 
and advantage of current mode over 
voltage mode interconnects. The delay 
analysis for current and voltage mode 
interconnect is shown in Fig. 10. It is seen 
that there is 79.84% reduction in current 
mode interconnect delay. 
 

 
 

IV. CONCLUSION 
This paper presents second order transfer 
function designed with finite difference 
equation and Laplace transform at the 

source and load termination ends current 
mode signaling for delay estimation of 
current mode high speed VLSI 
interconnects. The perseverance of the 
current study is to estimate the delay of 
current-mode VLSI interconnects and to 
find the interaction between delay for 
various lengths, line inductances and load 
capacitances using existing voltage mode. 
All the benefits give current mode 
signaling an upper edge over the voltage 
mode signaling. At highly miniaturized 
technologies, interconnects with current 
mode signaling would be the best choice 
with the assistance of  HSPICE tool. 
 
REFERENCES 
[1] V. Adler, and E.G Friedman, “Repeater 

design to reduce delay and power in 
resistive interconnect,” IEEE Transactions 

on Circuits and Systems II: Analog and 
Digital Signal Processing, vol. 45, pp. 607-
616, 1998. 
 
[2] V. V.Deodhar, and J. A. Davis, 
“Voltage scaling, wire sizing and repeater 
insertion design rules for wave-pipelined 
VLSI global interconnect circuits,” Sixth 

International Symposium on Quality of 
Electronic Design, pp. 592-597, 2005. 
 
[3] R. Chandel, S. Sarkar, and R.P. 
Agarwal, “An Analysis of Interconnect 
Delay Minimization by Low-Voltage 
Repeater Insertion,” Microelectronics 
Journal, Elsevier Science, vol. 38, no. 4-5, 
pp. 649-655, April-May 2007. 
 
[4] R. Dhiman, and R. Chandel, “Sub 

Threshold Delay and Power Analysis of 
Complementary Metal-Oxide 
Semiconductor Buffer Inserted 
Interconnect for ultra-Low Power 
Applications,” Journal of Low Power 
Electronics, ASP, vol. 8, no.1, 2012. 
 

125



[5] A. Maheshwari, and W. Burleson, 
“Current sensing Technique for Global 

Interconnects in Very Deep Submicron 
(VDSM) CMOS,” IEEE Computer Society 

Workshop on VLSI, pp. 66-70, 2001. 
 
[6] W. C. Elmore, “The transient response 

of damped linear networks with particular 
regard to wideband amplifiers,”J. Appl. 

Phys., vol. 19, no.1, pp. 55–63, Jan. 1948. 
 
[7] T.Sakurai, “Closed-form expressions 
for interconnection delay, coupling, and 
crosstalk in VLSI’s,”IEEE Trans. Electron 
Devices, vol. 40, no. 1, pp. 118–124, Jan. 
1993. 
 
[8] Kahng A B, Muddu S, “An analytical 

delay for RLC interconnects”, IEEE Trans. 

Computer-Aided Design of Integrated 
Circuits and Systems, 1997, 16(12): 
1507−1514. 
 
[9] E. Seevinck, P. van Beers, H. Ontrop, 
“Current-Mohe Techniques for High-speed 
VLSI Circuits with Application to Current 
Sense Amplifier for CMOS SRAM’s,” 

IEEE J. of Solid-state Circuits, Vol 26, No. 
4, April1991. 
 
[10] Bashirullah, R.; Wentai Liu; Cavin, 
R., III, "Delay and power model for 
Current-mode signaling in deep submicron 
global interconnects," Custom Integrated 
Circuits Conference, 2002. Proceedings of 
the IEEE 2002, vol., no., pp.513,516, 
2002. 
 
[11] Mingcui Zhou; Wentai Liu; 
Sivaprakasam, M., "A closed-form delay 
formula for on-chip RLC interconnects in 
Current-mode signaling," Circuits and 
Systems, 2005. ISCAS 2005. IEEE 
International Symposium on, vol., no., 
pp.1082, 1085 Vol. 2, 23-26 May 2005. 
 

[12] Jadav, S.; Khanna, G.; Kumar, A.; 
Saini, G., "Low power high throughput 
Current-mode signalling technique for 
global VLSI interconnect," Computer and 
Communication Technology (ICCCT), 
2010 International Conference on , vol., 
no., pp.290,295, 17-19 Sept. 2010. 
 
[13] R. Bashirullah, W. Liu, and R. Cavin, 
“Current-mode signaling in deep 
submicrometer global interconnects,”IEEE 

Trans. Very Large Scale Integr. (VLSI) 
Syst., vol. 11, no. 3, pp. 406–417, Jun. 
2003. 
 
[14] International Technology Roadmap 
for Semiconductors (ITRS), 2009 update. 
[Online document], Available http: 
//public.itrs.net. 

126



IOT Based Light Intensity Monitoring System using Embedded Linux & 
Raspberry Pi 

KESANAPALLI ASKA RANI1 ,BODDU MANJULA 

1.Assistant Professor, Dept of ECE, MRCE, HYDERABAD,Email:aksaranik@gmail.com. 

 2.Assistant Professor, Dept of ECE, MRCE,HYDERABAD , E-mail: manjulakoteswararao007@gmail.com. 

 

Abstract: Accurate and quantifiable 
measurement of light is essential in creating 
desired outcomes in practical day to day 
applications as well as unique applications such 
as Traffic lighting system, Poultry Industry, 
Gardening, Museum lighting system, at 
emergency exits etc. Hence, Light measurement 
and analysis is an important step in ensuring 
efficiency and safety. Many of the industries are 
burdened with limited number of resources and 
real shortage of experts on their fields; real time 
remote monitoring presents an effective solution 
that minimizes their efforts and expenditures to 
achieve the desired results within time. This 
paper introduces real time remote Light intensity 
monitoring system using Raspberry Pi which 
enables the user to track the lighting system 
remotely. Raspberry pi is a low cost ARM11 
processor Linux based computer which acts as a 
server, and it communicates with clients with 
LAN or external Wi-Fi module. The key feature 
of this system is light intensity being monitored 
instantaneously and data stored in the database 
for future use, and shown in the form of 
dynamic charts to the user according to the user 
requirement in a terminal device like Tablet or 
Smart Phone or any internet enabled device. 
This empowers experts to make right decisions 
at right time to get desired results. 

Keywords: LDR. Light Intensity, Temperature, 
Smoke, Raspberry Pi, Web Server, Camera, 
Buzzer. 

 

I.INTRODUCTION 

There are many applications available to 
measuring and maintain the sufficient light 
levels such as laboratories, hospitals, educational 
institute, etc. To sustain healthier and safety 
environment enough light levels in the premises 
are needed. Without any distraction of whether 
condition, the light intensity has to be adequate 
for light levels intensity Some of important 
locations and light intensity is shown in Table I. 

TABLE I. Optimum Average Light 
Intensity at Various Locations. Consider 
following Applications as an Example 

 
Location 

 

 
Illuminance(LUX) 

 

 
Homes, Theaters 

 

150 
 

 
Library(Reading 
Area)  

 

200 

 
General Office 
work 

 

500 

Class room 
 

 

300 

 
A.Traffic Lighting System:- To ensure safety 
on the road, traffic lights need to be clearly 
visible for road users. The light intensity has to 
be sufficient under every (weather) condition, 
which set in legal standards. Over the course of 
time, the luminous intensity of traffic lights 
slowly decreases. Possible reasons are pollution 
of lenses or reflectors, aging of the light source 
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or individual LED failure. Remote monitoring 
enables the road authority to carry out timely 
services, in such a way that traffic lights keep 
satisfying the statutory rules for optimal traffic 
safety. 

B. Poultry Industry:-Light Intensity is an 
important management factor in poultry industry 
to obtain optimal production. The intensity 
depends upon the age and type of housing being 
used, and type of chicken, be it broiler, breeder 
or layer. With blackout housing both male and 
female can be exposed to 3.5 fc from day one to 
day six and then placed on 1 fc to 19 or 20 
weeks. After 19 - 20 weeks the broiler breeders 
can be exposed to about 3.0 to 5.0 fc during the 
entire production period. Layers should be 
exposed to about .5 to 1.5 fc (One foot-candle = 
10.76 lux) for better production [4-6].  
 
C. Plants Growth:-Deficient light intensity tend 
to reduce plant growth, development and yield. 
This is because low amount of solar energy 
restricts the rate of photosynthesis. Below a 
minimum intensity, the plant falls below the 
compensation point. Compensation point is the 
metabolic point at which the rates of 
photosynthesis and respiration are equal so that 
leaves do not gain or lose dry matter. 
Photosynthesis significantly slows down or 
ceases while respiration continues. Likewise, 
excessive light intensity should be avoided. 
 
D. Museum Lighting System:- Light intensity 
is a primary consideration in museums to protect 
historic artifacts from damage. 5 to 10 foot-
candles (approx. 50 to 100 lux) is currently 
considered to be the maximum allowable light 
level for very sensitive materials, such as prints, 
drawings,watercolors, dyed fabrics, manuscripts, 
and botanical specimens. Up to 15 footcandles. 

E. Open CV: OpenCV is an open source library 
for image and video analysis, originally 
introduced more than decade ago by Intel. Since 
then, a number of programmers have contributed 
to the most recent library developments. The 
latest major change took place in 2009 (OpenCV 

2) which includes main changes to the C++ 
interface. Nowadays the library has >;2500 
optimized algorithms. It is extensively used 
around the world, having >;2.5M downloads and 
>;40K people in the user group. Regardless of 
whether one is a novice C++ programmer or a 
professional software developer, unaware of 
OpenCV, the main library content should be 
interesting for the graduate students and 
researchers in image processing and computer 
vision areas. To master every library element it 
is necessary to consult many books available on 
the topic of OpenCV. However, reading such 
more comprehensive material should be easier 
after comprehending some basics about OpenCV 
from this paper. 

II. SYSTEM ARCHITECTURE 

The system architecture of this proposed system 
is following. 

 

Figure.1. Block Diagram 

Raspberry Pi: Hardware implementation for 
This proposed system is shown in above with 
the blocks. Raspberry Pi is the processor and its 
relevant components. The Wi-Fi is used for 
wireless communication and Wi-Fi USB module 
is interfaced to Raspberry Pi’s USB port and 

sensor’s data is to upload to web server and live 

monitoring by camera and Buzzer is used for 
alarm and LCD is used for display the Sensors 
data and TRIAC is used for switching the fan 
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and light. When the sensors are data reached 
threshold limit the buzzer sound will alert. 

III. IMPLEMENTATION 
A. Hardware  

In hardware implementation, Raspberry 
Pi plays a key role in monitoring in this system. 
The Raspberry Pi is a small computer, same as 
the computers with which you’re already 

familiar. It uses a many different kinds of 
processors, so can’t install Microsoft Windows 

on it. But can install several versions of the 
Linux operating system that appear and feel very 
much like Windows. Simple to use but powerful, 
affordable and in addition difficult to break, 
Raspberry Pi is the perfect device for aspiring 
computer scientists. This small computer 
features amazing HD (high-definition) quality, 
video playback, also sports high quality audio 
and has the capability to play 3D games. The 
device use the ARM processor which does 
nearly all of the hard work in order to run the 
Raspberry Pi. The overview of Raspberry Pi has 
shown below 

 

Fig.2. Raspberry Pi 

1. GPIO: One powerful feature of the Raspberry 
Pi is the row of GPIO (general purpose 
input/output) pins along the Top edge of the 
board. These pins are physical interface between 
the pi and the oust side world. At the simplest 
Level ,you can think of them as switches that 
you can turn on or off(input) or that the pi can 

turn on or off(output).Of the 40 pins,26 are 
GPIO pins and other are power and ground pins. 
You can program the pins to interact in amazing 
ways with the real world. Inputs don’t have to 

come from a physical switch. It could be input 
from a sensor or a signal from another computer 
or device, for example. The output can also do 
anything, from turning on LED to sending a 
signal or data to another device. If the Raspberry 
Pi is on a network, you can control devices that 
are attached to it from any where and those 
devices can send data back. Connectivity and 
control of physical devices over the internet is a 
powerful and exciting thing, and Raspberry Pi is 
ideal for this. 
2. Temperature Sensor: The temperature 
sensor will give a variable output voltage with 
respect to the temperature variation. LM-35 is 
used as temperature sensor which is a precision 
integrated-circuit temperature sensor, Calibrated 
directly in ° Celsius (Centigrade), Linear + 10.0 
mV/oC scale factor with accuracy O.soC (at 
+25°C) with rated for full -55° to +150°C range. 
The Temperature Sensor which I have used in 
this project has shown below:  
 

 
Fig.3. Temperature Sensor 

3.Smoke Sensor: The smoke sensor will give a 
variable output voltage with respect to the 
temperature variation. There is better sensitivity 
for natural gas and coal gas. The Smoke Sensor 
which I have used in this project has shown 
below: 

 

Fig.4. Smoke Sensor 

129



4. LDR: LDR (Light Dependent Resistor) is 
variable resistor, the resistance of the LDR is 
inversely proportional to the light intensity, it 
exhibits maximum resistance in the absence of 
light and minimum resistance in the presence of 
light. The LDR which I’ve used in this project 

has shown below 

 

Fig.5. LDR 

5. MCP3208: MCP3208 devices are successive 
approximation 12-bit Analog-to-Digital (A/D) 
Converters with on-board sample and hold 
circuitry. The MCP3208 is programmable to 
provide two pseudo-differential input pairs or 
four single ended inputs. The MCP3208 is 
programmable to provide four pseudo-
differential input pairs or eight single ended 
inputs. The ADC which I have used in this 
project has shown below: Differential 
Nonlinearity (DNL) is specified at ±1 LSB, 
while Integral Nonlinearity (INL) is offered in 
±1 LSB (MCP3208-B) and ±2 LSB 
(MCP3204/3208-C) versions. Communication 
with the devices is accomplished using a simple 
serial interface compatible with the SPI protocol. 
The devices are capable of conversion rates of 
up to 100 kbps. The MCP3208 devicesoperate 
over a broad voltage range (2.7V - 5.5V). 

B. CAMERA 

 

.Fig.6. USB Camera 

The USB camera Module is interfaced to the 
Raspberry Pi’s USB port. The camera is mainly 

used to captured the changes in the environment 
i.e. Motions. The required power supply to 
operate USB camera will get it from Raspberry 
Pi only. 

1. BUZZER: A buzzer or beeper is an audio 
signaling device which may be mechanical, 
electro mechanical, or piezoelectric. Typical 
uses of buzzers and beepers include devices. The 
buzzer which have used in this project is shown 
below fig: 

 

 

Fig.7. Buzzer 

2. TRIAC: The BT136 can be used in circuits of 
frequency conversion, voltage adjust and 
control. TRIAC’s are widely used in AC power 

control applications. They are able to switch 
high voltages and high levels of current, and 
over both parts of an AC waveform. This makes 
triac circuits ideal for use in a variety of 
applications where power switching is needed. 
One particular use of TRIAC circuits is in light 
dimmers for domestic lighting, and they are also 
used in many other power control situations 
including motor control. The TRAIC which I 
have used in this project is shown below: 

 

Fig.8. TRIAC. 
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The TRIAC is a development of the thyristor. 
While the thyristor can only control current over 
one half of the cycle, the TRIAC controls it over 
two halves of an AC waveform. As such the 
TRIAC can be considered as a pair of parallel 
but opposite thyristors with the two gates 
connected together and the anode of one device 
connected to the cathode of the other, etc. 
However the names of these are a little more 
difficult to assign, because the main current 
carrying terminals are connected to what is 
effectively a cathode of one thyristor, and the 
anode of another within the overall device. 
There is a gate which acts as a trigger to turn the 
device on. In addition to this the other terminals 
are both called Anodes, or Main Terminals 
These are usually designated Anode 1 and 
Anode 2 or Main Terminal 1 and Main Terminal 
2 (MT1 and MT2). When using TRIAC’s it is 

both MT1 and MT2 have very similar 
properties. 

C. Software Here, to program Raspberry Python 
was used. And a Sever as HTML Web server. 
Final Schematic Diagram of this Project has 
shown below: 

 

Fig.9. Schematic 

IV. ALGORITHM & FLOWCHART 
 A. Algorithm  

 Step– 1: Initialize RPI and camera.  
 Step– 2: Taking sensor reading by ADC 

which have interfaced with RPI . 

 Step – 3: uploaded the Sensor’s data in to web 

server and Live streaming by camera which have 
interfaced with RPI . 

 Step– 4:if the sensor’s reached the threshold 

limits the light intensity will vary and fan will 
turn on and buzzer will turn on.  

 Step– 5: continues till system runs.  
B. Flowchart  

The flowchart of this paper is shown below. 

 

Fig.10. Flow Chart 
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V. RESULTS 

 

Fig.11. Final Prototype 

VI. CONCLUSION  
The Facility manger will have skill, training and 
experience but lagging with lack of information 
to take action immediately. In the paper, we 
have proposed and developed cloud based light 
intensity, temperature and smoke monitoring 
system. This helps to Facility manger to take 
necessary action at right time, with proper 
controlling with can achieve desired results and 
we can monitor live streaming by camera. To 
evaluate the system, we have considered 
laboratory as an example but it can be used at 
various applications like traffic light monitoring, 
poultry lighting and museum lighting etc to 
avoid damages.  
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Abstract—The uncollected waste material when the waste 
bin is full is a common problem nowadays. Thus, an efficient 
waste management for the waste material is essential in 
ensuring a clean and green surrounding environment. This 
paper presents an Internet of Things (IoT) based Smart Waste 
Collection Monitoring and Alert System to monitor the waste 
material at the selected site of garbage collection area. The 
system is implemented using an ultrasonic sensor which is 
connected to Arduino UNO as to monitor waste bin garbage 
level. In this system, waste bin depth level will be sent via 
Arduino Ethernet Shield with an Internet connection to the 
Ubidots IoT Cloud. The Ubidots store the collected waste bin 
level data into IoT database and display the waste bin depth 
level on online dashboard for real-time visualization. The 
Ubidots Event manager invoke a notification alert to garbage 
collector mobile phone via a SMS when the waste bin is nearly 
filled for immediate waste collection. Therefore, the waste 
collection became more effective and systematic. 

 
Keywords— Ultrasonic Sensor, Arduino UNO, Smart Waste 

Collection Monitoring and Alert System, Ubidots. 

 
I. INTRODUCTION 

Currently, over 23,000 tonnes of waste is produced each 
day in Malaysia. However, this amount is expected to rise to 
30,000 tonnes by the year 2020. The amount of waste 
generated continues to increase due to the increasing 
population and development, and only less than 5% of the 
waste is being recycled. Despite the massive amount and 
complexity of waste produced, the standards of waste 
management in Malaysia are still poor. Hence, the country 
will face a problem when there is no proper management for 
this waste collection. As Malaysia is a developing nation and 
furthermore has comparative issues, for example, legitimate 
innovations, labour, arrive shortage and different offices 
which are deficient to adapt to the regularly expanding rate 
of waste age[1]. 

An efficient waste material collection is essential to 
prevent the waste from affecting human health and polluting 
environment. Large quantities of uncollected waste material 
are one of the thing that can affect society health and 
ecological system if it is not properly managed. The country 
will face a problem when there is no proper management for 
this waste collection department. As the country grow, 
waste material also grows too. Hence, one of the problem to 
solve the uncollected waste problem by knowing when the 
waste bin is full and ready for waste collection. This 
information can help the city council to properly schedule 
their garbage truck for waste collection within their 
managed area. This will improve the movement of waste 
collection fleet resources while enhance the efficiency of 
waste collection system. 

 

 

Solid waste management is one of major aspect which 
has to be considered in terms of making urban area 
environment healthier. It is become necessary and 
challenging to manage the solid waste with rapid 
urbanization and increased population growth. An 
environment will be polluted and dirty if the waste material 
is not been manage and collected in time. A better waste 
management solution can helps improving the general 
wellbeing of a community and built up a better 
neighborhood. Nowadays, numerous IoT based solution for 
waste management are implemented to improve the 
collection of garbage which would ensure healthy 
environment for life on this green planet, with greater 
efficiency [2],[3],[4],[5]. Municipalities wanting to achieve 
cleaner urban environments can implement an IoT based 
solution [6],[7]. Some of the IoT based solutions [8],[9],[10] 
for waste management provide a notification alert when the 
garbage bin reaches its full capacity for immediate waste 
collection. An IoT based cost-effective system that can 
monitor the everyday garbage IoT based solid waste 
management system which enables garbage bin monitoring, 
dynamic scheduling and routing of garbage collector trucks 
in a smart city [11],[12]. A review of existing IoT-enabled 
solutions in smart cites' waste management is done here to 
bring together the state-of-the-art solution for example in 
term of self-powered solution.[13],[14]. 

IoT which is a new platform that is very useful for people 
in this world. IoT is the core of such revolutionary of 
growing engines. IoT is possible due to sufficient power 
supply and internet connectivity[15]. The term of IoT is 
commonly used to describe a framework where sensors are 
connected to objects and help these objects to share their 
‘digital voice’ with the external world over internet 
connection. In the recent time, IoT has become a compilation 
of purpose-built networks. There were many IoT platforms 
such as Blynk, Ubidots, IBM Bluemix and Devicepilots as 
bidots is chosen as a platform of IoT for this project. Ubidots 
is a cloud service that offers a friendly and intuitive interface 
where the users can interact with a variety of devices, 
ranging from a cell phone or a computer, to an embedded 
system such as a microcontroller system. In a nutshell, 
Ubidots is a platform that allows to link different types of 
devices to a cloud database and save variables that can 
represent them in a simple and fast way and secure manner. 
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This paper presents a Smart Waste Collection Monitoring 
and Alert System (SWCMAS) using IoT technology on 
Ubidots Cloud. The remainder of the paper is organized as 
follows. Section II describes the system development and 
overall design approach. Section III discussed the 
experimental result of an IoT smart waste collection 
monitoring and alert system performance. Finally, section IV 
provides the concluding remarks and point out the ideas for 
future extension of this work. 

 
II. SYSTEM DEVELOPMENT 

In this section, a brief explanation regarding on the 
project development and methodology will be described. 
This project proposed a system to control a waste material 
from overflow from the waste bin and alert is send to 
cleaner for waste collection. Using the anticipated system, 
monitoring of the waste collection status could be monitored 
effectively. This project designates a technique in which 
could monitor the garbage level at regular intervals as 
overflow of the bin can be prevented. The filling level of the 
garbage in the dustbin and its original level height could be 
sensed/ monitored by the ultrasonic sensor. Programming in 
the Arduino UNO is done in such a way that once a 
particular level of filling is sensed, information as a message 
is sent to the user, requesting for cleaning of the dust bin. 

Referring to the block diagram in Figure 1 below, the 
developed system consists of a 1) sensor node that 
implemented using an Arduino Uno board connected with 
Arduino Ethernet Shield, HCRS-04 ultrasonic sensor and 
buzzer; 2) Wired router that interconnected the sensor node 
to Ubidots IoT Cloud platform and 3) Ubidots Cloud 
platform that consist secured IoT devices organization. 

Ubidots Dashboard to display and visualize the waste  bin 
depth level data and Ubidots Event manger to notify an alert 
to consumer via telegram/sms on smartphone when the 
waste bin is nearly filled. 

The system development consists of hardware and 
software development phase. In hardware development 
phase, the Arduino Uno is use as a microcontroller for the 
sensor node. The sensor node is interface with Ultrasonic 
sensor for detection of the waste bin depth. 

A. System Hardware Development 

Figure 2 above shows the schematic diagram for 
connection of Arduino Uno and Ultrasonic sensor. The pin 
that is used is all digital pins, hence no usage of analog pins. 
The ground pin of ultrasonic sensor must be connected to 
ground pin of Arduino Uno to avoid short-circuit. The trig 
pin and echo pin is connected to (digital) pin 8 and (digital) 
pin 9 respectively. The RJ45 cable also is connected from 
Arduino Ethernet Shied to YES WiMAX router for wired 
internet connection. 

 

Fig. 2. Schematic diagram of SWCMAS 
 

The ultrasonic sensors are placed at the top of the bin or 
at the lid of the waste bin as shown in Figure 3. When the 
waste is started to be filled, the Ultrasonic sensor starts 
emitting sound waves. At one side is the transmitter and 
other is the receiver, which measures distance by sending 
out a sound wave at a specific frequency and listening for 
that sound wave to bounce back. By recording the elapsed 
time between the sound wave being generated and the sound 
wave bouncing back, it is possible to calculate the distance 
between the ultrasonic sensor and the object. It comes as a 
whole with an ultrasonic transmitter and collector module. 
The distance can be calculated with the following formula: 

 
Distance L = 1/2 × T × C (1) 

 

Fig. 1. Block diagram of SWCMAS 
where L is the distance, T is the time between the 

emission and reception, and C is the sonic speed. (The value 
is multiplied by 1/2 because T is the time for go-and-return 
distance.). 
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Fig. 3.   Waste Bin Model 
 

Figure 4 shown the waste bin at the selected site. The 
ultrasonic sensors are placed at the top of the bin. The step 
of the collection data will be repeated as using the waste bin 
model. The data or information is collected and send to 
Ubidots platform. 

 

Fig. 4. Waste Bin at Selected Site 
 

B. Software Development and Configuration 

In software development and configuration phase, the MAC 
and IP address of sensor node have to be obtained and 
configure into Arduino program for sending the waste bin 
depth level to Ubidots IoT Cloud. 

Figure 5 shows the the waste bin depth level data 
collection from the sensor node and publish the collected 
data using MQTT protocol connection to Ubidots platform 
in Arduino IDE. Figure 5 also shows that the transfer- 
encoding for this project is chunked and vary in accept- 
encoding and cookie. The connection is established as the 
connection from the Arduino IDE and Ubidots website is 
close. 

After many steps of microcontroller coding using 
Arduino, Node configuration, Arduino Ethernet Shield 
configuration, the data is finally collected and sent to Ubidot 
IoT Cloud. Then, the project proceeded by configuring 
Ubidots platform IoT organization. The interface of Ubidots 
is user-friendly and ensures quick visualization of the 
multiples of interest. 

By using this platform, you can create an event or 
warning messages, send them to a mobile device and 
configure the device to execute a control action. The system 
will alert the user and will send a message to user through 
cell phone via Wi-Fi. The device must be built in the 
Ubidots platform to take the devices API ID as to 
synchronize with Arduino IDE coding. Within Ubidots, the 
data can be retrieved in an instant. The event will be created 
as shown as Figure 6 below to notify the user when the 
waste value is less than 4 cm. 

 

Fig. 6. The Event Setup for SMS notification Alert 
 

III. RESULT 

This section shown the results of data gathered during 
this project implementation. All of the data and information 
details were collected to evaluate the system performance. 
The result consists of two parts. The first part is an 
Ultrasonic sensor distance result that indicate the depth level 
of waste bin data display in the serial monitor on Arduino 
IDE. The second part is obtained from depth level of waste 
bin data collection through IoT Cloud on Ubidots Dashboard 
which is an online display. By creating a device in 
Dashboard, we can collect and store the waste bin depth level 
data on the specified device. The notification alert can be 
invoked when certain value of device data changes more or 
less from the specified value. 

 
A. Arduino IDE results 

Figure 7 shows the result on the serial monitor on 
Arduino IDE that indicate the depth level of waste bin data. 

 

Fig. 5. Ultrasonic sensor data publish to Ubidots Cloud 
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Fig. 7. The Ultrasonic Sensor Distance Measurement 
Result 

 

B. Ubidots Dashboard results 

The performances of this waste collection monitoring 
system can be monitored through Ubidots Dashboard. The 
data or information of the distance value can be view in 
raw, average or overall. The data and information that is 
collected is from waste bin from the selected site. The data 
will be sends from Sensor node through Arduino Ethernet 
Shield to Ubidots devices that had been created. Figure 8 
shows the graph of the collected data of distance between 
garbage level and the waste bin lid while Figure 9 shows 
the value of the depth of the garbage level to the lid 
chronological order as the waste bin is nearly full. 

 
 
 
 
 
 
 
 
 
 
 

 
Fig. 8. Waste bin depth level data graph at Ubidots 

 

Fig. 9. The Waste bin depth level on Ubidots Cloud 

 
 
 
 
 
 
 
 
 
 

Fig. 10. Alert SMS Message from Ubidots. 
 

 
 
 
 
 
 
 
 
 
As the garbage level increase, the distance between the 

waste bin lid with ultrasonic sensor will decrease Once the 
level of distance less than the determined value (4 cm), 
Ubidots will alert and send message to authorized person in 
form of SMS as shown in Figure 10. 

 
IV. CONCLUSION 

In this paper, we propose a new solution to enhance 
waste collection efficiently using the Arduino Uno with 
Arduino Ethernet Shield technology and ultrasonic sensor 
systems. In this proposed system, the garbage overflow of 
garbage can be avoided and managed efficiently. This will 
intimate or send SMS or email to the authorized person 
through Ubidots platform. The garbage managing system and 
the facility of collecting the garbage presently doesn’t fit to 
the current requirement. Hence better facility of collecting 
garbage and transportation should be provided. Since, this 
system provides the information when the bin gets 
completely filled with garbage, it reduces the number of 
times the arrival of vehicle which collects the garbage. This 
method finally helps in keeping the environment clean. Thus, 
the waste collection is made more efficient. 
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Chip Design for Turbo Encoder Module for
In-Vehicle System

Abstract—This paper studies design and implementation of
the Turbo encoder to be an embedded module in the in-vehicle
system (IVS) chip. Field programmable gate array (FPGA) is
employed to develop the Turbo encoder module. Both serial and
parallel computations for the encoding technique are studied. The
two design methods are presented and analyzed. Developing the
parallel computation method, it is shown that both chip size and
processing time are improved. The logic utilization is enhanced
by 73% and the processing time is reduced by 58%. The Turbo
encoder module is designed, simulated, and synthesized using
Xilinx tools. Xilinx Zynq-7000 is employed as an FPGA device
to implement the developed module. The Turbo encoder module
is designed to be a part of the IVS chip on a single programmable
device.

Index Term: Turbo encoder module; field programmable gate
array; emergency call; in-vehicle system chip.

I. INTRODUCTION

The European emergency call (eCall) system is a telematics
system designed to save more lives in vehicle accidents. It is
a governmental mandatory system that is to be implemented
by March 2018 [1][2]. The EU eCall system provides an
immediate voice and data channel between the vehicles and
an emergency center after car accidents. The data channel
provides the emergency center with the necessary data for
emergency aids.

The EU eCall system main parts includes the in-vehicle
system (IVS), the public safety answering point (PSAP), a
cellular communication channel. The IVS activates the data
channel automatically when a car accident occurs. The IVS
collects the minimum set of data (MSD) that includes GPS
coordinates, the VIN number, and all required data for an
emergency aid. It sends the MSD to the closest PSAP through
a cellular channel in up to 4 seconds [1]. The PSAP sends the
emergency team to the location of the accidents.

The IVS modem employs multiple modules for the MSD
signal processing. The modules of the IVS are shown in Figure
1. The IVS employs a Turbo encoder as a forward error cor-
recting (FEC) [1]. The Turbo encoder implements the digital
data encoding technique in data transmissions. Turbo coding
is one of the most popular and efficient coding technique to
improve bit error rate (BER) in digital communications [3]
[4]. The cyclic redundancy check (CRC) [5], the modulator

[6], the demodulator-decoder [7] modules are projected and
implemented on an FPGA device. They are developed to be
embedded modules of the IVS chip.

Fig. 1: The IVS block diagram.

This work studies the hardware development of the Turbo
encoder. It employs FPGA technologies to develop the Turbo
encoder to be an embedded module in the IVS modem. It
discusses serial and parallel computation techniques for the
Turbo encoder. It does not only design and implement the
Turbo encoder module, but also proposes a better solution for
the turbo encoder implementation. The improvement of the
chip size and processing time are exhibited by developing the
parallel computation technique for the Turbo encoder.

II. TURBO ENCODER MODULE

The turbo encoder technique is one of the most powerful
FEC techniques in digital communication [8]. The IVS em-
ploys a Turbo encoder module with 1/3 code rate. The Turbo
encoder functionalities are detailed in the third generation part-
nership project (3GPP) standards. The 3GPP Turbo encoder
is illustrated in Figure 2 [8]. The input signal of the turbo
encodes is the MSD data appended with the CRC parity bits
in binary. The block length of the MSD data is 1148 bits.
The output of the module is the MSD encoded data in binary.
Implementing the turbo coding technique with 1/3 coding rate
and thrills bits, the length of the output is 3456 bits. The thrills
structure has an impact of the Turbo encoder [9].

The Turbo encoder employs a parallel concatenated con-
volutional code (PCCC). The PCCC uses two constituent
encoders with eight states as it is shown in Figure 2. The
initial status of the register are zeros. The first constituent takes
the MSD bits and implements the employed convolutional
technique. It takes one bit at a time and generates one bit of978-1-5386-4649-6/18/$31.00 c©2018 IEEE
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Fig. 2: The structure of the Turbo encoder.

parity1 bits. The second constituent implements an identical
technique of the first constituent, but it calls for the MSD bit
after they are interleaved with a 3GPP designed interleaver
technique [8].

The length of the input data, parity1, and parity2 are 1148
bits. There are 12 bits of the tail bits. They are driven from
the shift register feedback. The tail bits are applied for end
points between the encoded data blocks. The output structure
of the Turbo encoder is illustrated in Figure 3.

Fig. 3: The output buffer of the Turbo encoder.

Interleaver

Denote the transfer function of the employed PCCC as:

G(D) =
(
1,

g1(D)

g0(D)

)
(1)

where
g(D) = 1 +D2 +D3

g(D) = 1 +D +D3

And denote the input bits to the encoder as x1, x2, ..., xK ,
the output of the interleaver as x′1, x

′
2, ..., x

′
K , and the output

bits of the first and second constituents as z1, z2, ..., zK and
z′1, z

′
2, ..., z

′
K , respectively; where K is the number of input

bits to the Turbo encoder.
The encoder output is expressed as:

d
(0)
K = xK , d

(1)
K = zK , d

(2)
K = z′K

where K = 0, 1, ...,K − 1.
The three code blocks of the output, d(0)K , d(1)K , and d

(2)
K are

separated by trellis bits. The trellis bits are generated from the
tail bits of the shift registers after encoding of all the input
bits. In figure 2, when the upper switch is lowered and the
second constituent is disabled, the three tail bits are used to
terminate the first constituent. The output bits of the Turbo
encoder, including the trellis bits can be expressed as:

d
(0)
K = xK , d

(0)
K+1 = zK+1, d

(0)
K+2 = x′K , d

(0)
K+3 = z′K+1

d
(1)
K = zK , d

(1)
K+1 = xK+2, d

(1)
K+2 = z′K , d

(1)
K+3 = x′K+2

d
(2)
K = xK+1, d

(2)
K+1 = zK+2, d

(2)
K+2 = x′K+1, d

(2)
K+3 = z′K+2

where K = 0, 1, ...,K − 1.
The internal interleaver of the 3GPP Turbo encoder is

designed to generate a systematic relationship between xK

and x′K for any 40 ≤ K ≤ 5114 [8]. There is a specific
approach to design an internal interleaver for the employed
Turbo encoder that is detailed in [8]. This work employs the
3GPP standard approach to design the internal interleaver for
the employed Turbo encoder.

First, the input bits of the Turbo encoder is re-arranged
in a matrix form that has column, C, and row, R. The rows
are labeled as 0, 1, ..., R − 1 and the columns are organized
as 0, 1, ..., C − 1. The numbers of rows and columns are
determined according to the 3GPP standard for Turbo encoder
interleavers [8].

Then the input bits x1, x2, ..., xK are re-organized in a
matrix where yk = xk for k = 1, 2, ...,K, and yk = 0 for
the elements that R× C > K:

y1 y2 y3 . . . yC
y(C+1) y(C+2) y(C+3) . . . y(C+C)

...
...

...
. . .

...
y((R−1)C+1) y((R−1)C+2) y((R−1)C+3) . . . y(R×C)


Then an intra-row and inter-row permutation is performed

on the R× C matrix. This work employs the 3GPP standard
approaches for the intra-row and inter-row.

Denote,
s(j) = (v × s(j − 1)) mod p (2)

where
〈
s(j)

〉
for j ∈ 1, 2, ..., p− 2 and p(0) = 0 is the inta-

row permutation sequence and v is associated primitive root
for the specified p from table ??, and use table I to choose
the appropriate pattern to compute the inter-row permutation,〈
T (i)

〉
for i ∈ 0, 1, ..., R− 1. i is the row number index of

R×C matrix, and j is the column number index of the matrix.
Also the minimum prime integer (qi) is determined in the

sequence
〈
q(i)

〉
for i ∈ 0, 1, ..., R− 1 such that qi > q(i−1),

qi > 6 and g.c.d(qi, p − 1) = 1, where g.c.d is the greater
common divisor.

Then one can build a sequence of the permuted prime
integers

〈
r(i)

〉
for i ∈ 0, 1, ..., R− 1 such that,

rT (i) = qi, i = 0, 1, ..., R− 1

TABLE I: 3GPP inter-row permutation pattern

Denote the pattern of i− th row Intra-row permutation as,
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〈
Ui(j)

〉
for i ∈ 0, 1, ..., R− 1,

one can perform the intra-row permutation such that the
position of the i− th permuted bit of the j − th row (Ui(j))
is calculated based on equation 3, 4, or 5.

if (C = p) then,

Ui(j) = s((j × ri) mod (p− 1)) (3)

where j = 0, 1, ..., (p− 1) and Ui(p− 1) = 0.
if (C = p+ 1) then,

Ui(j) = s((j × ri) mod (p− 1)) (4)

where j = 0, 1, ..., (p− 1), Ui(p− 1) = 0, and Ui(p) = p.
if (C = p− 1) then,

Ui(j) = s((j × ri) mod (p− 1))− 1 (5)

where j = 0, 1, ..., (p− 1).
And then the inter-row permutation is implemented on the

R × C matrix by using the sequence pattern
〈
T (i)

〉
for i ∈

0, 1, ..., R− 1.
After the permutations, the elements of the R × C matrix

is denoted by y′k = yk such that:
y′1 y′(R+1) y′(2R+1) . . . y′((C−1)R+1)

y′2 y′(R+1) y′(2R+2) . . . y′((C−1)R+2)

...
...

...
. . .

...
y′R y′(2R) y′(3R) . . . y′(R×C)


The output of the interleaver, x′2, x

′
2, ..., x

′
K , is the bit

sequence that are read out from the R × C matrix column
by column starting with y′1 and ending with y′(R×C). The
appended zero bits for R × C > K are removed from the
output.

There are 1148 elements in the interleaver matrix. The 1148
bits of the MSD data are the elements of the interleaver matrix.
The interleaver reorganizes the MSD bits in a systematic
order. The intra-row and inter-row techniques of the interleaver
elements organizations.

Denote the MSD bits as B1, B2, ..., BK , where K = 1148.
According to the algorithm that is explained in the above
mathematical modeling, the interleaver matrix is a rectangular
matrix, where R is the number of rows and C is the number
of columns of the matrix. The interleaver matrix is designed
for an input data block that consists of 1148 bits. As a result,
the size of the matrix is 20 X 58. The following steps are
implemented to drive the interleaver matrix:

1. The input bits of the matrix are denoted as b1, b2, ..., bK ,
where bK = BK and K = 1148. The remaining elements are
padded with zeros.

2. The intra-row and inter-row permutation are performed
according to 3GPP.

3. The calculated elements of the interleaver matrix, except
for the padded bits, are stored in a file in hexadecimal format.

The Turbo encoder is developed in Verilog HDL language.
Verilog has ability to read the hexadecimal file to get the data
and use it as the interleaver data.

The length of the input data, parity1, and parity2 are 1148
bits. There are 12 bits of the tail bits. They are driven from
the shift register feedback. The tail bits are applied for end
points between the encoded data blocks. The output structure
of the Turbo encoder is illustrated in Figure 3.

The employed interleaver for the Turbo encoder is designed
according to 3GPP standards [8]. The interleaver elements are
organized in a rectangular matrix. There are 1148 elements in
the interleaver matrix. The 1148 bits of the MSD data are the
elements of the interleaver matrix. The interleaver reorganizes
the MSD bits in a systematic order. There are intra-row and
inter-row techniques of the interleaver elements organizations.

Denote the MSD bits as B1, B2, ..., BK , where K = 1148.
According to the 3GPP standards [8], the interleaver matrix
is a RxC rectangular matrix, where R is the number of rows
and C is the number of columns. The size of the matrix is
20 X 58. The following steps are implemented to drive the
interleaver matrix:

1. The input bits of the matrix are denoted as b1, b2, ..., bK ,
where bK = BK and K = 1148. The remaining elements are
padded with zeros.

2. The intra-row and inter-row permutation is performed
according to 3GPP [8].

3. The calculated elements of the interleaver matrix, except
for the padded bits, are stored in in a file in hexadecimal
format.

The Turbo encoder is developed in Verilog HDL language.
Verilog has ability to read the hexadecimal file to get the data
and use it as the interleaver data.

III. FPGA DESIGN FOR THE TURBO ENCODER MODULE

FPGA technologies are employed to develop and implement
the designed Turbo encoder module. The register transfer level
(RTL) of the module is developed in Verilog HDL. There are
multiple registers defined for the input, output, and necessary
parameters to implement the Turbo encoding technique. This
work studies two methods to execute the encoding, which are
serial computation and parallel computation.

The serial computation method processes one bit in one
clock cycle. It reads the input data of the MSD, builds the input
and output registers, and calculates the parity1, parity2, and the
tail bits in a serial process. After performing the encoding, it
generates the output bits. Although the method is designed and
implemented, it is noted that there is a long processing time
that can be overlapped with the other processes in the module.
Figure 4 shows the pseudocode of the serial computation of
the Turbo encoder module.

The parallel computing technique is employed to develop
the Turbo encoder in Verilog. There are many processes
in the serial computation technique that are overlapped by
using parallel computing technique. There are two functions
developed in the parallel Turbo encoder. The two functions
implements almost all the processing time of the encoding
technique. The Turbo encoding technique needs the MSD
data as a whole package to implement the encoding. Figure 5
shows the pseudocode of the implemented parallel technique
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Fig. 4: The pseudocode for serial computation of the Turbo
encoder.

for the Turbo encoder. Both Pseudocodes of the serial and
parallel computing techniques are designed in Verilog and
implemented on an FPGA device.

The processing time of the Turbo encoder module (in clock
cycles) is denoted by Ts for the serial computation and by Tp

for the parallel technique, one has,

Ts = Tr+Tb+Tparity1+Ttail1+Tparity2+Ttail2+Tw (6)

Ts = 1148 + 1148 + 1148 + 3 + 1148 + 3 + 3456 = 8054

where Tr is the time for reading the 1148 bits of the MSD,
Tb is the processing time to build the output register, Tparit1

is the time of processing parity bits, Ttail is the time of
processing tail bits, and Tw is the time of generating output
bits.

Note that the Tr +Tb+Tparity1+Ttail1+Tparity2+Ttail2

are processed in one clock cycle in the parallel computing
technique.

Tp = 1 + Tw = 1 + 3456 = 3457 (7)

Then one has,

Tp = 0.42Ts (8)

Eq. 8 reveals that the parallel computing can improve the
proceeding time of the Turbo encoder by 58%.

A. Simulation and Verification

Xilinx tools are utilized to simulate the developed modules.
A test bench is designed to simulate the Turbo encoder. Verilog

Fig. 5: The pseudocode for parallel computation of the Turbo
encoder.

HDL is employed to design the test bench. There are two MSD
data that are simulated for each of the serial computation and
parallel computation of the Turbo encoder. Figure 6 shows
the simulation results for the serial computation of the Turbo
encoder module. The simulation indicates that the structure
output data is correct. However, there is a long time that can
be overlapped, which is colored in red in the output trace.

Fig. 6: The simulation result of the Turbo encoder with serial
computation.

Figure 7 shows the simulation result of the parallel comput-
ing technique. The module starts to generate the output in the
beginning. Note that the MSD is encoded in a shorter time
compare with the serial computation simulation. This is the
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result of parallel computing of multiple process in one clock
cycle.

Fig. 7: The simulation result of the Turbo encoder with parallel
computation.

B. Hardware Implementation

FPGA has been widely used in the SoC design [10][11].
Zynq-7000 FPGA device is employed to implement the devel-
oped Turbo encoder module. Both serial and parallel computa-
tion methods are implemented on the FPGA device separately.
The Turbo encoder module is synthesized and loaded on the
FPGA device. The synthesis reports show that the parallel
computation does not only save processing time, but also
reduces the utilized logics and the chip size. Figures 8 and
9 show the utilization flip flops and look-up tables (LTU) for
the serial and parallel computation respectively.

Fig. 8: The logic utilization of the Turbo encoder with serial
computation.

The impact of the parallel computation on the logic uti-
lization is shown in Figure 10. Note that the utilized flip flop
and LUTs are significantly reduced when parallel computation
is employed. The LUT utilization is improved by 73% and
the flipflop utilization enhanced by 75%. It is proven that
the FPGA technologies strongly supports parallel computation
for the Turbo encoder. By reducing the size of the Turbo
encoder module, the IVS can be implemented on a single
programmable chip with less hardware constrains.

IV. CONCLUSION

The Turbo encoder module is designed and implemented
to be an embedded module in the IVS modem. FPGA tech-
nologies are employed to develop the Turbo encoder module.
Xilinx tools and Verilog HDL are employed to design and
simulate the module. Both serial and parallel computation
techniques are studied for the encoding process. It is shown
that the parallel computation can improve the chip size and

Fig. 9: The logic utilization of the Turbo encoder with parallel
computation.

Fig. 10: The logic utilization of the Turbo encoder, serial vs
parallel computation.

processing time of the module. Comparing with the serial
computation technique, the parallel computation encoding,
improves the processing time by 58% and logic utilization by
73%. The processing time enhancement can be seen in both
simulation and analyzing the chip processing.
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ABSTRACT - Sustainable wireless sensor networks 
(WSNs) are being widely used nowadays due to 
two key driving technologies behind them i.e. 
energy harvesting and energy management. 
Energy harvesting from environmental energy 
sources such as solar, wind, thermal, mechanical 
and so forth are introduced from the perspective 
of energy supply to the WSN, while energy 
management of WSN such as the design of MAC 
protocol, design of routing protocol, and dynamic 
power management technology are presented 
from the perspective of energy conservation 
within the WSN itself. To better understand them 
in details for optimizing the sustainable WSN 
performance, in this paper, a review of these two 
enabling technologies are performed. More depth 
research into their combined efforts for 
sustainable WSN is presented and then illustrated 
with a case study. One of the most commonly 
referred energy harvesting source, i.e. solar 
energy, and its energy management which 
includes a new energy forecast model of wireless 
sensor nodes and a new model of energy 
distribution in WSNs using data collection 
protocol is investigated and demonstrated. 
I. INTRODUCTION 
In recent years, wireless sensor networks are 
widely used in many areas such as disaster 
management, infrastructure monitoring, 
security and surveillance, etc [1]. For these 
applications, the research works are mostly 
paying attention to the realization of functions 
in the designing of wireless sensor networks 
rather than the sustainability issue of the 
network. The wireless sensor node always uses 
power-limited battery as its energy supply. 
However, there are a number of nodes in the 
wireless sensor networks and they are always 
distributed in extensively wide and complex 
environment, it becomes very difficult to 
change the battery of wireless sensor nodes on 
deployment [2]. In order to make wireless 
sensor networks more practical, researchers 
began to study the sustainability of the wireless 
sensor networks, namely, try to extend the life 

cycle of wireless sensor networks effectively [3]. 
Energy harvesting and energy management are 
two key technologies that enable a self-
sustainable wireless sensor network. 
There are many forms of renewable energy 
readily available in the environment at which 
the wireless sensor networks are deployed, 
such as solar energy, mechanical energy, 
thermal energy, sound energy, wind power and 
so on. In this paper, we conduct a review of 
wide varieties of energy harvesting technologies 
for wireless sensor networks. We mainly focus 
on how to transform various forms of energy 
existing in the environment into electrical 
energy that can be used to sustain the 
operations of the wireless sensors. Energy 
management technology is mainly to solve the 
problem of energy conservation in wireless 
sensor networks (WSNs) [4] [5]. Energy 
management usually includes optimization of 
medium access and routing protocols, dynamic 
power management etc. However, if solely 
relying on reducing energy consumption 
without energy supplement, it is very difficult to 
maintain long-term operation of a wireless 
sensor network. 
The objective of this paper is to explore on two 
key enabling technologies of a self-sustainable 
and self-autonomous wireless sensor network. 
Firstly, energy harvesting technologies for 
wireless sensor network, including solar, wind, 
sound, vibration, thermal, and electromagnetic 
are introduced. Secondly, energy management 
technology used in wireless sensor networks 
are summarized, which include the design of 
various MAC protocols, routing protocols, cross 
layer protocols and dynamic power 
management technology. 
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Once the individual energy enhancement 
technology has been explored and researched, 
the correlation between both of these key 
technologies is addressed. To be able to fully 
optimize the WSN to be self-sustainable, rather 
than just energy harvesting or improved WSN 
energy management, it is important to further 
the research discussion into the combination of 
both energy harvesting and energy 
management technologies. A case study on the 
sustainable wireless sensor network that 
harvests energy from solar power, the energy 
model of such wireless sensor networks in 
green building, and the design of its data 
collection protocol. 
II. ENERGY HARVESTING TECHNOLOGY 
As we all know, there are many potential uses 
of stray energies in our living space, such as 
solar, wind, heat, mechanical vibration, 
acoustic, electromagnetic energy. These energy 
sources are free and pollution free. Much 
research work on large-scale application of 
environment energy including solar, wind, 
geothermal, etc. have already been done and 
the related technologies are very mature [6]. 
However, when the problem changes into how 
to harvest and storage these natural energies in 
small-scale form to power miniaturized wireless 
sensor nodes, previous large-scale energy 
harvesting technologies are no longer 
applicable. Hence, many research works have 
been discussed in the literature on this energy 
harvesting technology for self-sustainable 
wireless sensor network. Some of the key 
progresses are described as follows. 

A. Solar Energy 
For earth, solar energy or light energy is a kind 
of inexhaustible and clean energy. The basic 
principle of optical collection is to absorb a large 
number of photons by the use of photovoltaic 
materials. If there is enough number of photons 
to activate the electronic optical pool, electricity 
can be obtained through appropriate structural 
design. Because power that can be harvested is 
greatly depending on the light intensity, optical 
components are usually placed in an 
environment with good lighting condition in 
order to obtain more power. Optical 

components can be connected in serials to 
generate the required voltage. As 
manufacturing cost of optoelectronic 
components is declining, the selection of solar 
energy as energy source for wireless sensor 
networks has become a reasonable technical 
solution. 
The only disadvantage of solar energy is that it 
is only available during day time (for outdoor 
environment) or office hour (for indoor 
environment). A battery is needed to ensure 
the sensors to be operated all around the clock 
and the efficiency can be low on cloudy days 
when sun exposure is very low. A number of 
recent solar energy harvesting prototypes [7]-
[9] for sustainable wireless sensor network are 
presented in Figure 1. 

 
Figure 1: Examples of solar energy harvesting 
system [7] - [9] 
B. Wind Energy 
Like any of the commonly available renewable 
energy sources, wind energy harvesting has 
been widely researched for high power 
applications where large wind 
turbinegenerators (WTGs) are used for 
supplying power to remote loads and grid-
connected applications. Although very few 
research works are reported in the literature on 
small-scale wind energy harvesting, some 
efforts to generate power at a very small-scale 
have been made recently [10]-[12], and some 
are presented in Figure 2. 
The main disadvantage regarding wind power is 
unreliability factor, as the strength of the wind 
is not constant and unpredictable, hence it does 
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not produce the same amount of electricity all 
the time. In addition, since it involves moving 
mechanical part, it can be noisy. 

 
Figure 2: Examples of wind energy harvesting 
system [10]-[12] 
C. Thermal Energy 
Research on thermoelectric technology began 
in 1940's, reached its peak in 1960's. And this 
technology was successfully used on the 
spacecraft. Temperature difference 
generator is featured with characteristics such 
as small, light weight, no vibration, no noise, 
less maintenance and can work for long hours 
under harsh environment. It is suitable to act as 
low power less than 5W and usually mounted in 
a variety of unmanned surveillance sensors, tiny 
short-range communication devices, and 
medical instrumentation. At present, the 
relevant products have been widely used. 
German scientists have invented a new type of 
battery using the temperature of human body 
to produce electricity, which can provide long-
term "power" for portable miniature electronic 
devices and eliminates the trouble of charging 
or replacing batteries. For example, 
temperature difference which equal to 5 degree 
C between human skin and clothes can be took 
advantage of and provide sufficient energy for a 
common watch. Some examples of the thermal 
energy harvesting systems are 
presented in Figure 3. 

 
Figure 3: Examples of thermal energy harvesting 
system [13] -[15] 
 
V. CONCLUSION 
In this paper, we provide a comprehensive 
review on some common energy harvesting 
technologies of wireless sensor networks, and 
the introduction of energy management 
technology. We demonstrate an example of 
sustainable wireless sensor networks based on 
solar energy which is for green building. The 
challenge to harvest environment energy is 
discussed. 
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Abstract—Approximate computing is a promising approach 
for low power IC design and has recently received considerable 
research attention. To accommodate dynamic levels of approx- 
imation, a few accuracy configurable adder designs have been 
developed in the past. However, these designs tend to incur large 
area overheads as they rely on either redundant computing or 
complicated carry prediction. Some of these designs include error 
detection and correction circuitry, which further increases area. 
In this work, we investigate a simple accuracy configurable adder 
design that contains no redundancy or error detection/correction 
circuitry and uses very simple carry prediction. Simulation 
results show that our design dominates the latest previous work 
on accuracy-delay-power tradeoff while using 39% lower area.  
In the best case the iso-delay power of our design is only 16%    
of accurate adder regardless of degradation in accuracy. One 
variant of this design provides finer-grained and largertunability 
than the previous works. Moreover, we propose a delay-adaptive 
self-configuration technique to further improve accuracy-delay- 
power tradeoff. The advantages of our method are confirmed by 
theapplicationsinmultiplicationandDCTcomputing. 

Index Terms—Approximate computing, accuracy configurable 
adder, delay-adaptive reconfiguration, low power design. 

 

I. INTRODUCTION 

OWER constraints are a well-known challenge in ad- 

vanced VLSI technologies. Low power techniques for 

the conventional exact computing paradigm have been already 

extensively studied. A comparatively new direction is approx- 

imate computing, where errors are intentionally allowed in 

exchange for power reduction. In many applications, such as 

audio, video, haptic processing and machine learning, occa- 

sional small errors are indeed acceptable. Such error-tolerant 

applications are found in abundance in emerging applications 

and technologies. 

A great deal of approximate computing research has been 

concentrated on arithmetic circuits, which are essential build- 

ing blocks for most of computing hardware. In particular, 

several approximate adder designs have been developed [1]– 

[14]. One such design [2] achieves 60% power reduction for 

DCT (Discrete Cosine Transform) computation without mak- 

ing any discernible difference to the images being processed. 

In realistic practice, accuracy requirements may vary for 

different applications. In mobile computing devices, different 
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powermodesmayentaildifferentaccuracyconstraintsevenfor the 

same application. Specifically, arithmetic accuracy can be 

adjusted at runtime using methods such as dynamic voltage 

and frequency scaling (DVFS) to obtain the best accuracy- 

power tradeoff. The benefit of runtime accuracy adjustment   

is demonstrated in [3], but their approximation is realized by 

voltage over-scaling, where errors mostly occur at the timing- 

critical path associated with the most significant bits, i.e., 

errors are oftenlarge. 

To reduce the overall error, a few approximate designs have 

been developed by intentionally allowing errors in lower bits 

with shorter carry chain in addition operation. In [4], a design 

that considers only the previous k inputs instead of all input 

bits can approximate the result with the benefit in half of the 

logarithmic delay. Reliable variable latency carry select adder 

(VLCSA) shows a speculation technique which introduces 

carry chain truncation and carry select addition as a basis [7]. 

A series of Error Tolerant Adders (ETAI, ETAII, ETAIIM), 

which truncate the carry propagation chain by dividing the 

adder into several segments, have been proposed [8]–[10]. 

Correlation-aware speculative adder (CASA)  in  [11]  relies 

on the correlation between MSBs of input data and carry-in 

values. Another approximate adder that exploits the generate 

signals for carry speculation is presented [12]. These designs 

focus on static approximation which pursues almost correct 

results at the required accuracy. However, in some applications 

such as image processing or audio/video compression, the 

required accuracy might vary during runtime. To meet the 

need of runtime accuracy adjustment, a series of designs are 

developed to implement accuracy configurable approximation 

whichcouldbereconfiguredonlinetosavemorepower. 

A few accuracy configurable adder designs that use approx- 

imation schemes other than voltage over-scaling have been 

proposed. An early work [15], called ACA, starts with an 

approximate adder and augments it with an error detection  

and correction circuit, which can be configured to deliver 

varying approximation levels or accurate computing. Its base- 

line approximate adder contains significant redundancy and 

the error detection/correction circuit further increases area 

overhead. The ACA design [15] is generalized to a flexible 

framework GeAr in [16]. In both ACA and GeAr, the error 

correction must start from the least significant bits and hence 

accuracy improves slowly in the progression ofconfigurations. 

The work of Accurus [17] modifies ACA/GeAr to overcome 

this drawback and achieves graceful degradation. However, in 

ACA, GeAr as well as Accurus, the error correction circuit    

is pipelined, implying that the computation in accurate mode 

takesmultipleclockcyclesandcausesdatastalls. 
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An alternative direction of accuracy configurable adder 

design is represented by GDA [18] and RAP-CLA [19]. These 

methods start with an accurate adder and use carry prediction 

for optional approximation. As such, they no longer  need 

error detection/correction and do not incur any data stall. In 

addition, they intrinsically support graceful degradation. The 

GDA design [18] is composed by accurate CRA (Carry Ripple 

Adder) and extra configurable carry prediction circuitry, sim- 

ilar as the carry look-ahead part of CLA (Carry Look-ahead 

Adder). Thus, its area is generally quite large. RAP-CLA [19] 

is based on accurate CLA design and reuses a portion of the 

carry look-ahead circuit as carry prediction. This leads to an 

overall area that is  less  than  GDA  but  greater  than  CLA. 

In [19], the carry-prediction-based approach is shown to be 

superior to error-correction-based design[16]. 

in some sub-adders contains redundancy. For example, sub- 

adder2 calculates the sum for only bit 8 and 9, but it is an  8-

bit adder using bit [9 : 2] of the addends, 6 bits of which  are 

redundant. Even with the redundancy, there is still residual 

error which is detected and corrected by additional circuits.   

In Figure 1, the errors of sub-adder2 must be corrected by 

error-correction2 before the errors of sub-adder3 are rectified 

by error-correction3. As such, the configuration progression 

always starts with small accuracy improvements. The redun- 

dancy and error detection/correction incur large area overhead. 

Since the error correction circuits are usually pipelined, an 

accuratecomputationmaytakemultipleclockcyclesandcould 

stallentiredatapath,dependingontheaddendvalues. 

In this paper, we propose a new carry-prediction-based 

accuracy configurable adder design: SARA (Simple Accuracy 

Reconfigurable Adder). It is a simple design with significantly 

less area than CLA, which, to the best of our knowledge, has 

not been achieved in the past in accuracy configurable adders. 

SARA inherits the advantages of all previouscarry-prediction- 

basedapproaches:noerrorcorrectionoverhead,nodatastall 
andallowinggracefuldegradation.ComparedtoGDA[18], 
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SARA incurs 50% less PDP (Power Delay Product) and can 

reach the same PSNR (Peak Signal-to-Noise Ratio). Moreover, 

SARA demonstrates remarkably better accuracy-power-delay 

tradeoff than the latest, and arguably the best, previous work 

RAP-CLA [19]. A delay-adaptive reconfiguration technique is 

developed to further improve the accuracy-power-delay trade- 

off. The proposed designs are also validated by multiplication 

and DCT computation in image processing. 

II. PRIOR WORKS AND RATIONALE OF  OUR  DESIGN 

Wereviewafewrepresentativeworksonaccuracyconfig- 

urable adder design and show the relation with our method. 

These designs can be generally categorized into two groups: 

error-correction-based configurations [15]–[17] and carry- 

prediction-based configurations [18], [19]. 

Fig. 2. Carry-prediction-based configurable adder. 

 

Theframeworkofcarry-prediction-basedmethods[18],[19] is 

shown in Figure 2. These schemes start with an accurate adder 

design, which is formed by chaining a set of sub- adders. Each 

sub-adder comes with a fast but approximated carry prediction 

circuit. By selecting between the carry-out from sub-adder or 

carry prediction, the overall accuracy can  be configured to 

different levels.  Such  an  approach  does  not need error 

detection/correction circuitry. Moreover, the configuration of 

higher bits is independent of  lower  bits.  This leads to fast 

convergence or graceful degradation in the progression of 

configurations. In GDA [18], the sub-adders are CRA designs 

while the carry-prediction circuit is similar tothe carry look-

ahead part of CLA. Further, its carry prediction can be 

configured to different accuracy levels. However, the 

complicated carry prediction induces large area overhead. The 

RAP-CLA scheme [19] uses CLA for its baseline where the 

carry-ahead of each bit is computed directly from theaddends 
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of all of its lower bits. Its carry prediction reuses a part of     

the look-ahead circuit rather than building extra dedicated 

prediction circuitry, and hence is more area-efficient than 

GDA.ButitsbaselineismuchmoreexpensivethanGDA. 

 
TABLE I 

COMPARISON OF CHARACTERISTICS FOR DIFFERENT TECHNIQUES. 

 

 
Fig. 1. Error-correction-based configurable adder. 

 

Themainideaofanerror-correction-basedapproach[15]– 

[17] is shown in Figure 1. The scheme starts with an ap- 

proximate adder  (the  dashed  box),  where  the  carry  chain  

is shortened by using separated sub-adders with truncated 

carry-in.Inordertoreducethetruncationerror,thebit-width 
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ACA [15] Redundant CRA Yes No No 

GeAr [16] Redundant CRA Yes No No 

Accurus [17] Redundant CRA Yes Yes No 

GDA [18] CRA No Yes Stand-alone 

RAP-CLA [19] CLA No Yes Reuse 

SARA (ours) CRA No Yes Reuse 
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than having dedicated prediction circuitry. As such, it avoids 

the disadvantages of both GDA and RAP-CLA. A comparison 

among the characteristics of these different techniques is 

provided in Table I. 

 
III. SIMPLE ACCURACY RECONFIGURABLEADDER 

A. Preliminaries 

The selection between the two options is realized using 

MUXes as in Figure 4 and the MUX selection result isdenoted 

asĉi.ComparingEquation(5)with(3),wecanseethat the carry 

prediction is a truncation-based approximation to 

carrycomputation1.Therefore,ĉicanbeconfiguredtoeither 

accuratemodeorapproximationmode,i.e., 
.

cprdt,ifapproximationmode 

An N-bit adder operates on two addends A = 

(aN,aN−1,...,ai,...,a1)andB=(bN,bN−1,...,bi,...,b1). 

ĉi← i 

ci, if accuratemode. 
(6) 

For bit i, its carry-in is ci−1and its carry-out is ci. Defining It should be noted that the carry prediction cprdtreuses gi 

the carry generate bit gi= aibi, propagate bit pi= 

aibiandkillbitki=āib̄i,theconventionalfulladdercomputes the 
sum siand carry ciaccording to 

si= pi⊕ci−1, (1) 

ci= gi+ pi·ci−1. (2) 

A gate level schematic of conventional full adder is provided 

in Figure 3(a). A CRA is used to chain N bits of conventional 

full adderstogether. 

i 

in an existing full adder instead of introducing an additional 

dedicated circuit as in [18] or Figure 2. This prediction scheme 

makes a very simple modification to the conventional full 

adder, as shown in Figure 3(b). 

Onecanconnectĉitoitshigherbiti+1tocomputeboth carry 

ci+1and sum si+1, as in GDA [18] and RAP- 

CLA[19].Wesuggestanimprovementoverthisapproach by 

another simple change as in Figure 3(c), where si+1is 

basedonciinsteadofĉi.Suchapproachcanhelpreducethe 

errorrateinoutputswhenanincorrectcarryispropagated. 

Because the sum keeps accurate and the carry will notbe 
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propagated when addends are exactly the  same.  Moreover, 

out of all four configurations of sum/carry calculation by 

approximate/accurate carry-in, the most meaningful way is to 

have sum bit calculated by accurate carry and make carry bit 

configurable.Sosumsi+1iscalculateddirectlybyaccurate 

i−1   i 
i−1 

carry ciwithout the option of cprdt. Applying this in SARA 

asinFigure4,intheapproximationmode,computingsj+1 fromcjcanstilllimitthecriticalpathtobebetweencprdt 

ci ci 
i i 

ci 

i 
ands 

 

 
j+1 

 

, but has higher accuracy than computing s 
i 1 

j+1from 

(a) (b) (c) 

 
Fig.3. (a)Conventionalfulladder;(b)Ourcarry-outselectablefulladder; 
(c) Our carry-in configurable full adder. 

 

By applying Equation (2) recursively, one can get 

ĉj .ComparedtosumcomputationinGDAandRAP-CLA, this 

technique improves accuracy with almost no additional 

overhead. Compared to CRA, the overhead of SARA is 

merely the MUXes, which is almost the minimum possible   

for configurableadders. 

i i 

ci=gi+pigi−1+...+g1

Y
pk+c0

Y
pk. (3) LSB  ai ~ j 

 
 

 
 

bi ~ j 
 

 

 
 

 prdt MSB 

k=2 k=1 cj ĉj Thisequationimpliesthatcicanbecomputeddirectlyfrom 
g  and p of all bits, without waiting for the c of its lower bits  

tobecomputed.ThisobservationisthebasisforCLAadder. 

 
B. SARA: Simple Accuracy Reconfigurable AdderDesign 

In SARA, an N -bit adder is composed by K  segmentsof 

L-bitsub-adders,whereK=|N/L|(seeFigure2).Each 

 

 

 

 

 

 
Fig. 4. Design of SARA. 

cj 
Sub-adder 

si ~ j 

 

 
Sub-adder 

sub-adder is almost the same as CRA except that the MSB 

(Most Significant Bit) of a sub-adder, which is bit i, provides 

a carry predictionas 

cprdt=gi (4) 

FortheLSB(LeastSignificantBit)ofthehigher-bitsub-adder, 

which is bit i + 1, its carry-out ci+1can be computed using 

one of two options: either by the conventional ci+1= gi+1+ 

pi+1· ci, or by using the carry predictionas 

ci+1  = gi+1 + pi+1 · c
prdt  

= gi+1 + pi+1 ·gi (5) 

Althoughsj+1iscalculatedbyaccuratecarrycj,itsdelay 

canstillbereducedbyapproximatecarryinlowersub-adder. 

Inamulti-bitadder,thedelayofsumbitdependsonthecarry 

chainpropagatedfromitslowerbits.InourSARAstructure, 

evenwhenaccuratecarrycjispropagatedatbitj,thecarry 

chainmightbetruncatedbyapproximatecarryinotherlower 

bits.InFigure4,whencprdtispropagated,thedelayofsj+1isred

ucedasitspathisshortentobebetweenbiti−1and 

1Asimilarapproximationisusedinstaticapproximateadderdesign[12]. 

... 
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j + 1. We can take the 12-bit adder in Figure 5 as an example. 

For 12-bit SARA working in approximate mode, the sum 

s9uses the accurate carry c8from a lower sub-adder (bit 5 to 8). 

But c8is propagated from approximate carry cprdtof another 

sub-adder (bit 1 to 4). As shown in the figure, the delay of    

s9in SARA is about 6 stages. Compared with the same bit in 

CRA, the delay of sum bit s9in SARA is reduced by 3 stages. 

Similar delay reduction can be observed in other sum bits (bit 

6 to 12). For sums at bit 1 to 5, their delay is the same as   

CRA because they are using an accurate carry c0from LSB. As 

a result, the maximum delay in 12-bit SARA is reduced, since 

for a multi-bit adder its maximum delay depends on the 

longest criticalpath. 
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TABLE II 
DEFINITION OF PARAMETERS FOR ERROR ANALYSIS 

 
Parameter Definition 

pi propagate bit at bit i 
gi generate bit at bit i 
ki kill bit at bit i 
ci accurate carry-out bit at bit i 

cprdt 
i approximate carry-out bit at bit i 

ĉi carry-in bit at bit i + 1 

ERprdt 
i error rate of cprdt 

i 

ÊRi errorrateofĉi 

 

 

ci. There is only one situation where this error may 

happen: when ci−1= 1, pi= 1, cprdt= 0 and ci= 1. Then 
the error rate, or probability of such error, is given by 

ERprdt= P (cprdtƒ= ci) = P (cprdt= 0, ci= 1) 
i i i 

= P (ci−1= 1, pi= 1) (7) 
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prdt 
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c4 

 
(a) C

RA 

 

 

prdt 

8 

 

 

 
c8 

 

 

MSB 

=P(ci−1=1)P(pi=1) 

where P indicates probability and the last part assumes that 

ci−1and piare independent of each other. Then, if the 

approximate/accurate carry-out can be selected by a MUX 

gate,theerrorrateofMUXoutputĉiis 

s s s3s s5 s6 s7 s8 s9s10s s 
.

ERprdt,ifĉi←cprdt 
1 2 4 11 12 ÊRi=P(ĉiƒ=ci)= i i (8) 

(b) SARA 

 
Fig. 5. Implementation of 12-bit adder in (a) CRA and (b) SARA. 

 

 

C. Usage ofSARA 

WhenĉiisconfiguredtobeciforallKsub-adders,SARA 

operates very much like the CRA, where the critical path is 

alongN-bitfulladders.Ifallĉiareselectedtobecprdt,the critical 

path is shortened to roughly L-bit full adders. This large 

delay reduction can be translated to power reduction by 

supply voltage scaling. Voltage scaling (reducing supply 

voltage) on digital circuits will lead to increase in delay. So 

wecanreducethesupplyvoltageonSARAtomakeitscritical 

delay same as that of CRA under normal voltage. As the 

supply voltage decreases, the power consumption could be 

reduced.Therecanbe2K−1differentconfigurations.Fortwo 

configurations with the same critical path length, obviously 

we only need the one with higher accuracy. Therefore,there 

areKeffectiveconfigurations,withcriticalpathlengthofL- bit, 

2L-bit, ..., K L N -bit full adders. The delay of such 

configurabledesignvariesaccordingtoconfiguredaccuracy, 

whichresultsindifferentpowerreductionbyvoltagescaling. 

 
IV. SARA ERRORANALYSIS 

Inthissection,wegiveatheoreticalanalysisontheexpected 

errorofourSARAdesignandvalidatetheresultsbynumerical 

experiments. To make it easier for readers to follow the 

analysis, we list the parameters used in this section as TableII. 

 
For any bit i in carry-out selectable  full  adder  as  in  

Figure3(b),anerrorinapproximatecarry-outoccurswhen 

0, ifĉi←ci. 

Let’sconsideraconfigurationofSARAinFigure4,which has 

both bit j and bit i 1 in approximate mode. For the sub-

adder which calculates addends from bit i to bit j, its 

LSB(biti)isusingcarry-inconfigurablefulladder,whileits 

MSB(bitj)isincarry-outselectablefulladder.Accordingto 

Equation(7)and(8),theerrorrateofĉjisdeterminedbythe 

probabilities of cj−1= 1 and pj=1. 

ERj= P (cj−1= 1)P(pj=1) (9) 

Accordingtothelogicofaddition,thecarry-outbitiscalcu- 

latedbythecarry-inandaddends.Therearetwocaseswhich can 

result in cj−1= 1: generate bit gj−1should be 1 in case of 

carry-in cj−2= 0; or kill bit kj−1must be 0 when carry-in 

comes with cj−2= 1. Then, the probability of cj−1= 1 can be 

computed by the probability of cj−2=1 as 

P(cj−1=1)=P(cj−2=0,gj−1=1)+P(cj−2=1,kj−1=0) 

=P(cj−2=0)P(gj−1=1)+P(cj−2=1)P(kj−1=0) 

=[1−P(cj−2=1)]P(gj−1=1)+P(cj−2=1)P(kj−1=0). 

Similarly,theprobabilityofcj−2=1,cj−3=1,...,ci+1=1 

canbecalculatedusingthesameformula.Fortheprobability 

ofci=1,it’salittledifferentbecausethecarry-outciinour 

carry-inconfigurablefulladderisbasedonpredictedcarry-in 

ĉi−1insteadofci−1.Consideringthatbiti1isconfigured in 

approximate mode, wehave 

P(ĉi−1=1)=P(cprdt=1)=P(gi−1=1). (11) 

Then, the probability of ci= 1 can be expressed as 

P(ci=1)=[1 P(gi−1=1)]P(gi=1)+P(gi−1=1)P(ki=0). 
(12) 

c4 c8 
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cacc)=P(ĉi−1ƒ=ci−1)=ÊRi−1 (15) 

E[ei−1]=P(ciƒ=c )·2=ÊRi−1·P(pi=1)·2.(18) 

TABLE III 
ERROR RATE OF SUB-ADDER WITH DIFFERENT WIDTH 

can be attributed to two conditions: when the carry-in is not 

accurate, the carry-out bit becomes accurate as the propagate 

bit is false; otherwise, it must be accurate no matter what kind 

of addends are given. 

P(ci=cacc)=P(ĉi−1=cacc)+P(ĉi−1 cacc)P (pi= 0) 
i i−1 i−1 

(16) 

Its complementary part, the probability of inaccurate carry ci, 

can be expressed as 

 
By expanding Equation (10) recursively till bit i, the proba- 

P (ci cacc)=P(ĉi−1 cacc)P (pi= 1) 

bility of c j−1 =1canbecalculatedbyafunctionofgenerate 
=P(ĉi−1 ci−1)P(pi=1) (17) 

bit and kill bit from bit i − 1 to bit j − 1. 

P(cj−1=1)=f{P(gi−1=1),...,P(gj−1=1), 

 
 (13) 

= ERi−1· P (pi= 1). 

As a result, the approximation at bit i − 1 would cause 

P (ki =0),...,P(k j−1 =0)}. 
an inaccurate carry-in ciat bit i + 1, which introduces the 

magnitude of 2ito the overall error in final result. Then the 

Assuming that the inputs for adder are uniformly distributed 

randomnumbers,wehaveP(g=1)=1/4,P(k=0)=3/4. As the 

length of sub-adders varies from 1 to 6, the error 

ratesofĉjcalculatedbyEquation(9)arelistedinthesecond column 

of Table III. Corresponding data from numerical simulation in 

Matlab are also presented in the last column. The error rates 

calculated by our method match well with experiment results, 

which demonstrates the correctness of our mathematical 

analysis. We can also observe that as the length of sub-adder 

increases the error rate is bounded by 0.25. That is because 

when the length of sub-adder comes to infinite the probability 

of c = 1 will become 0.5 as the normal carry in accurateadder. 

Theorem 1. If is the set of bits with MUX at output, the 

expected error of SARA for unsigned integers is 

ÊRi·P(pi+1=1)·2i+1. 

∀i∈I 

Proof. The overall expected error of SARA can be calculated 

by summing respective error introduced by every approximate 

bit from LSBs to MSBs. But the propagation of inaccurate 

carry bit may cause error in higher bit which also be counted 

in the calculation of lower bit. So we need to exclude those  

errorstoavoidover-calculationinthetotalerror. 

Let’s consider the SARA design in Figure 4 which have 

approximate configuration at both bit i−1 and bit j.Assuming 

that bit i−1 is the lowest bit configured in approximate mode, 

we know that all sum bits sk(k ∈ [1, i − 1]) as well as carry 

bit ci−1areaccurate. 

expectederrorintroducedbyapproximationatbiti 1 can 

be estimatedby 

acc i i 
i 

Next,weconsidertheexpectederrorintroducedbyapprox- 

imation at bit j. As bit j is not the lowest bit in approximate 

mode,thereisachancethatthepropagationofinaccuratecarry 

from bit i 1 induces error at bit j while it has be taken into 

account in the error calculation of bit i 1. Then theproblem 

is whether the carry cjis accurate when there is a mismatch 

betweenĉjandcj .Ifnot,weneedtoexcludetheimpactfrom 

lowerbitwhenestimatingtheerroratbitj.Let’sanswerthis 

question in the following cases. 

• Case 1: If any propagate bit in sub-adder (bit i to j) 

equals 0, the error propagation by inaccurate carry will be 

paused. In another word, the error carried by inaccurate 

carry bit cannot be propagated to higher bit any more,  

because the carry-out is independent of carry-in when 

propagate bit is false. In this case, the carry cjshould be 

alwaysaccurateregardlessoftheconfigurationatbitj. 

• Case 2: If all propagate bits of sub-adder equal 1, the 

valueofinaccuratecarryĉi−1(0insteadof1)willbe 

propagated to cj. In this situation, the actual value of 

cjpropagated from bit i 1 must be 0, while the accurate 

valueshouldbe1.Assumingthatĉjmismatcheswithcj , 

wecanstatethatthevalueofĉjmustbe1.However,it 

conflictswiththegenerationofcj,becausecarrycjisthe 

logicalconjunctionofĉjandpjcj−1.Sothereshould 

benomismatchbetweenĉjandcjinthiscase. 

Inconclusion,whenthereisamismatchbetweenĉjand 
ci−1 = cacc (14) cj, the value of carry cj must be accurate. We can further 

ThentheprobabilitythatcarrypredictionatMUXoutputĉi−1mismat

ches with accurate carry caccshould be the same as 

conclude that the contributions of every approximate bit to   

thetotalerrorareindependenttoeachother.Similartobit 

the error rate of max ouput 
 

  

ĉi−1 . 
i−1 i − 1, the expected error at bit j can be estimated by 

E[ej ]=ÊRj·P(pj+1=1)·2j+1. (19) 
 

 
According to the structure of carry-in configurable full adder respectively introduced by every approximate bit. 
(Figure 3(c)), sum bit si calculated from c i−1 is always E=

Σ
E[e]=
Σ

ÊR · P(p = 1) · 2i+1 
accurate; however, the carry-out bit cibecomes conditionally 

accurate which depends on both carry-in bit and propagate bit. 

As shown in Equation (16), the scenario of accurate carry-out 

 
∀i∈I 

i i 

∀i∈I 

i+1 (20) 

□ 

Thus, the total error can be obtained by summing up the errors 
i−1 P(ĉi−1 

Sub-adder length L Calculated error rate Simulated error rate 

1 1/8 = 0.125 0.1257 

2 3/16 = 0.1875 0.1879 

3 7/32 = 0.21875 0.2187 

4 15/64 = 0.234375 0.2347 

5 31/128 = 0.2421875 0.2424 

6 63/256 = 0.24609375 0.2464 
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Estimated Value 
Experimental Value 

Σ
ˆ

 
i 

|I| − 

i 

i i i+j 

dar Y 

If input addends are random variables following uniform 

distribution, the expected error of SARA is given by 

a potentially long carry chain is detected. Compared to the 

constantly-approximate configuration, some errors for actual 

E= ERi 

∀i∈I 

· 2. (21) 
short carry chains are avoided, the actual long carry chain is 

cut shorter, and delay/power reduction can be still obtained. 
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Fig. 6. Average error of 9-bit SARA in different configuration. 

We can verify Equation (21) by numerical simulation of a 

9-bit SARA design. In our experiment, SARA consists of 9 

...  
c 

Detection window 

(b) 

... 

sub-adders whose width is 1 bit. The results are from 200Krun 

of Monte Carlo simulation with uniform distributed numbers 

as input. As shown in Figure 6, there are 2 sets of data for 

comparison, experimental data are obtained directly in exper- 

iments and estimated data are calculated by Equation (21).  

The average errors from experiment are almost the same asthe 

estimated values. According to the analysis above, we can 

estimatetheaverageerrorofSARAinanyconfiguration,given the 

distribution of inputnumbers. 

Since = K 1, the error of the worst case approximation 

modeincreaseswiththenumberofsub-adders,K.Inaddition, 

Fig. 7. Design and operation of delay-adaptive reconfiguration for SARA. 

 

The long carry chain detection and SARA-DAR design are 

shown in Figure 7(a). When MUX is switched to accurate 

mode by any false propagate bit in detection window, the 

actual carry chain is retained by the position of false propagate 

bit. To obtain a shorter carry chain in accurate mode, the 

detection window for MUX at bit i in MSB should start from 

bit i+1. In the example of Figure 7, we use a detectionwindow 

of 2 bits (pi+1and pi+2) to tell if there is a carry propagation 

acrosstwosub-adders,andconfiguretheMUXaccordingto 

areaoverheadincreaseswithK.Ontheotherhand,alarge 
KimpliessmallerL,andthusoftenfacilitatesshortercritical ĉi← 

.
cprdt,ifp 

 
i+1 · pi+2 is true 

 
(22) 

path and more power reductions. Therefore, K significantly 

affects the tradeoff among accuracy, power, delay and area. 

V. DELAY-ADAPTIVE RECONFIGURATION OF SARA 

Almost all previous works on accuracyconfigurable 

adder [15]–[19] reasonably assume that accuracy configura-

tion is decided by architecture/system level applications. 

Wepropose a self-configuration technique for the scenarios 

wherearchitecture/system level choice is either unclear or 

difficult.Simulation results show that SARA with the self-

configurationoutperforms several previous static approximate 

adder designs.The main idea of self-configuration is based on 

the observa-tion that the actual worst case path delay depends 

on addendvalues. Specifically, the actual path delay is large 

only whena carry is propagated through several consecutive 

bits. Any 

 

ci, otherwise. 

Inapproximationmode,theeffectivecarrychainisrepresentedbythe

bluelineinFigure7(a)anditslengthisnogreaterthan L + 1 bits. 

When the MUX is set to 

accuratemode,thecarrychainisindicatedbytheredlinesinFigure

7(b)andtheirlengthscanberestrainedtowithinL+2bits.Sincethep

ropagate bits only depend on local primary inputs,wecanreuse 

propagate bits in higher bits to save cost. 

Notethatinthiscasethedetectionoverheadhereisalmostthemini

mumpossible,i.e.,onlyoneNANDgateforconfiguringeachMU

X.In Figure 7, we use 2-bit detection window, 

whichcanbegeneralizedtoW-

bit.Then,theerrorrateforMUXatbiti 

becomes 

W 

ÊR =ERprdt· P(p =1) (23) 
 

 

is short, there is no need to use approximation configuration, 

which is intended to cut carry chain shorter. We propose a 

Delay Adaptive Reconfiguration (DAR) technique: the output 

of a MUX in SARA is set to approximation mode only when 

ThedetectionwindowsizeWdecidesthetradeoffbetween 

accuracyandtheeffectivecarrychainlengthinaccuratemode, 

which is L + W . When W increases, the error ratedecreases 

while the critical path length in accurate modeincreases. 

j=1 
false propagate bit from the addends results in a shorter carry 

propagation chain. When the actual carry propagation chain 
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VI. EXPERIMENTALRESULTS 

A. Experiment Setup andEvaluation 

Our SARA, SARA-DAR and several previous designs are 

synthesized to 32-bit adders by Synopsys Design Compiler 

using the Nangate 45nm Open Cell Library. The synthesized 

circuits are placed and routed by Cadence Encounter. The 

default supply voltage level is 1.25V. To make fair compar- 

isons across architectures, we describe all designs bystructural 

modeling in Verilog to reduce the impact of synthesis and 

optimization. For comparison, we synthesize the accurate 

adder in behavioral modeling which is described by expres- 

sional operator in Verilog. The netlist of such accurate adder 

should be automatically optimized by synthesizer in Design 

Complier, which is different from any man-craft gate-level  

design. In addition, we set the same supply voltage and no 

delayconstraintonalldesignsforthesamereason. 

The evaluation of accuracy configurable adder designs can 

be subtle and therefore is worth some discussion. 

1) Area: In the literature, the  area  sometimes  refers  to 

the part of the circuit working in a certain mode, e.g., 

the circuit for the accurate part is not included in area 

estimation when evaluating approximation mode. We 

reporttheroutedlayoutareaofeachentiredesign. 

2) Delay: Some configurable adders, such as ACA [15] and 

GeAr [16], implement error correction with pipelining, 

which sometimes takes multiple clock cycles to deter- 

mine the complete result. The delay or performance 

evaluation of such designs is much more complicated 

than unpipelined designs. Our work is focused on un- 

pipelined implementation, although it can be pipelined. 

Thus, the reported delay is the maximum combinational 

logic path delay obtained from Synopsys PrimeTime 

with consideration of wiredelay. 

3) Power: The power dissipation is estimated by Synopsys 

PrimeTimeconsideringbothstaticanddynamicpower. 

4) Accuracy: We use PSNR (Peak Signal-to-Noise Ra- 

tio), where errors are treated as noise, as a composite 

accuracy metric for considering both error magnitude 

and error rate. In addition, the worst case error, which  

is equivalent to the maximum error  magnitude  [13], 

and error rate are also reported. Each error result  is 

from 100K-run Matlab-based Monte Carlo simulation 

assuming uniform distribution ofaddends. 

5) Tunability: This means the range and granularity of 

runtime accuracy configurations. Sometimes, this can be 

confused with design-timeflexibility. 

6) Tradeoff: The tradeoff among the above factors is 

complex and is difficult to capture in a simple picture. 

To this end, we use composite metrics including power- 

delay product (PDP), energy-delay product (EDP) and 

iso-delaypower. 

 
B. Results of Tradeoff for DifferentConfigurations 

In this part, we mainly compare the following accuracy 

configurable adder designs: 

• GDA [18]: We use the same design as in [18], 

whereeachsub-adderhas4bits.Thisdesigncanbeconfigured 

by choosing accurate or predicted carry-out for each sub- 

adder. The carry prediction at each segment can also be 

configured to different accuracy levels by using different 

number of lower-bit addends. 

• RAP-CLA [19]: We implement four different designs 

with carry prediction bit-width from 1 bit to 4 bits, which 

is reflected in the name. For example, RAP-CLA2 means 

each of its carry prediction is from its 2 lower bits. As   

in [19], each design can be configured to either only one 

approximation mode or accuratemode. 

• SARA: This is our proposed design and we evaluate sub- 

adder bit-width of 1 bit, 4 bits and 8 bits, referred to as 

SARA1, SARA4 and SARA8,respectively. 
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Fig. 8. SARA: PSNR versus power-delay product. 
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Fig. 9. SARA: Average error versus power-delay product. 

 

The main result is shown in Figure 8, where each point     is 

from one configuration of one design. The computation 

accuracy is evaluated by PSNR while the conventional design 

objectives are characterized by PDP. A design and configura- 

tion is ideal if it has large PSNR but low PDP, i.e., northwest 

in the figure. PDPs of two classic accurate designs, CRA and 

CLA, are indicated by the two vertical lines as their PSNR     

is near infinity. The result of SARA working in completely 

accurate mode is unable to be presented in the figure, because 

its infinite PSNR cannot  be  displayed  as  a  single  dot  in  

theplot.Evidently,thebestsolutionsarefromSARA4and 
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Fig.10. SARA:Theworstcaseerrorversuspower-delayproduct. Fig. 11. SARA: PSNR versus energy-delayproduct. 

 

SARA8. At 100dB PSNR, the PDP of SARA4 and SARA8 

is about a half of GDA or CRA. The solutions from RAP- 

CLA, the latest previous work, are also largely dominated by 

SARA in PSNR-PDP tradeoff. An interesting case is SARA1. 

Its tradeoff is similar as GDA and not as good as SARA4 or 

SARA8. However, its runtime tunability is superior to all the 

other designs. It has the largest tuning range, the finest tuning 

granularity and very smooth tradeoff. 

Figure 9 and 10 show the tradeoff between error magnitude 

and power-delay product. Ideally a better design or config- 

uration has smaller average error or worst case error with 

lower PDP, which can be marked in the lower left corner of 

thefigure.InFigure9,SARA4andSARA8dominateother 
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designs in average error-PDP tradeoff. For each configuration, 

SARA4 and SARA8 have almost the lowest average error      

at a certain PDP level. Although SARA1 cannot achieve 

superior average error and PDP tradeoff to GDA, it shows 

fine-grant tunability in a large range same as PSNR-PDP 

tradeoff. Figures 10 depicts the worst case error versus PDP 

and confirms the trend observed in the PSNR-PDP tradeoff. 

All SARA designs even for SARA1 have lower worst case 

error than previous work at the same PDP level. In addition, 

the result of SARA working in accurate mode cannot be found 

in the plot. That’s because the y-axis is in Logarithmic scale 

and zero error will be converted into infinite which cannot be 

displayed as a singledot. 

EDP is another metric to efficiently evaluate tradeoffs be- 

tweencircuitlevelpowersavingtechniquesfordigitaldesigns. 

Figure 11 to 13 illustrate accuracy versus EDP, which have 

similar trend in accuracy-PDP tradeoff. Most configurations 

of SARA4 and SARA8 have lower EDP than accurate adder 

CRA and CLA. At a certain EDP level, SARA4 and SARA8 

still dominate GDA and RAP-CLA with larger PSNR, smaller 

average error or worst case error. SARA1 in different config- 

urations cover the range from lowest to highest EDP, which 

provides finest tunability in accuracy-energy tradeoff among 

differentarchitectures. 

 
C. Results of Tradeoff for Delay-AdaptiveReconfiguration 

This part is to evaluate the SARA-DAR design, where the 

configuration decision has already been made. Hence, it makes 

Fig. 12. SARA: Average error versus energy-delay product. 
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Fig. 13. SARA: The worst case error versus energy-delay product. 

 

 
sense to additionally compare with static approximate adders, 

where no configuration is needed. Static approximate adder 

designs including ETAII [8], FICTS [13] and AFICTS [13]  

are implemented in the experiment. In addition, CRA-based 

approximate designs CRA-trunci implemented by ignoring 

lowest i bits in addends are presented, which is a simple but 

good baseline for comparison. Seven SARA4-DAR designs 

are obtained based on seven configurations of SARA4 with 

detection window of 2 bits, while three SARA8-DARare 
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Fig. 14.   SARA-DAR: Error rate versus power-delayproduct. Fig.16.SARA-DAR:Errorrateversusenergy-delayproduct. 
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Fig. 15. SARA-DAR: PSNR versus power-delay product. 

 

 
basedondifferentconfigurationsofSARA8.Thatis,ifaMUX at 

bit i is configured to accurate carry in SARA4/SARA8,    bit i 

of corresponding SARA-DAR is hard-wired to accurate carry 

without using MUX. When bit j in SARA4/SARA8 isin 

approximation mode, bit j of corresponding SARA-DAR uses 

the delay-adaptivereconfiguration. 

Figure 14 shows the error rate versus PDP tradeoff. The dot 

of SARA4-DAR2 labeled with ‘1’ represents the counterpart 

of SARA4 when all the MUXes are controlled by delay- 

adaptive reconfiguration. When we remove the MUX at the 

highest bit to propagate accurate carry and keep others in 

delay-adaptive reconfiguration, another SARA4-DAR2 design 

could be obtained (another dot labeled with ‘2’ in the figure). 

If we go on to remove more MUXes in MSB, a series of 

SARA4-DAR2 designs shown as dots with label ‘3’ to ‘7’   

can be obtained. Three  SARA8-DAR2  designs  are  created 

in the  same  way.  According  to  the  figure,  the  error  rate  

of SARA is mostly lower than RAP-CLA. By using delay-  

adaptive reconfiguration, SARA-DAR often has less error rate 

and PDP than SARA. SARA-DAR also greatly outperforms 

the static approximate adders in both error rate and PDP. 

Moreover, in Figure 14 we can observe those dots right on the 

x-axis which represent SARA4 and SARA8 working in 

accurate mode. Both of them achieve zero error rate. PDP      

ofaccurateSARA8isabout2×10−5ns·W,whilePDPof 

Energy-DelayProduct(ns*nJ) ×10-5 

 
Fig. 17. SARA-DAR: PSNR versus energy-delay product. 

 

 

accurate SARA4 is almost 2.3 10−5ns W . In Figure 15, 

SARA-DARalsodemonstratesbetterPSNR-PDPtradeoffthan 

other designs, except for comparing with CRA-trunc at some 

low-PSNRlevels.However,CRA-trunchasalmost100%error 

rate since it dismiss lower bits in addends, which is the worst 

among all static approximate adders. Figure 16 and 17 show 

tradeoff between accuracy and EDP. At a certain EDP level, 

SARA-DAR has almost the same PSNR as CRA-trunc, which 

isthebestamongallstaticapproximateadders. 

 
D. Impact of Detection Window in Delay-Adaptive Reconfig- 

uration 

Thispartshowstheimpactofdetectionwindowinthetrade- off 

for delay-adaptive reconfiguration. According to Equa- tion 

(23), the  error  rate  of  MUX  output  can  be  reduced  by 

delay-adaptive reconfiguration. As the length of detection 

window increases, the error rate would decrease because there 

are less probability that MUX is configured in approximate 

mode. As a result, the overall error rate varies with the size  of 

detection window. Figure  18  and  19  show  the  changes of 

error rate and PSNR of SARA4-DAR with different de- 

tection window. As the size of detection window increases 

from 1 to 3, the error rate decreases compared to its SARA 

counterpart. However, we can observe that the gap of error  

ratebetweenSARA4-DAR2andSARA4-DAR1varieswith 
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Fig.18. ErrorrateofSARA4-DARwithdifferentdetectionwindow. Fig.20.Iso-delaypowercomparison.ThenumbersarePSNR. 
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Fig. 19. PSNR of SARA4-DAR with different detection window. 

 

 

different configuration. Although the change in error rate for 

individual MUX of SARA-DAR is proportional to the size of 

detection window (as shown in Equation (23)), the overall 

error rate in output results might not show linear change. 

When the size of detection window increases by 1, PSNR of 

SARA4-DAR increases by about 3dB on average. We can also 

find that the PDP gap between SARA4-DAR2 and SARA4- 

DAR1 varies with different configurations in both figures. 

The change of PDP between SARA4-DAR2 and SARA4- 

DAR1 in most configurations is very small, while it’s  larger  

in the first configuration  (which  is  presented  as  the  first  

dot of SARA4-DAR in the left of the figures). It is mainly 

attributed to unproportioned change in delay between different 

configurations. 

 
E. Results of Iso-delay Power and Area 

Although power-delay product results have been shown in 

Sections VI-B and VI-C, the tradeoff between power anddelay 

is still unclear. The power-delay tradeoff can be obtained by 

different accuracy configurations or varying supply voltages. 

Different combinations of configurations and voltages may 

lead to overwhelming volume of results, which are difficult   

to interpret, especially when implication to accuracy is in- 

volved at the same time. Thus, we indicate the tradeoff by 

investigatingtheiso-delaypower,whichisthepowerofeach 

 

 
Fig. 21. Area comparison. 

 

 

 

 
circuit tuned to the same critical path delay (0.82ns) by 

voltage scaling. The results are shown in Figure 20. Ingeneral, 

SARA4, SARA8 and SARA4-DAR can achieve much lower 

power than CRA. Although GDA and RAP-CLA seem to 

provide low power, their PSNR is much less than our designs. 

Compared at the same iso-delay power level, SARA has more 

than 20dB increase in PSNR than  RAP-CLA,  while  GDA 

has more than 70dB decrease than SARA designs. SARA1  

shows a large range of iso-power tuning which could reach the 

lowest and highest power among all adders. We do not have 

iso-delay power for approximate adders working in accurate 

mode, because the delay of such case is larger than CRA due 

to induction of MUXes which cannot provide sufficient room 

for reducing supplyvoltage. 

Last but not the least, we compare area of these designs      

in Figure 21. Same as our expectation, GDA and RAP-CLA 

have greater area than CLA while area of SARA4 or SARA8 

is significantly smaller than CLA. SARA1 has almost thesame 

areaasCLAduetoMUXesineverybitwhichaidtheaccuracy 

configuration. On average, the area of SARA is 39% smaller 

thanthatofRAP-CLAand50%smallerthanthatofGDA. 

Best 

SARA4-DAR1 
SARA4-DAR2 
SARA4-DAR3 
SARA4 
CRA 

 CLA 
 Behavioral 

SARA4-DAR1 
SARA4-DAR2 
SARA4-DAR3 

 SARA4 
CRA 

 CLA 
 Behavioral 

Best 

4 
3 

2 
1 

1 

GDA 
RAP-CLA 
SARA8 

 SARA4-DAR2 
CRA 

Behavioral 
 CLA 

4 8 
1 2 3 4 5 6 7 

P
S

N
R

 (
d

B
) 

E
rr

o
r 

R
a
te

 (
%

) 

N
o
rm

a
liz

e
d
 A

re
a

 
P

o
w

e
r 

(W
) 



11 
 

× 

 
 

... ... 

 
 
 
 

... 

 

 
... 

 

... 

... ... 

 
 
 
 

kstages 

between different approximate mode in approximatemultiplier 

has similar trend as SARA. Total  error  increases  as  more 

bits are configured in approximate mode. Approximate array 

multiplier shows larger error than approximate Wallace/Dadda 

multiplier at the same PDP level. It’s because array multiplier 

has larger critical delay from internal stages in step 2 than 

Wallace/Daddamultiplier. 

 ...   finalstage 
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180 

Fig. 22. Basic structure of multiplier. 

 

 

VII. APPLICATIONS 

A. Extension toMultiplier 

In complicated datapath system, multiplier is considered as 

a much bigger component in power consumption. Our carry- 

prediction-based approximation uses generate bit to  predict 

the carry from lower segments. The critical delay can be 

restrainedtoasmallervaluewithshortercriticalpathincarry 
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propagation. Further extension of our technique to multiplier 

depends on the multiplication structure used in hardware 

implementation. There is a variety of hardware designs for 

multiplication, according to the structures of reduction tree.   

In this section, we apply our technique on three kinds of 

multiplication structures including array multiplier, Wallace 

multiplier and Daddamultiplier. 

As shown in Figure 22, the basic structure of multiplier 

employs a three-step process to multiply two integers. 

• Step 1: Generate all partial products by using an AND 

gatearray. 

• Step 2: Combine the partial products in k stages by layers 

ofhalf/fulladderuntilthematrixheightisreducedtotwo. 

Different types of structures depend on the reduction tree 

used to reduce the number of partial products in thisstep. 

• Step 3: Sum the resulting numbers in the final stage by   

a conventionaladder. 

In array multiplier the carry bits in one stage are propagated 

diagonally downwards, which follows the basic shift-and-add 

multiplication algorithm. Wallace multiplier based on Wallace 

tree combines the partial products as early as possible, which 

makes it faster than array multiplier [20]. Dadda’s strategy is 

to make the combination take place as late as possible, which 

leads to simpler reduction tree and wider adder in final stage 

[20]. Thus, we can design approximate multipliers by using 

ourSARAdesigninsteadofCRAinthefinalstage. 

Three types of 16 16 multipliers (array multiplier, Wal-  

lace multiplier and Dadda multiplier) as well as behavioral 

multiplier are synthesized and implemented by using Nangate 

45nm Open Cell Library. Their error data are obtained from 

100K-run Monte Carlo simulation with uniform distribution  

of operands. In approximate multiplier the final stage uses 

SARA4 which consists of sub-adders with bit-width of 4 bits, 

while the accurate one uses CRA. Figure 23 and 24 present 

the tradeoff between error and PDP. Most of approximate 

multipliers configured in approximate mode have better PDP 

comparedwiththeaccuratemultipliers.Thevarianceoferror 

Power-DelayProduct(ns*W) ×10-4 

 
Fig. 23. Multiplier: PSNR versus power-delay product. 
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Fig.24. Multiplier:Theworstcaseerrorversuspower-delayproduct. 

 

Figure 25 and 26 show the error versus EDP for both 

accurate and approximate multipliers. As more MUXes are set 

to propagate approximate carry, the average error in output 

increases to about 107, which as well  achieves  best  EDP. 

The worst-case error rate of approximate Dadda multiplier     

is about 30%, while it comes to about 17% for approximate 

array multiplier and Wallace multiplier. As shown in Figure 

26, when approximate multipliers are working in completely 

accurate mode (error rate equals 0), EDP is larger than that    

of their accurate counterpart. In summary, The experimental 

results show that our technique can be successfully extended 

to high speed multiplier designs. And due to the simple but 

effective structure of SARA it provides an easy way for us to 

convert conventional multiplier into approximatedesign. 

B. DCT Computation in ImageProcessing 

The discrete cosine transform (DCT) has been recognized 

asthebasicinmanytransformcodingmethodsforimageand 
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We replace the adders in circuits with different configura- 

tions of SARA, SARA-DAR, GDA as well as RAP-CLA.The 
1 2 results are obtained by numerical simulation in Matlab. Aswe 
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Fig. 25.   Multiplier: Average  error versus energy-delayproduct. 
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Fig. 26. Multiplier: Error rate versus energy-delay product. 

 

 

video signal processing. It is used to transform the pixel data 

of image or video into corresponding coefficients in frequency 

domain. Since human visual  system  is  more  sensitive  tothe 

changes in low frequency, the lost of accuracy in high- 

frequency components does not heavily degrade the quality   

of image processed by DCT. In addition, those components in 

different frequency have different tolerances to thedegradation 

inoriginaldata.Itisagoodexampletoshowthereconfigura- 

know, after DCT process data in different frequency domain 

have different level of error tolerance. As shown in Figure   

31, matrix components in the upper-left corner correspond    

to lower frequency coefficients which are sensitive to human 

vision, while those components in lower-right corner might 

allow moreerrors. 

To utilize this feature for better energy-accuracy tradeoff, 

wemakefollowingconfigurationfordifferentdesigns. 

1) SARA4: SARA4 with 4, 3, 2, 1 consecutive segments 

working in accurate mode are used to compute compo- 

nents in S1, S2, S3and S4respectively. 

2) SARA8: SARA8 with 1 segments in accurate mode are 

used to compute components in S1, S2, while another 

configuration with all segments in approximate mode 

are for S3,S4. 

3) SARA4-DAR2: DAR counterpart of SARA4 with de- 

tection window of 2bits. 

4) GDA: GDA4,1, GDA3,1, GDA2,1, GDA1,1(same no- 

tation as [18]) are used to compute components in   S1, 

S2, S3and S4respectively. 

5) RAP-CLA: since RAP-CLA can work in one approxi- 

mate mode, we use RAP-CLA with window size of 20, 

16,12,8tocomputecomponentsinS1,S2,S3andS4. 

The image processing results are shown in Table IV. PSNR 

inthetableisdefinedviathemeansquarederror(MSE).Given an m  

n image I  and its restored image K, MSE and PSNR   are 

definedas 
m n 

bility of our design by applying them in VLSI implementation 

of DCT computing in JPEG image compression. 

The two-dimensional DCT is implemented by the row- 

column decomposition technique, which contains two stages 

of 1-D DCT [21]–[23]. The 2-D DCT of size N    N  could    

be definedas 

Z=CtXC (24) 

where C is a normalized N th-order matrix and X is the data 

matrix. Generally the image is divided into several N N 

blocks and each block is transformed by 2-D DCT into 

frequencydomaincomponents.TheVLSIimplementationof 

DCT computing contains a set of ROM and Accumulator 

Components(RACs)whichcanbeimplementedbymultipliers 

andadders[21]–[23].Inthisapplicationweuseapproximate 

adderstoreplacethoseaccurateonesinRCAstoimplement 

animprecisebutlowpowercircuitforimageprocessingwhich 

contains DCTcomputing. 

MSE =
1 

[I(i,j) K(i,j)]2 (25) 
mn 

i=1 j=1 

PSNR=20·log(MAXI)−10·log(MSE), (26) 

where MAXIis the maximum pixel value of the image. 

SARA4-DAR2 has the highest PSNR for every image among 

all configurable adders, which is close to the quality of 

accurate adder. Comparing SARA8 with GDA, they have 

similar PSNR and similar delay, but SARA8 has less power 

consumption according to the analysis in the previous section. 

SARA4-DAR2 achieves better image quality than  SARA4, 

but might result in more power due to additional logics for 

self-configuration. The image quality for different adders in 

DCT computing can also be demonstrated in Figure 27 to 30. 

According to human vision, SARA and its DAR counterpart 

show better image quality than GDA and RAP-CLA in JPEG 

compression processing. 
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Fig. 27. Comparison of image lenna: (a) accurate adder; (b) SARA4; (c) SARA8; (d) SARA4-DAR2; (e) GDA; (f) RAP-CLA. 
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Fig. 28. Comparison of image cameraman: (a) accurate adder; (b) SARA4; (c) SARA8; (d) SARA4-DAR2; (e) GDA; (f) RAP-CLA. 
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Fig. 29. Comparison of image kiel: (a) accurate adder; (b) SARA4; (c) SARA8; (d) SARA4-DAR2; (e) GDA; (f) RAP-CLA. 
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Fig. 30. Comparison of image house: (a) accurate adder; (b) SARA4; (c) SARA8; (d) SARA4-DAR2; (e) GDA; (f) RAP-CLA. 
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Fig. 31. 2 dimensional descrete cosine transform. 

 

 

VIII. CONCLUSION 

In this paper, we propse a simple accuracy reconfigurable 

adder(SARA)design.Ithassignificantlylowerpower/energy- 

delay product than the latest previous work when comparingat 

the same accuracy level. In addition, SARA has considerable 

lower area overhead than almost  all  the  previous  works.  

The accuracy-power-delay efficiency is further improved by a 

delay-adaptive reconfiguration technique. We demonstrate the 

efficiency of our adder in the applications of multiplication 

circuitsandDCTcomputingcircuitsforimageprocessing. 
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We evaluate the potential of carbon nanotubes (CNTs) as the 

basis for a new nanoelectronic technology. After briefly reviewing 
the electronic structure and transport properties of CNTs, we 
discuss the fabrication of CNT field-effect transistors (CNTFETs) 
formed from individual single-walled nanotubes (SWCNTs), 
SWCNT bundles, or multiwalled (MW) CNTs. The performance 
characteristics of the CNTFETs are discussed and compared to 
those of corresponding silicon devices. We show that CNTFETs 
are very competitive with state-of-the-art conventional devices. We 
also discuss the switching mechanism of CNTFETs and show that 
it involves the modulation by the gate field of Schottky barriers at 
the metal-CNT junctions. This switching mechanism can account 
for the observed subthreshold and vertical scaling behavior of 
CNTFETs, as well as their sensitivity  to  atmospheric  oxygen. 
The potential for integration of CNT devices is demonstrated by 
fabricating a logic gate along a single nanotube molecule. Finally, 
we discuss our efforts to grow CNTs locally  and selectively,  and 
a method is presented for growing oriented SWCNTs without the 
involvement of a metal catalyst. 

Keywords—Carbon nanotubes (CNTs), field-effect transistors 
(FETs), molecular electronics, nanoelectronics. 

 

I. INTRODUCTION 

Carbon nanotubes (CNTs) are hollow cylinders composed 

of one or more concentric layers of carbon atoms in a 

honeycomb lattice arrangement. Multiwalled nanotubes 

(MWCNTs) were observed for the first time in transmission 

electron microscopy (TEM) studies by Iijima in 1991 [1], 

while single-walled nanotubes (SWCNTs) were produced 

independently by Iijima [2] and Bethune [3] in 1993. 

SWCNTs typically have a diameter of 1–2 nm and a length 

of several micrometers. The large aspect ratio makes the nan- 

otubes nearly ideal one-dimensional (1-D) objects, and as 

such the SWCNTs are expected to have all the unique proper- 

ties predicted for these low-dimensional structures [4]–[7]. In 

addition, as we discuss below, depending on the detailed ar- 

rangement of the carbon atoms the SWCNTs can be metallic 
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or semiconducting [8], [9]. Furthermore, the C–C bonds in 

CNTs are very strong, resulting in an extremely high me- 

chanical stability (Young’s modulus about ten times higher 

than that of steel) and chemical inertness. The strong, cova- 

lent bonding also leads to near perfect side-wall structures 

with very few defects. 

CNTs are currently considered as promising building 

blocks of a future nanoelectronic technology. This is not 

simply due to their small size but rather to their overall 

properties. In fact, many of the problems that silicon tech- 

nology is or will be facing are not present in CNTs. Below 

we list some of these CNT properties and their implications 

for electronics. 

1) Carrier transport is 1-D. This implies a reduced phase 

space for scattering of the carriers and opens up the 

possibility of ballistic transport. Correspondingly, 

power dissipation is low. Furthermore, as we discuss 

in Section II, their electrostatic behavior is different 

from that of silicon devices with implications on 

screening and electron/hole tunneling. 

2) All chemical bonds of the C atoms are satisfied and 

there is no need for chemical passivation of dangling 

bonds as in silicon. This implies that CNT electronics 

would not be bound to use SiO as an insulator. High 

dielectric constant and crystalline insulators can be 

used, allowing, among other things, the fabrication of 

three-dimensional (3-D) structures. 

3) The strong covalent bonding gives the CNTs high me- 

chanical and thermal stability and resistance to elec- 

tromigration. Current densities as high as 10 A/cm 

can be sustained [10]. 

4) Their key dimension, their diameter, is controlled by 

chemistry, not conventional fabrication. 

5) In principle, both active devices (transistors) and in- 

terconnects can be made out of semiconducting and 

metallic nanotubes, respectively. 

We see that the properties of the SWCNTs are truly remark- 

able. However, finding ways to effectively exploit these 

properties  remains  a  challenge.  In  the  rest  of  this paper 

 



 

 
 

 
 
 
 
 
 
 
 

 

Fig. 1. (a) Description of the structure of CNTs in terms of the 
chirality vector C and the (n,m) indices. The example shown 

involves a (4,4) tube. (b) Atomic structure of a metallic (10,10) 
CNT (top) and a semiconducting (20,0) CNT (bottom), and (c) the 

corresponding density of states versus energy plots. 

 
 

we will review the electronic structure of the CNTs and 

then present our efforts to fabricate nanotube transistors and 

simple integrated circuits and understand the underlying de- 

vice physics. 

 
II. ELECTRONIC STRUCTURE OF CARBON NANOTUBES 

The electronic structure and electrical properties of 

SWCNTs are usually discussed in terms of the electronic 

structure of a graphene sheet (a layer of graphite) [4]–[9]. 

The SWCNT can be thought of as being formed by folding 

a piece of graphene to give a seamless cylinder. The cir- 

cumference of the nanotube is expressed by the so-called 

chirality  vector, , connecting two crystallographically 

equivalent sites of the two-dimensional (2-D) graphene 

sheet (see Fig. 1).   , where and are 

the unit vectors of the hexagonal honeycomb lattice, so that 

any nanotube can be described by a pair of integers (n,m) 

that define its chiral vector. For example, the chiral vector 

shown in Fig. 1(a) describes a (4,4) nanotube. The unit shell 

of the nanotube is defined as  the  rectangle  formed  by 

and the 1-D translational vector identified in Fig. 1. Also 

shown are the atomic structures of a (10,10) and a (20,0) 

CNT [Fig. 1(b)] and their density of states [Fig. 1(c)]. 

The interesting electrical properties of CNTs are due in a 

large part to the peculiar electronic structure of the graphene. 

Its band structure and its hexagonal first Brillouin zone 

Fig. 2. (a). Band structure of a graphene sheet (top) and the first 
Brillouin zone (bottom). (b) Band structure of a metallic (3,3) CNT. 
(c) Band structure of a (4,2) semiconducting CNT. The allowed 
states in the nanotubes are cuts of the graphene bands indicated by 
the white lines. If the cut passes through a K point, the CNT is 
metallic; otherwise, the CNT is semiconducting. 

 
 

are shown in Fig. 2(a). The energy surfaces describing the 

valence      and conduction     states touch at six points 

(Fermi points) lying at the Fermi level. This unusual band 

structure has immediate consequences for the electronic 

properties of graphene. While allowed states exist at the 

Fermi level, the dimensionality of the system (2-D) results 

in a vanishing density of states when integrating over the 

Fermi surface. Because of this particular situation, graphene 

is a zero-gap semiconductor. 

In the case of a nanotube there is an additional quantization 

arising from the confinement of the electrons in the circum- 

ferential direction in the tube. This requires that the circum- 

ferential component of the wave vector  can only take the 

values fulfilling the condition  where is again 

the chirality vector and  an integer. As a result, each band 

of graphene splits into a number of 1-D subbands labeled by 

. Fig. 2(b) shows the states of a (3,3) CNT. The allowed en- 

ergy states of the tube are cuts of the graphene band structure. 

When these cuts pass through a Fermi point, as in the case 

of the (3,3) nanotube, the tube is metallic. In cases where no 

cut passes through a K point, the tubes are semiconducting 

[Fig. 2(c)]. It can be shown that an (n,m) CNT is metallic 

when , it has a small gap (due to curvature-induced 

mixing) when [11], where is an integer, 

while CNTs with       are truly semiconducting [8], 

[9]. 

As long as we restrict our interest to low energies (i.e.,   

a few hundred meV from the Fermi energy   ) the band 

structure of a metallic nanotube can be approximated by two 

sets of bands with a linear dispersion intersecting at  and

 [see white lines in Fig. 2(b)]. Electrons with dE/dk 0 

move to the right, while electrons with dE/dk    0  move    

to the left. In semiconducting CNTs the two bands do not 

cross at , but a diameter-dependent band gap develops 
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with                                                           , where    is the tube’s 

diameter and the Fermi velocity [8], [9]. The above the- 

oretical predictions have been confirmed experimentally by 

scanning tunneling spectroscopy [12], [13]. 

The SWCNTs are 1-D objects and as such their two-ter- 

minal conductance is given by Landauer’s equation: [14], 

[15]   where  is the quantum 

of conductance and is the transmission of a contributing 

conduction channel (subband). The sum involves all con- 

tributing conduction channels, i.e., channels whose energy 

lies between the electrochemical potentials of the left and 

right reservoirs to which the nanotube is connected. In the 

absence of any scattering,  i.e., when all  , the resis- 

tance of a metallic SWCNT is   6.5 k 

because, as we discussed above, 2. This quantum me- 

chanical resistance is a contact resistance arising from the 

mismatch of the number of conduction channels in the CNT 

and the macroscopic metal leads. 

There is strong evidence that in the case of metallic 

SWCNTs, so that these tubes behave as ballistic conductors 

[16]–[19]. This arises from the 1-D confinement of the 

electrons which allows motion in only two directions. This 

constraint along with the requirements for energy and mo- 

mentum conservation severely reduces the phase space for 

scattering processes. However, in addition to the quantum 

mechanical contact resistance, there are other sources of 

contact resistance, such as those produced by the existence 

of metal-nanotube interface barriers, or poor coupling 

between the CNT and the leads. These types of resistance 

are very important and can dominate electrical transport in 

nanotubes, especially at low temperatures where typically 

they lead to charging and the observation of Coulomb 

blockade phenomena. Localization can also be induced by 

contacts to metallic electrodes, a fact that makes four-probe 

measurements very difficult, requiring special arrangements 

[19]. 

Unlike SWCNTs, the electrical properties of MWCNTs 

have received less attention. This is due to their complex 

structure; every carbon shell can have different electronic 

character and chirality, and the presence of shell–shell in- 

teractions [20], [21]. However, at low bias and temperatures, 

and when MWCNTs are side-bonded to metallic electrodes, 

transport is dominated by outer-shell conduction [10], [22], 

[23]. MWCNTs show 1-D or 2-D characteristics, depending 

on their diameter and the property considered. 

 
III. FABRICATION AND PERFORMANCE OF CARBON 

NANOTUBE FETS 

FETs, particularly in CMOS form, have been proven to 

be the most technologically useful device structures. It is, 

thus, natural that we have chosen to build such devices using 

CNTs. The first such devices were fabricated in 1998 [24], 

[25]. In these a single SWCNT was used to bridge two noble 

metal electrodes prefabricated by lithography on an oxidized 

silicon wafer as shown in Fig. 3. The SWCNT played the 

role of the “channel,” while the two metal electrodes func- 

tioned as the “source” and “drain” electrodes. The heavily 

 

 
 

Fig. 3. Top: AFM image of one of our early CNTFETs. Bottom: 
Schematic cross section of the CNTFET [25]. 

 
 

doped silicon wafer itself was used as the “gate” (back-gate). 

These CNTFETs behaved as p-type FETs (we will return to 

this point in Section V) and had an I(on)/I(off) current ratio 

of  10  . While  functional, the devices had a high para-  

sitic contact resistance , low drive currents (a few 

nanoamperes), low transconductance 1 nS, and high 

inverse subthreshold slopes S 1–2 V/decade. To a large ex- 

tent the unsatisfactory characteristics were due to bad con- 

tacts. The CNT was simply laid on the gold electrodes and 

was held by weak van der Waals forces. To improve the con- 

tacts we adapted a different fabrication scheme where the 

semiconducting SWCNTs (s-SWCNTs) were dispersed on 

an oxidized Si wafer, and the source and drain electrodes, 

now made of metals that are compatible with silicon tech- 

nology such as Ti or Co, were fabricated on top of them [26]. 

Thermal annealing of the contacts, which in the case of Ti 

electrodes led to the formation of TiC, produced a stronger 

coupling between the metal and the nanotube and a reduction 

of the contact resistance [26], [27]. 

Fig. 4(a) and (b) shows the output and transfer character- 

istics of such a CNTFET with Co electrodes [26]. From the 

         curves we see that the transistor is p-type and has 

a high on–off current  ratio of 10 . This new CNTFET 

configuration has a significantly reduced contact resistance, 

30 k   , a  much  higher  current in the A range, and a 

transconductance 0.34   S, i.e.,  200 times higher 

than that of van der Waals-bonded CNTFETs. 

All of the early devices were back-gated with very thick 

gate insulators (SiO  thickness      100-150 nm). As with 

conventional MOSFETs we should be able to improve their 

performance by increasing the gate capacitance by reducing 

the insulator thickness or increasing the dielectric constant. 

However, unlike in the MOSFET configuration where the 

capacitance is similar to that of a plane capacitor, i.e., gate 

capacitance , the CNTFET geometry will pre- 

dict a                                                        dependence [25]. In addition 

to increasing the gate capacitance, it is essential that each 

CNTFET is gated independently by its own gate so that com- 

plex integrated circuits can be built. 

A next generation of CNTFETs with top gates was fabri- 

cated by dispersing SWCNTs on an oxidized wafer. Atomic 



 

 
 

 
 

 
Fig. 4. (a) Output characteristics of a CNTFET with cobalt 

source and drain electrodes deposited on top of tube. (b) The 
corresponding transfer characteristics. 

 

force microscopy (AFM) imaging was used to identify single 

CNTs, and the Ti source and drain electrodes were fabricated 

on top of by e-beam lithography and liftoff [28]. After an- 

nealing at 850  C to transform the contacts into TiC  [27],   

a 15- to 20-nm-gate dielectric film was deposited by chem- 

ical vapor deposition (CVD) from a mixture of SiH and O 

at 300   C.  After annealing for 0.5 h at 600 C in N to 

densify the oxide, 50-nm-thick Ti or Al gate electrodes were 

patterned by lithography and liftoff. 

In Fig. 5(a) we show a schematic of a top-gated CNTFET, 

and in Fig. 5(b) the output characteristics of such a device 

with Ti electrodes and a 15 nm SiO gate insulator film [28]. 

Such a CNTFET can also be switched by the bottom gate 

(wafer) and the resulting characteristics can be compared 

with those of the device under top-gate operation. This de- 

vice has a superior performance; the threshold voltage of the 

top-gated CNTFET is significantly lower, 0.5 V, than under 

bottom-gated operation, 12 V.  Similarly, the drive current 

is much higher under top gating, and the transconductance is 

similarly high, 3.3 S per nanotube. 

Since the eventual objective of nanotube electronics is  

to be competitive with silicon electronics, it is important to 

compare their relative performances, despite the fact that 

the CNTFETs are still far from being optimized. In these 

experiments a single SWCNT is used, so we express the 

current carrying capabilities of the devices per unit width 

(per micrometer) as is the practice in microelectronics. The 

Fig. 5. (a) Schematic representation of one of our top-gated 
CNTFET with Ti source, drain, and gate electrodes. A 15-nm 
SiO film was used as the gate oxide. (b) The I–V characteristics 
of the device. 

 

 
Table 1 
Comparison of Key Performance Parameters for a 260 nm-Long 

Top Gate p-CNTFET, a 15-nm-Bulk Si p-MOSFET, and a 

50- nm SOI p-MOSFET 
 

 
 

diameter of the s-SWCNTs used was 1.4 nm. Table 1  

shows the comparison of the characteristics of the CNTFET 

with two recent high-performance Si p-channel devices: a 

15-nm-gate length MOSFET built on bulk silicon [29] and a 

50-nm-gate length device built using SOI technology [30]. 

We also note that an optimal device layout may require the 

use of an array of CNTFETs. In this case the results can  

be scaled to give the total current for the array [26]. The 

current would increase the denser the packing of the tubes. 

However, screening at close separations can reduce the 

actual current per CNT by up to a factor of 2 [31]. 

From Table 1 we see that the CNTFET is capable of de- 

livering three to four times higher drive currents than the Si 

MOSFETs at an overdrive of 1 V, and has about four times 

higher transconductance. From the above and other consider- 

ations, it is clear that CNTFETs, even in this early stage of de- 



 

 
 

 
 
 
 

 
 

 
Fig. 6.   Conductance (G) as a function of gate voltage (V    ) 

of a CNT bundle containing both metallic and semiconducting 
nanotubes before and after selective breakdown of the metallic 

CNTs. (a) Images of the intact and thinned nanotube bundle. (b) G 

versus V  for a thin bundle. (c) The same for a very thick bundle. 
In the latter case some semiconducting tubes had to be sacrificed in 

order to remove the innermost metallic tubes in the bundle. 

 
 

velopment, can be very competitive with the corresponding 

Si devices. Further refinements can be expected by additional 

reductions in   and the use of high- insulators. We have 

already seen significant improvements by using HfO as a 

gate insulator [32], [52]. An insight to the ultimate potential 

of CNTFETs is provided by a recent study [33]. In this nan- 

otube FET, the role of the gate was played by a droplet of an 

electrolyte connected to an electrochemical electrode. The 

combination of an electrolyte dielectric constant of about 80 

and of the ultrathin ( 0.5 nm) Hemholtz layer in the elec- 

trolyte led to an extremely high transconductance of about 20 

S. Further opportunities for improvements in the CNTFET 

performance arise from new insights on the switching mech- 

anism in the CNTFET, as will be discussed in Section V. 

 
IV. TRANSISTORS FROM NANOTUBE BUNDLES: 

BUNDLE COMPOSITION ENGINEERING 

A major impediment to the large-scale fabrication of 

CNTFETs is the fact that the current synthetic schemes for 

SWCNTs generate mixtures of metallic (m) and semicon- 

ducting (s) nanotubes. These tubes tend to adhere to each 

other, forming “bundles,” or “ropes” [34]. No good methods 

exist for the preparation of only m- or s-CNTs by selective 

synthesis or postsynthesis separation. If CNTFETs were to 

be fabricated from such a bundle, the m-CNTs in the bundle 

would short out the device, as shown in Fig. 6. Currently, 

dilute suspensions of CNT bundles are ultrasonicated and 

dispersed on a wafer. AFM imaging is then used to identify 

isolated CNTs to build the CNTFET. We have developed 

Fig. 7. Drain current versus gate voltage curves of a CNTFET 

upon interchange of its source and drain [32], [52]. 

 
 

the technique of “constructive destruction” [20] that allows 

us to selectively destroy the m-CNTs in a rope, leaving the 

s-CNTs intact. 

As we discussed earlier, CNTs can carry enormous cur- 

rent densities at low electron energies. At higher energies, 

however, optical phonon excitation is possible [35], [36]. 

This leads to current saturation and the deposition of large 

amounts of energy, which eventually destroys the CNT struc- 

ture [36]. To apply this method to remove m-CNTs from bun- 

dles, we first deposit the bundles on an oxidized Si wafer, 

then we fabricate on them an array of source drain and side 

gate electrodes. By applying an appropriate voltage bias to 

the gate, the s-CNTs can be depleted of their carriers. Then 

when a sufficiently high source-drain bias  is applied, the 

generated current passes only through the m-CNTs, leading 

to their destruction, while leaving the s-CNTs essentially in- 

tact (see Fig. 6) [20]. In this way arrays of CNTFETs can be 

generated [20]. 

 
V. THE SWITCHING MECHANISM OF CARBON NANOTUBE 

TRANSISTORS 

Up to this point we have implicitly assumed that the 

CNTFET switching mechanism is the same as that of 

conventional silicon devices. However, a number of obser- 

vations suggest otherwise. For example, Fig. 7 shows the  
versus   curves for the same CNTFET upon interchange 

of the source and drain [32], [52]. A different current is 

obtained in the two cases. If the operation of the device 

were to be dictated by the properties of the bulk CNT, then 

the saturation current would be the same, since both sets of 

curves are taken with the same CNT. However, the different 

characteristics can be accounted for if transport in the tube is 

dominated by barriers (Schottky barriers1 ) at the CNT–metal 

contacts. In that case a small asymmetry of the barriers at the 

source and drain junctions could result in different saturation 

 
1We use the term Schottky barriers in its most general sense to account for 

band bending in a semiconductor at a metal/semiconductor interface. When 
arguing about the switching in CNT transistors, we assume that there is no 
additional barrier present in our devices. 



 

 

 

Fig. 8. Temperature dependence of the inverse subthreshold 

slopes, S, of two CNTFETs with 120 nm of SiO and 20 nm of 
HfO gate oxides, respectively [32], [52]. 

 
 

currents. Further support for the existence of these barriers 

comes from the study of the subthreshold characteristics of 

CNTFETs. 

In long-channel FET devices, the drain current  varies 

exponentially with   , and for drain bias             3  k T/q 

it is essentially independent of    [37]. A device char- 

acteristic of particular importance is the gate-voltage 

swing, or inverse subthreshold slope S. This is given by 

T/q                             . 

For a fully depleted device, the depletion capacitance 

is zero; therefore, the second term in parenthesis becomes 

one. CNTs are  a  perfect  example  of  a device exhibiting 

      0, since no charge variation can occur across the tube 

circumference. Under these ideal conditions S depends only 

on the temperature and has a value of 60 mV/dec at 300 K. 

Deviations appear when interface trap states are present    

in the oxide [37]. The capacitance due to these interface  

states    is in parallel with the depletion capacitance. 

The early back-gated CNTFETs with thick (100–150 nm) 

gate oxides had unexpectantly high S values of 1–2 V/dec. 

Devices with thin oxides, such as the top-gated CNTFET  

in Fig. 5, have S  100–150 mV/dec. Interface traps could   

in principle account for these observations. However, we 

found that the high S values for thick oxides are very similar 

independent of whether an n-type, a p-type, or an ambipolar 

transistor was measured. Since there  is  no  doubt  about 

the presence of Schottky barriers in case of an ambipolar 

device, and—as we proved [32], [52]—a Schottky barrier 

model alone can explain the trend of S as a function of  
quantitatively, interface traps are not responsible for the 

high S values in case of thick gate oxides. Further evidence 

that S is determined by Schottky barriers comes from its 

temperature dependence. As can be seen from Fig. 8, S is 

temperature dependent at higher temperatures but levels off 

at temperatures below about 200 K, suggesting a carrier 

tunneling process. The described subthreshold behavior 

may be unexpected for a bulk-switched device, but can be 

fully accounted for by a Schottky barrier transistor model 

[32], [52]. Calculations of S  as a function of   based on 

the SB and bulk models along with our own and literature 

experimental data are shown in Fig. 9. The data are fitted 

well by the SB model but not by the bulk switching model. 

 
 
 
 

Fig. 9. Dependence of the inverse subthreshold slope S on the 

ratio "     =t     , where " is the effective dielectric constant and t 
is the thickness of the gate oxide. The points are experimental data 
from our own work, as well as from the literature. The solid line is 
the predicted behavior for bulk switching, while the dashed line is 
the prediction for the Schottky barrier switching model [32], [52]. 

 
 

Focusing on the Schottky barrier itself, we note that the 

electrostatics in 1-D is different than that in 3-D and it is re- 

flected in the shape of the barriers [38]. In 1-D the barriers 

are thin, showing an initial sharp drop followed by a log- 

arithmically decreasing tail. Because of the thinness of the 

barrier, tunneling in 1-D is easy and can dominate transport. 

In Fig. 10(a) we show the schematic of a top-gated CNTFET 

and the electric field generated by the gate in that structure. 

Fig. 10(b) gives the conductance of the device as a function 

of the gate voltage for different values of the Schottky barrier 

height. Finally, Fig. 10(c) shows the source Schottky barrier 

for a mid-gap CNT at three different gate voltages [38]. The 

shape of the barrier and the thinning resulting from the gate 

field can be clearly seen. 

The SB model can also provide an explanation for the 

long-standing problem involving the effect of the ambient 

on the performance of CNTFETs. Already in the first studies 

of CNTFETs, it was observed that although the CNTs used 

were not intentionally doped, the fabricated CNTFETs were 

p-type [24], [25]. These early FETs were fabricated in air.  

It was later found that when CNTs are placed in vacuum, 

their electrical resistance increased and their thermopower 

changed sign [40]. It was proposed that the CNTs transfer 

electrons to atmospheric O and, thus, become doped with 

holes [41]. 

We have performed detailed studies of this gas effect on 

nanotubes in a CNTFET configuration [42]. In our early 

studies, we used a back-gated FET configuration with a 

thick (100–150 nm) gate oxide. As Fig. 11 shows, initially 

the air-exposed CNTFET was p-type. However, after an- 

nealing under vacuum becomes n-type. Furthermore, as 

Fig. 11 shows this unexpected transformation is reversible; 

reexposure to O brings back the p character of the FET. 

Intermediate stages where the CNTFET exemplifies am- 

bipolar behavior are clearly seen. 

The above findings prove that the p character of the 

CNTFET is not an intrinsic property of the CNTs, but results 



 

 
 

 
 
 
 
 
 

 
 
 
 
 
 
 
 

 
 
 

Fig. 10. Simulation of the operation of a top-gated Schottky 
barrier CNTFET. (a) The structure of the CNTFET and the electric 

field lines (V = 2 V). (b) Conductance versus gate voltage for 
different values of the Schottky barrier. (c) The effect of gate bias 
on the Schottky barrier at the source–CNT junction [39]. 

 

 

Fig. 11. Transformation of a p-type CNTFET by annealing in 
vacuum into an n-type CNTFET and the reverse transformation 
upon exposure to O . The transformation proceeds via ambipolar 
intermediate states of the CNTFET. No threshold shifts are 

observed, and the drain current at V = 0 does not change. 

 

from the interaction with O . We have performed a number 

of experiments to ascertain the nature of this interaction. In 

Fig. 12 we show the behavior of a CNTFET upon doping 

Fig. 12. The effect of doping with increasing amounts of 

potassium on the electrical characteristics of an initially p-type 
(curve 1) CNTFET. 

 
 

Fig. 13. Qualitative diagram showing the lineup of the valence 
and conduction bands of a CNT with the metal Fermi level at the 

source–CNT junction first in air and after annealing in vacuum. 

 
 

with an electron donor, in this case potassium [42]. The 

well-known characteristics of doping, i.e., a shift of the 

threshold gate voltage and an increasing current at      0, 

are clearly seen. However, this behavior is in stark contrast 

with the behavior observed upon O exposure (see Fig. 11). 

From this and other experiments, we have concluded that 

although some doping by O may take place, this by itself 

cannot account for the observed behavior. 

As we have already shown above, transport and switching 

in CNTFETs is controlled by the Schottky barriers at the 

contacts. Oxygen then  must  affect  these  barriers.  When 

a nanotube is bonded to a metal electrode the resulting 

charge transfer determines the lineup of the nanotube bands. 

However,  this charge transfer and the resulting field can  

be strongly affected by the coadsorption of other species 

such as oxygen near or at the CNT–metal junction. These 

coadsorbates can change locally the surface potential [39] or 



 

 
 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

 

 
Fig. 14. Simulations of the effect of O and K on the CNTFETs 
current–voltage characteristics [39]. 

 

directly interact with the junction [43]. In Fig. 13 we give a 

schematic that accounts qualitatively for the band lineup at a 

metal–CNT junction in air and after annealing in a vacuum. 

The p character in air is the result of Fermi level pinning 

near the valence band maximum. 

Support for this interpretation is provided by theoretical 

modeling. In order to take advantage of the simpler electro- 

statics, we used a model of a CNT surrounded by a cylin- 

drical gate. In Fig. 14 we simulate the I–V characteristics 

of a CNTFET upon oxygen adsorption by changing the local 

surface potential [39]. Although the numbers cannot be com- 

pared because of the different device geometry used in the 

calculation, it is clear that the resulting behavior is similar 

to that of Fig. 11. In contrast, a model where fixed charges 

are placed along the length of the tube in order to simulate a 

doping interaction gives a behavior similar to that of doping 

by potassium in Fig. 12. 

The effect of oxygen dominates the behavior of CNTFETs 

as long as the gate field is weak. This was the case for our ear- 

lier structures with thick gate oxides. However, in our recent 

CNTFETs with thin oxides (     2–5 nm), we observe am- 

bipolar characteristics even in air, indicating a near midgap 

lineup of the CNT bands [53] 

 
VI. MULTIWALLED NANOTUBE FIELD-EFFECT TRANSISTORS 

Our discussion above has been limited to transistors 

made out of SWCNTs. Low-temperature studies of the 

Fig. 15. Temperature dependence of the conductance G of an 
MWCNT as a function of the gate voltage. 

 
Aharonov–Bohm effect in MWCNTs have concluded that in 

MWCNTs side-bonded to metal electrodes, effectively only 

the outer shell contributes to electrical transport [22]. One 

would expect then that MWCNTs with a semiconducting 

outer shell could be used to fabricate CNTFETs. However, 

in semiconducting CNTs, the band gap is inversely 

proportional to the tube diameter; therefore, only small-di- 

ameter MWCNTs are expected to display large switching 

ratios at room temperature. 

In Fig. 15 we show the effect of the gate voltage     on 

the conductance G of a 14-nm diameter MWCNT, at dif- 

ferent temperatures [21]. Clearly, the gate can modulate the 

conductance of the MWCNT channel at room temperature. 

However, there is a large residual conductance, which can be 

assigned to the coupling of the outer semiconducting shell to 

an inner metallic shell. This coupling is expected to be acti- 

vated with an activation energy of the order of      2. 

At low temperatures, the contribution of the inner metallic 

shell is suppressed (see Fig. 15). These observations indi- 

cate that the transport characteristics of an MWCNT at am- 

bient temperature may have contributions from more than the 

outer shell even for side-bonded CNTs. Because of the ac- 

tivated nature of the shell-to-shell transport, and given that 

the semiconducting gap is inversely proportional to the CNT 

diameter, multishell transport should be more important for 

large-diameter tubes. 
When the applied  is increased, the average energy of 

the carriers is expected to increase, as well as the coupling 

between the carbon shells. As we discussed in Section IV, 

higher electron energies lead to energy dissipation and break- 

down. Our studies of MWCNTs have shown that initiation 

of the breakdown occurs at a power threshold, which is sig- 

nificantly lower in air than in vacuum [36]. This indicates 

that an “oxidation” process takes place in air. The oxida- 

tion is most likely not a purely thermal process. Calcula- 

tions on graphite have shown that once certain defects are 

generated, e.g., di-vacancies, a self-sustaining chain reaction 

with oxygen can take place [44]. Because of the lower break- 

down threshold in air, the shell breakdown in MWCNT pro- 

ceeds sequentially from the outer to the inner shells. This 

shell-by-shell breakdown can be seen as a stepwise decrease 

in the current flowing through the CNT [see Fig. 16(a)]. It is 

also illustrated by AFM images of an MWCNT draped over 



 

 
 

Fig. 16. (a) Stepwise decrease of the current during the 
breakdown of an MWCNT. (b) Images of an MWCNT showing 

part of the initial tube, as well as segments of the same MWCNT 
from which three and ten carbon atom shells have been removed. 

 
several metal electrodes, so that individual CNT segments 

can be electrically stressed independently. Thinned segments 

that have lost three and ten shells, respectively, as well as a 

portion of the initial MWCNT, are clearly seen [Fig. 16(b)]. 

The capability to remove carbon atom shells one by one and 

identify their character through the effect of the gate field 

[20], [21], along with the diameter dependence of the band 

gap 1  allows the fabrication of CNTFETs 

with a desired  can be fabricated using the controlled 

breakdown process. 

 
VII. CARBON NANOTUBE INTEGRATED CIRCUITS: 

LOGIC GATES 

So far we have concentrated our discussion on the 

performance of individual CNTFETs. The fabrication of 

integrated circuits using such devices is the next step. In 

2001 we demonstrated that this was possible by fabricating 

a CMOS-like voltage inverter (a logic NOT gate) [45]. For 

simplicity, we used the early design of CNTFETs involving 

the CNT on top of gold electrodes 

In Fig. 17 we show the structure and electrical charac- 

teristics of an inverter circuit involving a n- and a p-CNT- 

FETs. Originally, both CNTFETs were p-type because of 

their exposure to air (oxygen). We then covered one of them 

by a protective film of PMMA (a more stable protection is 

provided by a SiO film [27]), while the other was left un- 

protected. Both of the CNTFETs were then annealed under 

vacuum, which transformed both of them into n-type. After 

cooling, the pair was exposed to oxygen, which converted 

the unprotected CNTFET to p-type, while the protected one 

remained n-type. In this way, the two complementary CNT- 

FETs needed were formed and wired. 

The inverter works the same way as an ordinary CMOS 

inverter. The input voltage is applied simultaneously to the 

gates of the complementary CNFETs. The p-CNFET is po- 

 
 

 

 
Fig. 17. (a) Schematic representation of the internanotube voltage 
inverter (NOT gate). One of the FETs is protected by a layer of 
PMMA. (b) After annealing two p-CNTFETs in vacuum to form 
two n-type CNTFETs. (c) After exposure to oxygen at 300 K. 

(d) Electrical behavior of the inverter. 

 
 

larized by a positive voltage, the n-FET by a negative voltage, 

and a common contact is used as the intermolecular inverter’s 

output. A positive input voltage turns the n-CNFET “on” (the 

p-CNFET being “off”), resulting in the transmission of the 

negative voltage to the output. A negative input, on the other 

hand, turns the p-CNFET “on,” producing a positive output. 

The electrical characteristics of the CNTFETs at each stage 

and those of the resulting inverter are shown in Fig. 17. We 

refer to this inverter circuit as an intermolecular inverter be- 

cause it involves two nanotube molecules. 

Ideally, one would like to achieve the ultimate level of inte- 

gration by fabricating the circuits along the length of a single 

CNT, i.e., form an intramolecular circuit. A first realization 

of this approach is shown in Fig. 18(a) [44]. As the AFM 

image shows, the nanotube is placed on top of three prefab- 

ricated gold electrodes. In this way two back-gated initially 

p-type CNTFETs are formed. Then they are both covered by 

PMMA and a window is opened by e-beam lithography over 

the channel of one of them. Through this window, the channel 

is n-doped using potassium as a dopant. In this way two com- 

plementary FETs are formed along the same nanotube. The 

electrical characteristics of the resulting inverter are shown 

in Fig. 18(b). It is particularly interesting that despite the fact 

that no effort was made to optimize the construction and per- 

formance of the individual CNTFETs, the resulting inverter 

had a gain of almost two. This suggests that optimized CNT- 

FETs would lead to much higher gain and can be wired along 

the length of a single CNT to produce more complex circuits. 

Following this initial work [45], more nanotube logic gates 

of complementary [46] or transistor–resistor [47] type have 

been demonstrated. 



 

 
 

Fig. 19. Sequence of lithographic and other processing steps used 
to produce selective local growth of SWCNTs by chemical vapor 

deposition using CH as the source of carbon. 

 
Fig. 18. (a) Atomic force microscope image of the intrananotube 

voltage inverter. (b) Schematic of the inverter. (c) Electrical 
behavior of the intrananotube inverter. 

 
VIII. NANOTUBE SYNTHESIS 

SWCNTs are produced using arc discharges [2], [3], laser 

ablation of a carbon target [34], or CVD [48]. In all of these 

techniques, a metal catalyst (typically Co, Fe, and/or Ni) in 

the form of nanoparticles is utilized. 

Currently, catalytic CVD is the most widely used tech- 

nique [48]. One of the advantages of this approach is that it 

allows nanotubes to be grown locally by placing the catalyst 

at the appropriate location [49]. We have experimented with 

catalytic CVD using a combination of electrolytic and litho- 

graphic approaches to control both the location and orienta- 

tion of the growth. The procedure shown in Fig. 19 involves 

the following steps: 

1) patterning a thin, heavily doped silicon surface layer 

lithographically; 

2) electrolytically etching the silicon to form porous sil- 

icon on the sidewalls of the patterned structure; 

3) protecting with photoresist the areas of the silicon sur- 

face where we do not want CNT growth; 

4) driving into the exposed pores the metal catalyst, and 

after removing the rest of the photoresist, reacting with 

CH at 1000 C to form SWCNTs. 

Fig. 20 shows SEM images of SWCNTs grown this way 

bridging adjacent silicon pads. These pads can subsequently 

be metallized. 

Quite often, the presence of heavy metal catalyst parti- 

cles in the nanotube product is unwanted but their removal 

is problematic and usually leads to damaged nanotubes. In 

applications in nanoelectronics, it is also likely that arrays 

of parallel oriented tubes will be needed in order to reduce 

the impedance of the devices and provide a high drive cur- 

rent [26]. Oriented growth of tubes is a very desirable way 

to achieve this type of nanotube organization. Postsynthesis 

alignment has also been pursued [50]. 

 

 
 

Fig. 20. Electron microscope images (top and side views) 
showing locally grown CNTs connecting silicon electrodes. 

 

 

Fig. 21. (a) STM image of oriented (parallel) SWCNTs produced 

by heating under high vacuum to 1650 C a 6 H-SiC wafer with 
a (0001) Si-face. (b) Atomic resolution STM image of a SWCNT 
produced by this method. 

 
Recently, we discovered a way to produce oriented 

SWCNTs by a catalyst-free approach [51]. This approach 

involves the thermal annealing under vacuum of SiC crys- 

tals. Specifically, 6H–SiC wafers with a polished (0001) Si 

face (this surface is equivalent to the (111) surface of cubic 

SiC (3 C–SiC)) were heated to 1650 C at 10 torr. 

Fig. 21(a) shows a scanning tunneling microscope (STM) 

image of a sample cut along the (1, 1,0,0) axis of the wafer 

resulting in a morphology characterized by well-ordered 



 

parallel steps in the (1,1, 2,0) direction. The white 1-D 

structures, identified as the CNTs, extend over several steps 

or terraces and are not present on the samples annealed     

in vacuum at a temperature below 1400 C. An atomic 

resolution image of a semiconducting nanotube is shown in 

Fig. 21(b). From such images, as well as TEM images, the 

diameter of the nanotubes produced was determined to be in 

the range of 1.2–1.6 nm. These tubes are seen to have their 

axis perpendicular to the surface steps or be aligned along 

the steps. Extensive STM and AFM studies showed that this 

organization is uniform over their entire area of the sample. 

When the surface morphology is composed of terraces, the 

nanotubes form a weblike network with a predominance of 

120 angles between straight sections (not shown) [51]. 

Along with individual SWCNTs, thicker tubes are also ob- 

served. Manipulation experiments using the tip of an AFM 

[51] indicate that these structures are SWCNT bundles, not 

MWCNTs. 

The orientation of the nanotubes could be a result of the 

growth process or may involve a postsynthesis rearrange- 

ment. Our AFM experiments show that the tubes are mo- 

bile on the surface at the high temperature used for their 

formation. This is deduced by the observation that after per- 

turbing the structure of the nanotubes by AFM manipulation, 

annealing at a temperature of 1300 C, i.e., at a tempera- 

ture lower than that needed for nanotube formation, brings 

the manipulated nanotubes back to their parallel orientation. 

Thus, we believe that the orientation of the nanotubes re- 

sults from their motion that releases part of the mechanical 

stress incorporated in the randomly grown network by fa- 

voring straight segments and by matching their orientation 

to the crystallographic structure of the surface. At the same 

time, formation of bundles contributes to the lowering of the 

total energy. 

The above findings suggest that: 1) it may be possible to 

orient preformed nanotubes on an inert substrate by heating 

them at a temperature at which they acquire sufficient mo- 

bility and 2) in principle, it is possible to synthesize nan- 

otubes in a controlled manner by patterning graphene strips 

followed by annealing. By selecting the direction of the cut 

of the strip, the chirality of the resulting nanotube can be 

chosen. 

 
IX. CONCLUSION AND THE FUTURE 

CNTs are new materials with outstanding electrical 

properties. The high conductivity and exceptional stability 

of metallic nanotubes makes them excellent candidates for 

future use as interconnects in nanodevices and circuits. FETs 

using semiconducting CNTs have operating characteristics 

that are as good as or better than state-of-the-art silicon 

devices, and significant improvements should be expected 

in the near future. However, while CNTs are one of the 

most promising materials for molecular electronics, many 

challenges remain before they can become a successful 

technology. Most challenging are the materials issues. We 

still lack a method that produces a single type of CNT. In 

this respect, seeded growth techniques are a possibility and 

need to be explored. Another possible solution involves the 

development of efficient separation techniques, and work  

is pursued in this direction with encouraging initial results. 

The sensitivity of the electrical properties of CNTs and 

CNT devices to the nature of the CNT–metal contacts and 

the ambient environment demonstrated in this article shows 

that better understanding and control of these problems is 

absolutely essential. For CNT device integration, new fabri- 

cation techniques that are based on self-assembly of CNTs 

are highly desirable. While our own current interest is in 

computer electronics, it is likely that the initial applications 

of CNT devices will be in less integrated systems such as 

sensors, or in special applications where devices of excep- 

tional miniaturization and performance are needed. Apart 

from their technological importance, CNTs are ideal model 

systems for the study and understanding of transport in 1-D 

systems and for the development of molecular fabrication 

technologies. 
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