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Foreword

Technological advances and the associated changes in
practical daily life have produced a rapidly expanding
“parallel universe” of new content, new data, and new
information sources all around us. Regardless of how
one defines it, the phenomenon of Big Data is ever
more present, ever more pervasive, and ever more
important. There is enormous value potential in Big
Data: innovative insights, improved understanding of
problems, and countless opportunities to predict—and
even to shape—the future. Data Science is the
principal means to discover and tap that potential.
Data Science provides ways to deal with and benefit
from Big Data: to see patterns, to discover
relationships, and to make sense of stunningly varied
images and information.

Not everyone has studied statistical analysis at a
deep level. People with advanced degrees in applied
mathematics are not a commodity. Relatively few
organizations have committed resources to large
collections of data gathered primarily for the purpose
of exploratory analysis. And yet, while applying the
practices of Data Science to Big Data is a valuable



differentiating strategy at present, it will be a standard
core competency in the not so distant future.

How does an organization operationalize quickly to
take advantage of this trend? We've created this book
for that exact purpose.

EMC Education Services has been listening to the
industry and organizations, observing the multi-
faceted transformation of the technology landscape,
and doing direct research in order to create curriculum
and content to help individuals and organizations
transform themselves. For the domain of Data Science
and Big Data Analytics, our educational strategy
balances three things: people—especially in the
context of data science teams, processes—such as the
analytic lifecycle approach presented in this book, and
tools and technologies—in this case with the emphasis
on proven analytic tools.

So let us help you capitalize on this new “parallel
universe” that surrounds us. We invite you to learn
about Data Science and Big Data Analytics through
this book and hope it significantly accelerates your
efforts in the transformational process.



Introduction

Big Data is creating significant new opportunities for
organizations to derive new value and create
competitive advantage from their most valuable asset:
information. For businesses, Big Data helps drive
efficiency, quality, and personalized products and
services, producing improved levels of customer
satisfaction and profit. For scientific efforts, Big Data
analytics enable new avenues of investigation with
potentially richer results and deeper insights than
previously available. In many cases, Big Data analytics
integrate structured and unstructured data with real-
time feeds and queries, opening new paths to
innovation and insight.

This book provides a practitioner's approach to some
of the key techniques and tools used in Big Data
analytics. Knowledge of these methods will help
people become active contributors to Big Data
analytics projects. The book's content is designed to
assist multiple stakeholders: business and data
analysts looking to add Big Data analytics skills to their
portfolio; database professionals and managers of
business intelligence, analytics, or Big Data groups



looking to enrich their analytic skills; and college
graduates investigating data science as a career field.

The content is structured in twelve chapters. The
first chapter introduces the reader to the domain of Big
Data, the drivers for advanced analytics, and the role
of the data scientist. The second chapter presents an
analytic project lifecycle designed for the particular
characteristics and challenges of hypothesis-driven
analysis with Big Data.

Chapter 3 examines fundamental statistical
techniques in the context of the open source R analytic
software environment. This chapter also highlights the
importance of exploratory data analysis via
visualizations and reviews the key notions of
hypothesis development and testing.

Chapters 4 through 9 discuss a range of advanced
analytical methods, including clustering, classification,
regression analysis, time series and text analysis.

Chapters 10 and 11 focus on specific technologies
and tools that support advanced analytics with Big
Data. In particular, the MapReduce paradigm and its
instantiation in the Hadoop ecosystem, as well as
advanced topics in SQL and in-database text analytics
form the focus of these chapters.

Chapter 12 provides guidance on operationalizing
Big Data analytics projects. This chapter focuses on
creating the final deliverables, converting an analytics
project to an ongoing asset of an organization's



operation, and creating clear, useful visual outputs
based on the data.

EMC Academic Alliance

University and college faculties are invited to join the
Academic Alliance program to access unique “open”
curriculum-based education on the following topics:

Data Science and Big Data Analytics

Information Storage and Management

Cloud Infrastructure and Services

Backup Recovery Systems and Architecture

The program provides faculty with course resources
to prepare students for opportunities that exist in
today's evolving IT industry at no cost. For more
information, Visit http://education.EMC. con/academicalliance.

EMC Proven Professional
Certification

EMC Proven Professional is a leading education and
certification program in the IT industry, providing
comprehensive coverage of information storage


http://education.emc.com/academicalliance

technologies, virtualization, cloud computing, data
science/Big Data analytics, and more.

Being proven means investing in yourself and
formally validating your expertise.

This book prepares you for Data Science Associate
(EMCDSA) certification. Visit nttp://education.eMc.com  fOr

details.
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Introduction to Big

Data
Analytics

Much has Business Intelligence versus Data Science
bee The Data Scientist Key roles for the new Big Data ecosystem

n Examples of Big Data analytics
written about Big Data and

the need for advanced analytics within industry,
academia, and government. Availability of new data
sources and the rise of more complex analytical
opportunities have created a need to rethink existing
data architectures to enable analytics that take
advantage of Big Data. In addition, significant debate
exists about what Big Data is and what kinds of skills
are required to make best use of it. This chapter
explains several key concepts to clarify what is meant



by Big Data, why advanced analytics are needed, how
Data Science differs from Business Intelligence (Bl),
and what new roles are needed for the new Big Data
ecosystem.

1.1 Big Data Overview

Data is created constantly, and at an ever-increasing
rate. Mobile phones, social media, imaging
technologies to determine a medical diagnosis—all
these and more create new data, and that must be
stored somewhere for some purpose. Devices and
sensors automatically generate diagnostic information
that needs to be stored and processed in real time.
Merely keeping up with this huge influx of data is
difficult, but substantially more challenging is
analyzing vast amounts of it, especially when it does
not conform to traditional notions of data structure, to
identify meaningful patterns and extract useful
information. These challenges of the data deluge
present the opportunity to transform business,
government, science, and everyday life.

Several industries have led the way in developing
their ability to gather and exploit data:

« Credit card companies monitor every purchase
their customers make and can identify fraudulent
purchases with a high degree of accuracy using



rules derived by processing billions of
transactions.

« Mobile phone companies analyze subscribers’
calling patterns to determine, for example,
whether a caller's frequent contacts are on a rival
network. If that rival network is offering an
attractive promotion that might cause the
subscriber to defect, the mobile phone company
can proactively offer the subscriber an incentive to
remain in her contract.

« For companies such as LinkedIn and Facebook,
data itself is their primary product. The valuations
of these companies are heavily derived from the
data they gather and host, which contains more
and more intrinsic value as the data grows.

Three attributes stand out as defining Big Data
characteristics:

« Huge volume of data: Rather than thousands or
millions of rows, Big Data can be billions of rows
and millions of columns.

. Complexity of data types and structures: Big
Data reflects the variety of new data sources,
formats, and structures, including digital traces
being left on the web and other digital repositories
for subsequent analysis.



- Speed of new data creation and growth: Big
Data can describe high velocity data, with rapid
data ingestion and near real time analysis.

Although the volume of Big Data tends to attract the
most attention, generally the variety and velocity of
the data provide a more apt definition of Big Data. (Big
Data is sometimes described as having 3 Vs: volume,
variety, and velocity.) Due to its size or structure, Big
Data cannot be efficiently analyzed using only
traditional databases or methods. Big Data problems
require new tools and technologies to store, manage,
and realize the business benefit. These new tools and
technologies enable creation, manipulation, and
management of large datasets and the storage
environments that house them. Another definition of
Big Data comes from the McKinsey Global report from
2011:

Big Data is data whose scale, distribution, diversity, and/or

timeliness require the use of new technical architectures

and analytics to enable insights that unlock new sources of
business value.

McKinsey & Co.; Big Data: The Next Frontier for Innovation,
Competition, and Productivity [1]

McKinsey's definition of Big Data implies that
organizations will need new data architectures and
analytic sandboxes, new tools, new analytical
methods, and an integration of multiple skills into the



new role of the data scientist, which will be discussed
in Section 1.3. Figure 1-1 highlights several sources of
the Big Data deluge.

What's Driving Data Deluge?

Video Video

Surveillance Rendering
nreann B ig g
- g
Geophysical Medical Gene

Exploration Imaging Sequencing

Ficure 1-1 What's driving the data deluge

The rate of data creation is accelerating, driven by
many of the items in Figure 1-1.

Social media and genetic sequencing are among the
fastest-growing sources of Big Data and examples of
untraditional sources of data being used for analysis.

For example, in 2012 Facebook users posted 700
status updates per second worldwide, which can be
leveraged to deduce latent interests or political views
of users and show relevant ads. For instance, an
update in which a woman changes her relationship
status from “single” to “engaged” would trigger ads on



bridal dresses, wedding planning, or name-changing
services.

Facebook can also construct social graphs to analyze
which users are connected to each other as an
interconnected network. In March 2013, Facebook
released a new feature called “Graph Search,”
enabling users and developers to search social graphs
for people with similar interests, hobbies, and shared
locations.

Another example comes from genomics. Genetic
sequencing and human genome mapping provide a
detailed understanding of genetic makeup and lineage.
The health care industry is looking toward these
advances to help predict which illnesses a person is
likely to get in his lifetime and take steps to avoid
these maladies or reduce their impact through the use
of personalized medicine and treatment. Such tests
also highlight typical responses to different
medications and pharmaceutical drugs, heightening
risk awareness of specific drug treatments.

While data has grown, the cost to perform this work
has fallen dramatically. The cost to sequence one
human genome has fallen from $100 million in 2001 to
$10,000 in 2011, and the cost continues to drop. Now,
websites such as 23andme (Figure 1-2) offer
genotyping for less than $100. Although genotyping
analyzes only a fraction of a genome and does not
provide as much granularity as genetic sequencing, it



does point to the fact that data and complex analysis
is becoming more prevalent and less expensive to

deploy.
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Ficure 1-2 Examples of what can be learned through

genotyping, from 23andme.com

As illustrated by the examples of social media and
genetic sequencing, individuals and organizations both
derive benefits from analysis of ever-larger and more
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complex datasets that require increasingly powerful
analytical capabilities.

1.1.1 DATA STRUCTURES

Big data can come in multiple forms, including
structured and non-structured data such as financial
data, text files, multimedia files, and genetic
mappings. Contrary to much of the traditional data
analysis performed by organizations, most of the Big
Data is unstructured or semi-structured in nature,
which requires different techniques and tools to
process and analyze. [2] Distributed computing
environments and massively parallel processing (MPP)
architectures that enable parallelized data ingest and
analysis are the preferred approach to process such
complex data.

With this in mind, this section takes a closer look at
data structures.

Figure 1-3 shows four types of data structures, with
80-90% of future data growth coming from non-
structured data types. [2] Though different, the four
are commonly mixed. For example, a classic Relational
Database Management System (RDBMS) may store
call logs for a software support call center. The RDBMS
may store characteristics of the support calls as typical
structured data, with attributes such as time stamps,
machine type, problem type, and operating system. In



addition, the system will likely have unstructured,
quasi- or semi-structured data, such as free-form call
log information taken from an e-mail ticket of the
problem, customer chat history, or transcript of a
phone call describing the technical problem and the
solution or audio file of the phone call conversation.
Many insights could be extracted from the

unstructured, quasi- or semi-structured data in the call
center data.

Big Data Characteristics: Data Structures
Data Growth Is Increasingly Unstructured

Structured

“Quasi” Structured

More Structured

Big Data Growth is Increasingly
unstructured

Although analyzing structured data tends to be the
most familiar technique, a different technique is
required to meet the challenges to analyze semi-



structured data (shown as XML), quasi-structured
(shown as a clickstream), and unstructured data.

Here are examples of how each of the four main
types of data structures may look.

« Structured data: Data containing a defined data
type, format, and structure (that is, transaction
data, online analytical processing [OLAP] data
cubes, traditional RDBMS, CSV files, and even
simple spreadsheets). See Figure 1-4.

SUMMER FOOD SERVICE PROGRAM 1]
(Data as of August 01, 2011}

Figcal Number of Peak (July) Meals Total Federal
Year Sites Participation| Served Expenditures 2]
.......... Thousands———-—- —Mil.— —Millign $—
1969 1.2 99 2.2 0.3
1970 1.9 27 .2 1.8
1971 32 5RY 29.0 8.2
1972 6.5 1,080 73.5 213
1973 112 1,437 B5 4 26 6
1974 10.6 1,403 63.5 3.6
1975 12.0 1,785 84.3 50.3
1976 16.0 2,453 104.3 734
Tl 3] 224 3,455 158.0 68.9
1977 237 2,79 170.4 114.4
1978 224 2,333 1203 100.3
1979 230 2,126 121.8 1086
1980 216 1,922 108.2 1101
1931 206 1,726 503 105.9
1982 4.4 1,397 68.2 87.1
1983 14.9 1,401 1.3 434
1934 161 1,422 73.3 86.2
1355 16.0 1,462 7.2 111.5
1936 16.1 1,508 A 114.7
1387 16.9 1,560 73.9 123.3
1988 172 1.577 803 1333
1335 18.5 1,652 6.0 143.8
1940 192 1 692 o I 163 3

Example of structured data



« Semi-structured data: Textual data files with a
discernible pattern that enables parsing (such as
Extensible Markup Language [XML] data files that
are self-describing and defined by an XML
schema). See Figure 1-5.

« Quasi-structured data: Textual data with erratic
data formats that can be formatted with effort,
tools, and time (for instance, web clickstream data
that may contain inconsistencies in data values
and formats). See Figure 1-6.

- Unstructured data: Data that has no inherent
structure, which may include text documents,
PDFs, images, and video. See Figure 1-7.

Quasi-structured data is a common phenomenon
that bears closer scrutiny. Consider the following
example. A user attends the EMC World conference
and subsequently runs a Google search online to find
information related to EMC and Data Science. This
would produce a URL such as https://www.google.com/#q=EMC+

datatscience and a list of results, such as in the first
graphic of Figure 1-5.


https://www.google.com/#q=EMC+data+science
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Ficure 1-5 Example of semi-structured data

After doing this search, the user may choose the
second link, to read more about the headline “Data
Scientist—EMC Education, Training, and Certification.”
This brings the user to an emc.con Site focused on this

topic and a new URL,

https://education.emc.com/guest/campaign/data science.aspx, that


http://emc.com/
https://education.emc.com/guest/campaign/data_science

displays the page shown as (2) in Figure 1-6. Arriving
at this site, the user may decide to click to learn more
about the process of becoming certified in data
science. The user chooses a link toward the top of the
page on Certifications, bringing the user to a new URL:
https://education.emc.com/guest/certification/framework/stf/data science.aspx
, which is (3) in Figure 1-6.

Visiting these three websites adds three URLs to the
log files monitoring the user's computer or network
use. These three URLs are:

https://www.google.com/#qg=EMC+data+science
https://education.emc.com/guest/campaign/data science.aspx

https://education.emc.com/guest/certification/framework/stf/data science.aspx


https://education.emc.com/guest/certification/framework/stf/data_science.aspx
https://www.google.com/#q=EMC+data+science
https://education.emc.com/guest/campaign/data_science.aspx
https://education.emc.com/guest/certification/framework/stf/data_science.aspx
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Ficure 1-6 Example of EMC Data Science search
results



Example of unstructured data: video about
Antarctica expedition [3]

This set of three URLs reflects the websites and
actions taken to find Data Science information related
to EMC. Together, this comprises a clickstream that
can be parsed and mined by data scientists to discover
usage patterns and uncover relationships among clicks
and areas of interest on a website or group of sites.

The four data types described in this chapter are
sometimes generalized into two groups: structured and
unstructured data. Big Data describes new kinds of
data with which most organizations may not be used
to working. With this in mind, the next section
discusses common technology architectures from the
standpoint of someone wanting to analyze Big Data.



1.1.2 ANALYST
PERSPECTIVE ON DATA
REPOSITORIES

The introduction of spreadsheets enabled business
users to create simple logic on data structured in rows
and columns and create their own analyses of business
problems. Database administrator training is not
required to create spreadsheets: They can be set up to
do many things quickly and independently of
information technology (IT) groups. Spreadsheets are
easy to share, and end users have control over the
logic involved. However, their proliferation can result in
“many versions of the truth.” In other words, it can be
challenging to determine if a particular user has the
most relevant version of a spreadsheet, with the most
current data and logic in it. Moreover, if a laptop is lost
or a file becomes corrupted, the data and logic within
the spreadsheet could be lost. This is an ongoing
challenge because spreadsheet programs such as
Microsoft Excel still run on many computers worldwide.
With the proliferation of data islands (or spreadmarts),
the need to centralize the data is more pressing than
ever.

As data needs grew, so did more scalable data
warehousing solutions. These technologies enabled
data to be managed centrally, providing benefits of
security, failover, and a single repository where users



could rely on getting an “official” source of data for
financial reporting or other mission-critical tasks. This
structure also enabled the creation of OLAP cubes and
Bl analytical tools, which provided quick access to a
set of dimensions within an RDBMS. More advanced
features enabled performance of in-depth analytical
techniques such as regressions and neural networks.
Enterprise Data Warehouses (EDWSs) are critical for
reporting and Bl tasks and solve many of the problems
that proliferating spreadsheets introduce, such as
which of multiple versions of a spreadsheet is correct.
EDWs—and a good Bl strategy—provide direct data
feeds from sources that are centrally managed, backed
up, and secured.

Despite the benefits of EDWs and BI, these systems
tend to restrict the flexibility needed to perform robust
or exploratory data analysis. With the EDW model,
data is managed and controlled by IT groups and
database administrators (DBAs), and data analysts
must depend on IT for access and changes to the data
schemas. This imposes longer lead times for analysts
to get data; most of the time is spent waiting for
approvals rather than starting meaningful work.
Additionally, many times the EDW rules restrict
analysts from building datasets. Consequently, it is
common for additional systems to emerge containing
critical data for constructing analytic datasets,
managed locally by power users. IT groups generally



dislike existence of data sources outside of their
control because, unlike an EDW, these datasets are not
managed, secured, or backed up. From an analyst
perspective, EDW and Bl solve problems related to
data accuracy and availability. However, EDW and BI
introduce new problems related to flexibility and
agility, which were less pronounced when dealing with
spreadsheets.

A solution to this problem is the analytic sandbox,
which attempts to resolve the conflict for analysts and
data scientists with EDW and more formally managed
corporate data. In this model, the IT group may still
manage the analytic sandboxes, but they will be
purposefully designed to enable robust analytics, while
being centrally managed and secured. These
sandboxes, often referred to as workspaces, are
designed to enable teams to explore many datasets in
a controlled fashion and are not typically used for
enterprise-level financial reporting and sales
dashboards.

Many times, analytic sandboxes enable high-
performance computing using in-database processing
—the analytics occur within the database itself. The
idea is that performance of the analysis will be better if
the analytics are run in the database itself, rather than
bringing the data to an analytical tool that resides
somewhere else. In-database analytics, discussed
further in Chapter 11, “Advanced Analytics—



Technology and Tools: In-Database Analytics,” creates
relationships to multiple data sources within an
organization and saves time spent creating these data
feeds on an individual basis. In-database processing
for deep analytics enables faster turnaround time for
developing and executing new analytic models, while
reducing, though not eliminating, the cost associated
with data stored in local, “shadow” file systems. In
addition, rather than the typical structured data in the
EDW, analytic sandboxes can house a greater variety
of data, such as raw data, textual data, and other
kinds of unstructured data, without interfering with
critical production databases. Table 1-1 summarizes
the characteristics of the data repositories mentioned
in this section.

Types of Data Repositories, from an Analyst
Perspective

Data Characteristic
Repository s

Spreadsheets Spreadsheets and low-volume databases for
and data recordkeeping

ETHES Analyst depends on data extracts.

(“spreadmart
S")

Data Centralized data containers in a purpose-built space

Warehouses g, 5n0rts BI and reporting, but restricts robust

analyses



Analyst dependent on IT and DBAs for data access
and schema changes

Analysts must spend significant time to get
aggregated and disaggregated data extracts from
multiple sources.

Analytic Data assets gathered from multiple sources and
Sandbox technologies for analysis
(workspaces)

Enables flexible, high-performance analysis in a
nonproduction environment; can leverage in-
database processing

Reduces costs and risks associated with data
replication into “shadow” file systems

“Analyst owned” rather than “DBA owned”

There are several things to consider with Big Data
Analytics projects to ensure the approach fits with the
desired goals. Due to the characteristics of Big Data,
these projects lend themselves to decision support for
high-value, strategic decision making with high
processing complexity. The analytic techniques used in
this context need to be iterative and flexible, due to
the high volume of data and its complexity. Performing
rapid and complex analysis requires high throughput
network connections and a consideration for the
acceptable amount of latency. For instance, developing
a real-time product recommender for a website
imposes greater system demands than developing a



near-real-time recommender, which may still provide
acceptable performance, have slightly greater latency,
and may be cheaper to deploy. These considerations
require a different approach to thinking about analytics
challenges, which will be explored further in the next
section.

1.2 State of the Practice
in Analytics

Current business problems provide many opportunities
for organizations to become more analytical and data
driven, as shown in Table 1-2.

Business Drivers for Advanced Analytics

Business
Driver

Optimize business Sales, pricing, profitability, efficiency
operations

Identify business risk Customer churn, fraud, default
Predict new business Upsell, cross-sell, best new customer
opportunities prospects

Comply with laws or Anti-Money Laundering, Fair Lending,

regulatory requirements | Basel II-III, Sarbanes-Oxley (SOX)

Table 1-2 outlines four categories of common
business problems that organizations contend with



where they have an opportunity to leverage advanced
analytics to create competitive advantage. Rather than
only performing standard reporting on these areas,
organizations can apply advanced analytical
techniques to optimize processes and derive more
value from these common tasks. The first three
examples do not represent new problems.
Organizations have been trying to reduce customer
churn, increase sales, and cross-sell customers for
many years. What is new is the opportunity to fuse
advanced analytical techniques with Big Data to
produce more impactful analyses for these traditional
problems. The last example portrays emerging
regulatory requirements. Many compliance and
regulatory laws have been in existence for decades,
but additional requirements are added every year,
which represent additional complexity and data
requirements for organizations. Laws related to anti-
money laundering (AML) and fraud prevention require
advanced analytical techniques to comply with and
manage properly.

1.2.1 Bl VERSUS DATA
SCIENCE

The four business drivers shown in Table 1-2 require a
variety of analytical techniques to address them
properly. Although much is written generally about



analytics, it is important to distinguish between Bl and
Data Science. As shown in Figure 1-8, there are several
ways to compare these groups of analytical
techniques.

One way to evaluate the type of analysis being
performed is to examine the time horizon and the kind
of analytical approaches being used. Bl tends to
provide reports, dashboards, and queries on business
questions for the current period or in the past. Bl
systems make it easy to answer questions related to
guarter-to-date revenue, progress toward quarterly
targets, and understand how much of a given product
was sold in a prior quarter or year. These questions
tend to be closed-ended and explain current or past
behavior, typically by aggregating historical data and
grouping it in some way. Bl provides hindsight and
some insight and generally answers questions related
to “when” and “where” events occurred.

By comparison, Data Science tends to use
disaggregated data in a more forward-looking,
exploratory way, focusing on analyzing the present
and enabling informed decisions about the future.
Rather than aggregating historical data to look at how
many of a given product sold in the previous quarter, a
team may employ Data Science techniques such as
time series analysis, further discussed in Chapter 8,
“Advanced Analytical Theory and Methods: Time Series
Analysis,” to forecast future product sales and revenue



more accurately than extending a simple trend line. In
addition, Data Science tends to be more exploratory in
nature and may use scenario optimization to deal with
more open-ended questions. This approach provides
insight into current activity and foresight into future
events, while generally focusing on questions related
to “how” and “why” events occur.

Where Bl problems tend to require highly structured
data organized in rows and columns for accurate
reporting, Data Science projects tend to use many
types of data sources, including large or
unconventional datasets. Depending on an
organization's goals, it may choose to embark on a BI
project if it is doing reporting, creating dashboards, or
performing simple visualizations, or it may choose
Data Science projects if it needs to do a more
sophisticated analysis with disaggregated or varied
datasets.
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Ficure 1-8 Comparing Bl with Data Science

1.2.2 CURRENT ANALYTICAL
ARCHITECTURE

As described earlier, Data Science projects need
workspaces that are purpose-built for experimenting
with data, with flexible and agile data architectures.
Most organizations still have data warehouses that
provide excellent support for traditional reporting and
simple data analysis activities but unfortunately have



a more difficult time supporting more robust analyses.
This section examines a typical analytical data
architecture that may exist within an organization.

Figure 1-9 shows a typical data architecture and
several of the challenges it presents to data scientists
and others trying to do advanced analytics. This
section examines the data flow to the Data Scientist
and how this individual fits into the process of getting
data to analyze on projects.

Deparurental
Warehouse

Dals
Science
Users

Ficure 1-9 Typical analytic architecture

1. For data sources to be loaded into the data
warehouse, data needs to be well understood,
structured, and normalized with the appropriate
data type definitions. Although this kind of
centralization enables security, backup, and



failover of highly critical data, it also means that
data typically must go through significant
preprocessing and checkpoints before it can
enter this sort of controlled environment, which
does not lend itself to data exploration and
iterative analytics.

2. As a result of this level of control on the EDW,
additional local systems may emerge in the form
of departmental warehouses and local data
marts that business users create to
accommodate their need for flexible analysis.
These local data marts may not have the same
constraints for security and structure as the main
EDW and allow users to do some level of more in-
depth analysis. However, these one-off systems
reside in isolation, often are not synchronized or
integrated with other data stores, and may not
be backed up.

3. Once in the data warehouse, data is read by
additional applications across the enterprise for
Bl and reporting purposes. These are high-
priority operational processes getting critical
data feeds from the data warehouses and
repositories.

4. At the end of this workflow, analysts get data
provisioned for their downstream analytics.
Because users generally are not allowed to run
custom or intensive analytics on production



databases, analysts create data extracts from
the EDW to analyze data offline in R or other
local analytical tools. Many times these tools are
limited to in-memory analytics on desktops
analyzing samples of data, rather than the entire
population of a dataset. Because these analyses
are based on data extracts, they reside in a
separate location, and the results of the analysis
—and any insights on the quality of the data or
anomalies—rarely are fed back into the main
data repository.

Because new data sources slowly accumulate in the
EDW due to the rigorous validation and data
structuring process, data is slow to move into the
EDW, and the data schema is slow to change.
Departmental data warehouses may have been
originally designed for a specific purpose and set of
business needs, but over time evolved to house more
and more data, some of which may be forced into
existing schemas to enable Bl and the creation of OLAP
cubes for analysis and reporting. Although the EDW
achieves the objective of reporting and sometimes the
creation of dashboards, EDWs generally limit the
ability of analysts to iterate on the data in a separate
nonproduction environment where they can conduct
in-depth analytics or perform analysis on unstructured
data.



The typical data architectures just described are
designed for storing and processing mission-critical
data, supporting enterprise applications, and enabling
corporate reporting activities. Although reports and
dashboards are still important for organizations, most
traditional data architectures inhibit data exploration
and more sophisticated analysis. Moreover, traditional
data architectures have several additional implications
for data scientists.

- High-value data is hard to reach and leverage, and
predictive analytics and data mining activities are
last in line for data. Because the EDWs are
designed for central data management and
reporting, those wanting data for analysis are
generally prioritized after operational processes.

« Data moves in batches from EDW to local
analytical tools. This workflow means that data
scientists are limited to performing in-memory
analytics (such as with R, SAS, SPSS, or Excel),
which will restrict the size of the datasets they can
use. As such, analysis may be subject to
constraints of sampling, which can skew model
accuracy.

- Data Science projects will remain isolated and ad
hoc, rather than centrally managed. The
implication of this isolation is that the organization



can never harness the power of advanced analytics
in a scalable way, and Data Science projects will
exist as nonstandard initiatives, which are
frequently not aligned with corporate business
goals or strategy.

All  these symptoms of the traditional data
architecture result in a slow “time-to-insight” and
lower business impact than could be achieved if the
data were more readily accessible and supported by
an environment that promoted advanced analytics. As
stated earlier, one solution to this problem is to
introduce analytic sandboxes to enable data scientists
to perform advanced analytics in a controlled and
sanctioned way. Meanwhile, the current Data
Warehousing solutions continue offering reporting and
Bl services to support management and mission-
critical operations.

1.2.3 DRIVERS OF BIG DATA

To better understand the market drivers related to Big
Data, it is helpful to first understand some past history
of data stores and the kinds of repositories and tools to
manage these data stores.

As shown in Figure 1-10, in the 1990s the volume of
information was often measured in terabytes. Most
organizations analyzed structured data in rows and



columns and used relational databases and data
warehouses to manage large stores of enterprise
information. The following decade saw a proliferation
of different kinds of data sources—mainly productivity
and publishing tools such as content management
repositories and networked attached storage systems
—to manage this kind of information, and the data
began to increase in size and started to be measured
at petabyte scales. In the 2010s, the information that
organizations try to manage has broadened to include
many other kinds of data. In this era, everyone and
everything is leaving a digital footprint. Figure 1-10
shows a summary perspective on sources of Big Data
generated by new applications and the scale and
growth rate of the data. These applications, which
generate data volumes that can be measured in
exabyte scale, provide opportunities for new analytics
and driving new value for organizations. The data now
comes from multiple sources, such as these:

« Medical information, such as genomic sequencing
and diagnostic imaging

« Photos and video footage uploaded to the World
Wide Web

. Video surveillance, such as the thousands of video
cameras spread across a city



« Mobile devices, which provide geospatial location
data of the users, as well as metadata about text
messages, phone calls, and application usage on

smart phones

- Smart devices, which provide sensor-based
collection of information from smart electric grids,
smart buildings, and many other public and
industry infrastructures

- Nontraditional IT devices, including the use of
radio-frequency identification (RFID) readers, GPS
navigation systems, and seismic processing
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Data evolution and the rise of Big Data
sources

The Big Data trend is generating an enormous
amount of information from many new sources. This
data deluge requires advanced analytics and new
market players to take advantage of these
opportunities and new market dynamics, which will be
discussed in the following section.

1.2.4 EMERGING BIG DATA
ECOSYSTEM AND A NEW
APPROACH TO ANALYTICS

Organizations and data collectors are realizing that the
data they can gather from individuals contains intrinsic
value and, as a result, a new economy is emerging. As
this new digital economy continues to evolve, the
market sees the introduction of data vendors and data
cleaners that use crowdsourcing (such as Mechanical
Turk and GalaxyZoo) to test the outcomes of machine
learning techniques. Other vendors offer added value
by repackaging open source tools in a simpler way and
bringing the tools to market. Vendors such as
Cloudera, Hortonworks, and Pivotal have provided this
value-add for the open source framework Hadoop.

As the new ecosystem takes shape, there are four
main groups of players within this interconnected web.



These are shown in Figure 1-11.

« Data devices [shown in the (1) section of Figure
1-11] and the “Sensornet” gather data from
multiple locations and continuously generate new
data about this data. For each gigabyte of new
data created, an additional petabyte of data is
created about that data. [2]

« For example, consider someone playing an
online video game through a PC, game
console, or smartphone. In this case, the video
game provider captures data about the skill
and levels attained by the player. Intelligent
systems monitor and log how and when the
user plays the game. As a consequence, the
game provider can fine-tune the difficulty of
the game, suggest other related games that
would most likely interest the user, and offer
additional equipment and enhancements for
the character based on the user's age, gender,
and interests. This information may get stored
locally or uploaded to the game provider's
cloud to analyze the gaming habits and
opportunities for upsell and cross-sell, and
identify archetypical profiles of specific kinds
of users.



« Smartphones provide another rich source of
data. In addition to messaging and basic phone
usage, they store and transmit data about
Internet usage, SMS usage, and real-time
location. This metadata can be used for
analyzing traffic patterns by scanning the
density of smart-phones in locations to track
the speed of cars or the relative traffic
congestion on busy roads. In this way, GPS
devices in cars can give drivers real-time
updates and offer alternative routes to avoid
traffic delays.

« Retail shopping loyalty cards record not just
the amount an individual spends, but the
locations of stores that person visits, the kinds
of products purchased, the stores where goods
are purchased most often, and the
combinations of products purchased together.
Collecting this data provides insights into
shopping and travel habits and the likelihood
of successful advertisement targeting for
certain types of retail promotions.

. Data collectors [the blue ovals, identified as (2)
within Figure 1-11] include sample entities that
collect data from the device and users.



« Data results from a cable TV provider tracking
the shows a person watches, which TV
channels someone will and will not pay for to
watch on demand, and the prices someone is
willing to pay for premium TV content

« Retail stores tracking the path a customer
takes through their store while pushing a
shopping cart with an RFID chip so they can
gauge which products get the most foot traffic
using geospatial data collected from the RFID
chips

- Data aggregators (the dark gray ovals in Figure
1-11, marked as (3)) make sense of the data
collected from the various entities from the
“SensorNet” or the “Internet of Things.” These
organizations compile data from the devices and
usage patterns collected by government agencies,
retail stores, and websites. In turn, they can
choose to transform and package the data as
products to sell to list brokers, who may want to
generate marketing lists of people who may be
good targets for specific ad campaigns.

- Data users and buyers are denoted by (4) in
Figure 1-11. These groups directly benefit from
the data collected and aggregated by others within
the data value chain.



- Retail banks, acting as a data buyer, may want
to know which customers have the highest
likelihood to apply for a second mortgage or a
home equity line of credit. To provide input for
this analysis, retail banks may purchase data
from a data aggregator. This kind of data may
include demographic information about people
living in specific locations; people who appear
to have a specific level of debt, yet still have
solid credit scores (or other characteristics
such as paying bills on time and having
savings accounts) that can be used to infer
credit worthiness; and those who are
searching the web for information about
paying off debts or doing home remodeling
projects. Obtaining data from these various
sources and aggregators will enable a more
targeted marketing campaign, which would
have been more challenging before Big Data
due to the lack of information or high-
performing technologies.

- Using technologies such as Hadoop to perform
natural language processing on unstructured,
textual data from social media websites, users
can gauge the reaction to events such as
presidential campaigns. People may, for
example, want to determine public sentiments
toward a candidate by analyzing related blogs



and online comments. Similarly, data users
may want to track and prepare for natural
disasters by identifying which areas a
hurricane affects first and how it moves, based
on which geographic areas are tweeting about
it or discussing it via social media.
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Ficure 1-11 Emerging Big Data ecosystem

As illustrated by this emerging Big Data ecosystem,
the kinds of data and the related market dynamics
vary greatly. These datasets can include sensor data,
text, structured datasets, and social media. With this in
mind, it is worth recalling that these datasets will not
work well within traditional EDWSs, which were
architected to streamline reporting and dashboards



and be centrally managed. Instead, Big Data problems
and projects require different approaches to succeed.

Analysts need to partner with IT and DBAs to get the
data they need within an analytic sandbox. A typical
analytical sandbox contains raw data, aggregated
data, and data with multiple kinds of structure. The
sandbox enables robust exploration of data and
requires a savvy user to leverage and take advantage
of data in the sandbox environment.

1.3 Key Roles for the New
Big Data Ecosystem

As explained in the context of the Big Data ecosystem
in Section 1.2.4, new players have emerged to curate,
store, produce, clean, and transact data. In addition,
the need for applying more advanced analytical
techniques to increasingly complex business problems
has driven the emergence of new roles, new
technology platforms, and new analytical methods.
This section explores the new roles that address these
needs, and subsequent chapters explore some of the
analytical methods and technology platforms.

The Big Data ecosystem demands three categories
of roles, as shown in Figure 1-12. These roles were
described in the McKinsey Global study on Big Data,
from May 2011 [1].



Three Key Roles of The New Data Ecosystem

Data Scientists

Deep Analytical Talent 4= Projected U.S, talent
gap: 140,000 to 190,000

Data Savvy Professionals = M E miton

Technology and Data Enablers

Note: Figutes above reflect a projected tabent gap in US i 2008, s shown in Meinsey May 2011 arficle *Big Data: The Mext Frontiet for
Intsavation, Competition, and Praductivity”

Ficure 1-12 Key roles of the new Big Data ecosystem

The  first group—Deep Analytical Talent—is
technically savvy, with strong analytical skills.
Members possess a combination of skills to handle
raw, unstructured data and to apply complex analytical
techniques at massive scales. This group has
advanced training in quantitative disciplines, such as
mathematics, statistics, and machine learning. To do
their jobs, members need access to a robust analytic
sandbox or workspace where they can perform large-
scale analytical data experiments. Examples of current
professions fitting into this group include statisticians,
economists, mathematicians, and the new role of the
Data Scientist.



The McKinsey study forecasts that by the year 2018,
the United States will have a talent gap of 140,000-
190,000 people with deep analytical talent. This does
not represent the number of people needed with deep
analytical talent; rather, this range represents the
difference between what will be available in the
workforce compared with what will be needed. In
addition, these estimates only reflect forecasted talent
shortages in the United States; the number would be
much larger on a global basis.

The second group—Data Savvy Professionals—has
less technical depth but has a basic knowledge of
statistics or machine learning and can define key
questions that can be answered using advanced
analytics. These people tend to have a base
knowledge of working with data, or an appreciation for
some of the work being performed by data scientists
and others with deep analytical talent. Examples of
data savvy professionals include financial analysts,
market research analysts, life scientists, operations
managers, and business and functional managers.

The McKinsey study forecasts the projected U.S.
talent gap for this group to be 1.5 million people by
the year 2018. At a high level, this means for every
Data Scientist profile needed, the gap will be ten times
as large for Data Savvy Professionals. Moving toward
becoming a data savvy professional is a critical step in
broadening the perspective of managers, directors,



and leaders, as this provides an idea of the kinds of
questions that can be solved with data.

The third category of people mentioned in the study
is Technology and Data Enablers. This group represents
people providing technical expertise to support
analytical projects, such as provisioning and
administrating analytical sandboxes, and managing
large-scale data architectures that enable widespread
analytics within companies and other organizations.
This role requires skills related to computer
engineering, programming, and database
administration.

These three groups must work together closely to
solve complex Big Data challenges. Most organizations
are familiar with people in the latter two groups
mentioned, but the first group, Deep Analytical Talent,
tends to be the newest role for most and the least
understood. For simplicity, this discussion focuses on
the emerging role of the Data Scientist. It describes
the kinds of activities that role performs and provides a
more detailed view of the skills needed to fulfill that
role.

There are three recurring sets of activities that data
scientists perform:

« Reframe business challenges as analytics
challenges. Specifically, this is a skill to diagnose
business problems, consider the core of a given



problem, and determine which kinds of candidate
analytical methods can be applied to solve it. This
concept is explored further in Chapter 2, “Data
Analytics Lifecycle.”

- Design, implement, and deploy statistical
models and data mining techniques on Big
Data. This set of activities is mainly what people
think about when they consider the role of the
Data Scientist: namely, applying complex or
advanced analytical methods to a variety of
business problems using data. Chapter 3 through
Chapter 11 of this book introduces the reader to
many of the most popular analytical techniques
and tools in this area.

- Develop insights that lead to actionable
recommendations. It is critical to note that
applying advanced methods to data problems does
not necessarily drive new business value. Instead,
it is important to learn how to draw insights out of
the data and communicate them effectively.
Chapter 12, “The Endgame, or Putting It All
Together,” has a brief overview of techniques for
doing this.

Data scientists are generally thought of as having
five main sets of skills and behavioral characteristics,
as shown in Figure 1-13:



Quantitative skill: such as mathematics or
statistics

Technical aptitude: namely, software
engineering, machine learning, and programming
skills

Skeptical mind-set and critical thinking: It is
important that data scientists can examine their
work critically rather than in a one-sided way.

Curious and creative: Data scientists are
passionate about data and finding creative ways to
solve problems and portray information.

Communicative and collaborative: Data
scientists must be able to articulate the business
value in a clear way and collaboratively work with
other groups, including project sponsors and key
stakeholders.
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Data scientists are generally comfortable using this
blend of skills to acquire, manage, analyze, and
visualize data and tell compelling stories about it. The
next section includes examples of what Data Science
teams have created to drive new value or innovation
with Big Data.

1.4 Examples of Big Data
Analytics

After describing the emerging Big Data ecosystem and
new roles needed to support its growth, this section
provides three examples of Big Data Analytics in
different areas: retail, IT infrastructure, and social
media.



As mentioned earlier, Big Data presents many
opportunities to improve sales and marketing
analytics. An example of this is the U.S. retailer Target.
Charles Duhigg's book The Power of Habit [4]
discusses how Target used Big Data and advanced
analytical methods to drive new revenue. After
analyzing consumer-purchasing behavior, Target's
statisticians determined that the retailer made a great
deal of money from three main life-event situations.

« Marriage, when people tend to buy many new
products

« Divorce, when people buy new products and
change their spending habits

« Pregnancy, when people have many new things to
buy and have an urgency to buy them

Target determined that the most lucrative of these
life-events is the third situation: pregnancy. Using data
collected from shoppers, Target was able to identify
this fact and predict which of its shoppers were
pregnant. In one case, Target knew a female shopper
was pregnant even before her family knew [5]. This
kind of knowledge allowed Target to offer specific
coupons and incentives to their pregnant shoppers. In
fact, Target could not only determine if a shopper was
pregnant, but in which month of pregnancy a shopper



may be. This enabled Target to manage its inventory,
knowing that there would be demand for specific
products and it would likely vary by month over the
coming nine- to ten-month cycles.

Hadoop [6] represents another example of Big Data
innovation on the IT infrastructure. Apache Hadoop is
an open source framework that allows companies to
process vast amounts of information in a highly
parallelized way. Hadoop represents a specific
implementation of the MapReduce paradigm and was
designed by Doug Cutting and Mike Cafarella in 2005
to use data with varying structures. It is an ideal
technical framework for many Big Data projects, which
rely on large or unwieldy datasets with unconventional
data structures. One of the main benefits of Hadoop is
that it employs a distributed file system, meaning it
can use a distributed cluster of servers and commodity
hardware to process large amounts of data. Some of
the most common examples of Hadoop
implementations are in the social media space, where
Hadoop can manage transactions, give textual
updates, and develop social graphs among millions of
users. Twitter and Facebook generate massive
amounts of unstructured data and use Hadoop and its
ecosystem of tools to manage this high volume.
Hadoop and its ecosystem are covered in Chapter 10,
“Advanced Analytics—Technology and Tools:
MapReduce and Hadoop.”



Finally, social media represents a tremendous
opportunity to leverage social and professional
interactions to derive new insights. LinkedIn
exemplifies a company in which data itself is the
product. Early on, LinkedIn founder Reid Hoffman saw
the opportunity to create a social network for working
professionals. As of 2014, Linkedln has more than 250
million user accounts and has added many additional
features and data-related products, such as recruiting,
job seeker tools, advertising, and InMaps, which show
a social graph of a user's professional network. Figure
1-14 is an example of an InMap visualization that
enables a LinkedIln user to get a broader view of the
interconnectedness of his contacts and understand
how he knows most of them.

Data visualization of a user's social
network using InMaps

Summary

Big Data comes from myriad sources, including social
media, sensors, the Internet of Things, video



surveillance, and many sources of data that may not
have been considered data even a few years ago. As
businesses struggle to keep up with changing market
requirements, some companies are finding creative
ways to apply Big Data to their growing business
needs and increasingly complex problems. As
organizations evolve their processes and see the
opportunities that Big Data can provide, they try to
move beyond traditional Bl activities, such as using
data to populate reports and dashboards, and move
toward Data Science- driven projects that attempt to
answer more open-ended and complex questions.

However, exploiting the opportunities that Big Data
presents requires new data architectures, including
analytic sandboxes, new ways of working, and people
with new skill sets. These drivers are causing
organizations to set up analytic sandboxes and build
Data Science teams. Although some organizations are
fortunate to have data scientists, most are not,
because there is a growing talent gap that makes
finding and hiring data scientists in a timely manner
difficult. Still, organizations such as those in web retail,
health care, genomics, new IT infrastructures, and
social media are beginning to take advantage of Big
Data and apply it in creative and novel ways.

Exercises



1. What are the three characteristics of Big Data, and
what are the main considerations in processing Big
Data?

2. What is an analytic sandbox, and why is it
important?

3. Explain the differences between Bl and Data
Science.

4. Describe the challenges of the current analytical
architecture for data scientists.

5. What are the key skill sets and behavioral
characteristics of a data scientist?
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Data Analytics

Lifecycle

Data Operationalize  Communicate results  Model execution
scienc

e projects differ from most traditional Business
Intelligence projects and many data analysis projects
in that data science projects are more exploratory in
nature. For this reason, it is critical to have a process
to govern them and ensure that the participants are
thorough and rigorous in their approach, yet not so
rigid that the process impedes exploration.

Many problems that appear huge and daunting at
first can be broken down into smaller pieces or
actionable phases that can be more easily addressed.
Having a good process ensures a comprehensive and
repeatable method for conducting analysis. In addition,



it helps focus time and energy early in the process to
get a clear grasp of the business problem to be solved.

A common mistake made in data science projects is
rushing into data collection and analysis, which
precludes spending sufficient time to plan and scope
the amount of work involved, understanding
requirements, or even framing the business problem
properly. Consequently, participants may discover mid-
stream that the project sponsors are actually trying to
achieve an objective that may not match the available
data, or they are attempting to address an interest
that differs from what has been explicitly
communicated. When this happens, the project may
need to revert to the initial phases of the process for a
proper discovery phase, or the project may be
canceled.

Creating and documenting a process helps
demonstrate rigor, which provides additional credibility
to the project when the data science team shares its
findings. A well-defined process also offers a common
framework for others to adopt, so the methods and
analysis can be repeated in the future or as new
members join a team.

2.1 Data Analytics
Lifecycle Overview



The Data Analytics Lifecycle is designed specifically for
Big Data problems and data science projects. The
lifecycle has six phases, and project work can occur in
several phases at once. For most phases in the
lifecycle, the movement can be either forward or
backward. This iterative depiction of the lifecycle is
intended to more closely portray a real project, in
which aspects of the project move forward and may
return to earlier stages as new information is
uncovered and team members learn more about
various stages of the project. This enables participants
to move iteratively through the process and drive
toward operationalizing the project work.

2.1.1 KEY ROLES FOR A
SUCCESSFUL ANALYTICS
PROJECT

In recent years, substantial attention has been placed
on the emerging role of the data scientist. In October
2012, Harvard Business Review featured an article
titled “Data Scientist: The Sexiest Job of the 21st
Century” [1], in which experts D) Patil and Tom
Davenport described the new role and how to find and
hire data scientists. More and more conferences are
held annually focusing on innovation in the areas of
Data Science and topics dealing with Big Data. Despite
this strong focus on the emerging role of the data



scientist specifically, there are actually seven key roles
that need to be fulfilled for a high-functioning data
science team to execute analytic projects successfully.

Figure 2-1 depicts the various roles and key
stakeholders of an analytics project. Each plays a
critical part in a successful analytics project. Although
seven roles are listed, fewer or more people can
accomplish the work depending on the scope of the
project, the organizational structure, and the skills of
the participants. For example, on a small, versatile
team, these seven roles may be fulfilled by only 3
people, but a very large project may require 20 or
more people. The seven roles follow.

Bugingss User Froject Spansor Project Managat Busines [ntelligence

Database
Administrator (DBA

Dnta Enginent Data Selontiet

Ficure 2-1 Key roles for a successful analytics project



- Business User: Someone who understands the
domain area and usually benefits from the results.
This person can consult and advise the project
team on the context of the project, the value of the
results, and how the outputs will be
operationalized. Usually a business analyst, line
manager, or deep subject matter expert in the
project domain fulfills this role.

« Project Sponsor: Responsible for the genesis of
the project. Provides the impetus and
requirements for the project and defines the core
business problem. Generally provides the funding
and gauges the degree of value from the final
outputs of the working team. This person sets the
priorities for the project and clarifies the desired
outputs.

- Project Manager: Ensures that key milestones
and objectives are met on time and at the expected
quality.

« Business Intelligence Analyst: Provides
business domain expertise based on a deep
understanding of the data, key performance
indicators (KPIs), key metrics, and business
intelligence from a reporting perspective. Business
Intelligence Analysts generally create dashboards
and reports and have knowledge of the data feeds
and sources.



- Database Administrator (DBA): Provisions and
configures the database environment to support
the analytics needs of the working team. These
responsibilities may include providing access to
key databases or tables and ensuring the
appropriate security levels are in place related to
the data repositories.

- Data Engineer: Leverages deep technical skills to
assist with tuning SQL queries for data
management and data extraction, and provides
support for data ingestion into the analytic
sandbox, which was discussed in Chapter 1,
“Introduction to Big Data Analytics.” Whereas the
DBA sets up and configures the databases to be
used, the data engineer executes the actual data
extractions and performs substantial data
manipulation to facilitate the analytics. The data
engineer works closely with the data scientist to
help shape data in the right ways for analyses.

« Data Scientist: Provides subject matter expertise
for analytical techniques, data modeling, and
applying valid analytical techniques to given
business problems. Ensures overall analytics
objectives are met. Designs and executes
analytical methods and approaches with the data
available to the project.



Although most of these roles are not new, the last
two roles—data engineer and data scientist—have
become popular and in high demand [2] as interest in
Big Data has grown.

2.1.2 BACKGROUND AND
OVERVIEW OF DATA
ANALYTICS LIFECYCLE

The Data Analytics Lifecycle defines analytics process
best practices spanning discovery to project
completion. The lifecycle draws from established
methods in the realm of data analytics and decision
science. This synthesis was developed after gathering
input from data scientists and consulting established
approaches that provided input on pieces of the
process. Several of the processes that were consulted
include these:

. Scientific method [3], in use for centuries, still
provides a solid framework for thinking about and
deconstructing problems into their principal parts.
One of the most valuable ideas of the scientific
method relates to forming hypotheses and finding
ways to test ideas.

« CRISP-DM [4] provides useful input on ways to
frame analytics problems and is a popular
approach for data mining.



« Tom Davenport's DELTA framework [5]: The
DELTA framework offers an approach for data
analytics projects, including the context of the
organization's skills, datasets, and leadership
engagement.

« Doug Hubbard's Applied Information
Economics (AIE) approach [6]: AIE provides a
framework for measuring intangibles and provides
guidance on developing decision models,
calibrating expert estimates, and deriving the
expected value of information.

« “MAD SKkills” by Cohen et al. [7] offers input for
several of the techniques mentioned in Phases 2-4
that focus on model planning, execution, and key
findings.

Figure 2-2 presents an overview of the Data
Analytics Lifecycle that includes six phases. Teams
commonly learn new things in a phase that cause
them to go back and refine the work done in prior
phases based on new insights and information that
have been uncovered. For this reason, Figure 2-2 is
shown as a cycle. The circular arrows convey iterative
movement between phases until the team members
have sufficient information to move to the next phase.
The callouts include sample questions to ask to help
guide whether each of the team members has enough



information and has made enough progress to move to
the next phase of the process. Note that these phases
do not represent formal stage gates; rather, they serve
as criteria to help test whether it makes sense to stay
in the current phase or move to the next.
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FIGURE 2-2 Overview of Data Analytics Lifecycle



Here is a brief overview of the main phases of the
Data Analytics Lifecycle:

- Phase 1—Discovery: In Phase 1, the team learns
the business domain, including relevant history
such as whether the organization or business unit
has attempted similar projects in the past from
which they can learn. The team assesses the
resources available to support the project in terms
of people, technology, time, and data. Important
activities in this phase include framing the
business problem as an analytics challenge that
can be addressed in subsequent phases and
formulating initial hypotheses (IHs) to test and
begin learning the data.

- Phase 2—Data preparation: Phase 2 requires
the presence of an analytic sandbox, in which the
team can work with data and perform analytics for
the duration of the project. The team needs to
execute extract, load, and transform (ELT) or
extract, transform and load (ETL) to get data into
the sandbox. The ELT and ETL are sometimes
abbreviated as ETLT. Data should be transformed
in the ETLT process so the team can work with it
and analyze it. In this phase, the team also needs
to familiarize itself with the data thoroughly and
take steps to condition the data (Section 2.3.4).



« Phase 3—Model planning: Phase 3 is model
planning, where the team determines the methods,
techniques, and workflow it intends to follow for
the subsequent model building phase. The team
explores the data to learn about the relationships
between variables and subsequently selects key
variables and the most suitable models.

« Phase 4—Model building: In Phase 4, the team
develops datasets for testing, training, and
production purposes. In addition, in this phase the
team builds and executes models based on the
work done in the model planning phase. The team
also considers whether its existing tools will
suffice for running the models, or if it will need a
more robust environment for executing models
and workflows (for example, fast hardware and
parallel processing, if applicable).

« Phase 5—Communicate results: In Phase 5, the
team, in collaboration with major stakeholders,
determines if the results of the project are a
success or a failure based on the criteria
developed in Phase 1. The team should identify
key findings, quantify the business value, and
develop a narrative to summarize and convey
findings to stakeholders.

- Phase 6—Operationalize: In Phase 6, the team
delivers final reports, briefings, code, and



technical documents. In addition, the team may
run a pilot project to implement the models in a
production environment.

Once team members have run models and produced
findings, it is critical to frame these results in a way
that is tailored to the audience that engaged the team.
Moreover, it is critical to frame the results of the work
in @ manner that demonstrates clear value. If the team
performs a technically accurate analysis but fails to
translate the results into a language that resonates
with the audience, people will not see the value, and
much of the time and effort on the project will have
been wasted.

The rest of the chapter is organized as follows.
Sections 2.2-2.7 discuss in detail how each of the six
phases works, and Section 2.8 shows a case study of
incorporating the Data Analytics Lifecycle in a real-
world data science project.

2.2 Phase 1: Discovery

The first phase of the Data Analytics Lifecycle involves
discovery (Figure 2-3). In this phase, the data science
team must learn and investigate the problem, develop
context and understanding, and learn about the data
sources needed and available for the project. In



addition, the team formulates initial hypotheses that
can later be tested with data.

2.2.1 LEARNING THE
BUSINESS DOMAIN

Understanding the domain area of the problem is
essential. In many cases, data scientists will have deep
computational and quantitative knowledge that can be
broadly applied across many disciplines. An example of
this role would be someone with an advanced degree
in applied mathematics or statistics.

These data scientists have deep knowledge of the
methods, techniques, and ways for applying heuristics
to a variety of business and conceptual problems.
Others in this area may have deep knowledge of a
domain area, coupled with quantitative expertise. An
example of this would be someone with a Ph.D. in life
sciences. This person would have deep knowledge of a
field of study, such as oceanography, biology, or
genetics, with some depth of quantitative knowledge.

At this early stage in the process, the team needs to
determine how much business or domain knowledge
the data scientist needs to develop models in Phases 3
and 4. The earlier the team can make this assessment
the better, because the decision helps dictate the
resources needed for the project team and ensures the



team has the right balance of domain knowledge and
technical expertise.
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2.2.2 RESOURCES

As part of the discovery phase, the team needs to
assess the resources available to support the project.



In this context, resources include technology, tools,
systems, data, and people.

During this scoping, consider the available tools and
technology the team will be using and the types of
systems needed for later phases to operationalize the
models. In addition, try to evaluate the level of
analytical sophistication within the organization and
gaps that may exist related to tools, technology, and
skills. For instance, for the model being developed to
have longevity in an organization, consider what types
of skills and roles will be required that may not exist
today. For the project to have long-term success, what
types of skills and roles will be needed for the
recipients of the model being developed? Does the
requisite level of expertise exist within the
organization today, or will it need to be cultivated?
Answering these questions will influence the
techniques the team selects and the kind of
implementation the team chooses to pursue in
subsequent phases of the Data Analytics Lifecycle.

In addition to the skills and computing resources, it is
advisable to take inventory of the types of data
available to the team for the project. Consider if the
data available is sufficient to support the project's
goals. The team will need to determine whether it
must collect additional data, purchase it from outside
sources, or transform existing data. Often, projects are
started looking only at the data available. When the



data is less than hoped for, the size and scope of the
project is reduced to work within the constraints of the
existing data.

An alternative approach is to consider the long-term
goals of this kind of project, without being constrained
by the current data. The team can then consider what
data is needed to reach the long-term goals and which
pieces of this multistep journey can be achieved today
with the existing data. Considering longer-term goals
along with short-term goals enables teams to pursue
more ambitious projects and treat a project as the first
step of a more strategic initiative, rather than as a
standalone initiative. It is critical to view projects as
part of a longer-term journey, especially if executing
projects in an organization that is new to Data Science
and may not have embarked on the optimum datasets
to support robust analyses up to this point.

Ensure the project team has the right mix of domain
experts, customers, analytic talent, and project
management to be effective. In addition, evaluate how
much time is needed and if the team has the right
breadth and depth of skills.

After taking inventory of the tools, technology, data,
and people, consider if the team has sufficient
resources to succeed on this project, or if additional
resources are needed. Negotiating for resources at the
outset of the project, while scoping the goals,
objectives, and feasibility, is generally more useful



than later in the process and ensures sufficient time to
execute it properly. Project managers and key
stakeholders have better success negotiating for the
right resources at this stage rather than later once the
project is underway.

2.2.3 FRAMING THE
PROBLEM

Framing the problem well is critical to the success of
the project. Framing is the process of stating the
analytics problem to be solved. At this point, it is a
best practice to write down the problem statement and
share it with the key stakeholders. Each team member
may hear slightly different things related to the needs
and the problem and have somewhat different ideas of
possible solutions. For these reasons, it is crucial to
state the analytics problem, as well as why and to
whom it is important. Essentially, the team needs to
clearly articulate the current situation and its main
challenges.

As part of this activity, it is important to identify the
main objectives of the project, identify what needs to
be achieved in business terms, and identify what
needs to be done to meet the needs. Additionally,
consider the objectives and the success criteria for the
project. What is the team attempting to achieve by
doing the project, and what will be considered “good



enough” as an outcome of the project? This is critical
to document and share with the project team and key
stakeholders. It is best practice to share the statement
of goals and success criteria with the team and
confirm alignment with the project sponsor's
expectations.

Perhaps equally important is to establish failure
criteria. Most people doing projects prefer only to think
of the success criteria and what the conditions will look
like when the participants are successful. However,
this is almost taking a best-case scenario approach,
assuming that everything will proceed as planned and
the project team will reach its goals. However, no
matter how well planned, it is almost impossible to
plan for everything that will emerge in a project. The
failure criteria will guide the team in understanding
when it is best to stop trying or settle for the results
that have been gleaned from the data. Many times
people will continue to perform analyses past the point
when any meaningful insights can be drawn from the
data. Establishing criteria for both success and failure
helps the participants avoid unproductive effort and
remain aligned with the project sponsors

2.2.4 IDENTIFYING KEY
STAKEHOLDERS



Another important step is to identify the key
stakeholders and their interests in the project. During
these discussions, the team can identify the success
criteria, key risks, and stakeholders, which should
include anyone who will benefit from the project or will
be significantly impacted by the project. When
interviewing stakeholders, learn about the domain area
and any relevant history from similar analytics
projects. For example, the team may identify the
results each stakeholder wants from the project and
the criteria it will use to judge the success of the
project.

Keep in mind that the analytics project is being
initiated for a reason. It is critical to articulate the pain
points as clearly as possible to address them and be
aware of areas to pursue or avoid as the team gets
further into the analytical process. Depending on the
number of stakeholders and participants, the team
may consider outlining the type of activity and
participation expected from each stakeholder and
participant. This will set clear expectations with the
participants and avoid delays later when, for example,
the team may feel it needs to wait for approval from
someone who views himself as an adviser rather than
an approver of the work product.

2.2.5 INTERVIEWING THE
ANALYTICS SPONSOR



The team should plan to collaborate with the
stakeholders to clarify and frame the analytics
problem. At the outset, project sponsors may have a
predetermined solution that may not necessarily
realize the desired outcome. In these cases, the team
must use its knowledge and expertise to identify the
true underlying problem and appropriate solution.

For instance, suppose in the early phase of a project,
the team is told to create a recommender system for
the business and that the way to do this is by speaking
with three people and integrating the product
recommender into a legacy corporate system.
Although this may be a valid approach, it is important
to test the assumptions and develop a clear
understanding of the problem. The data science team
typically may have a more objective understanding of
the problem set than the stakeholders, who may be
suggesting solutions to a given problem. Therefore, the
team can probe deeper into the context and domain to
clearly define the problem and propose possible paths
from the problem to a desired outcome. In essence,
the data science team can take a more objective
approach, as the stakeholders may have developed
biases over time, based on their experience. Also,
what may have been true in the past may no longer be
a valid working assumption. One possible way to
circumvent this issue is for the project sponsor to focus
on clearly defining the requirements, while the other



members of the data science team focus on the
methods needed to achieve the goals.

When interviewing the main stakeholders, the team
needs to take time to thoroughly interview the project
sponsor, who tends to be the one funding the project
or providing the high-level requirements. This person
understands the problem and usually has an idea of a
potential working solution. It is critical to thoroughly
understand the sponsor's perspective to guide the
team in getting started on the project. Here are some
tips for interviewing project sponsors:

« Prepare for the interview; draft questions, and
review with colleagues.

- Use open-ended questions; avoid asking leading
questions.

. Probe for details and pose follow-up questions.

« Avoid filling every silence in the conversation; give
the other person time to think.

« Let the sponsors express their ideas and ask
clarifying questions, such as “Why? Is that
correct? Is this idea on target? Is there anything
else?”

« Use active listening techniques; repeat back what
was heard to make sure the team heard it
correctly, or reframe what was said.



« Try to avoid expressing the team's opinions, which
can introduce bias; instead, focus on listening.

« Be mindful of the body language of the
interviewers and stakeholders; use eye contact
where appropriate, and be attentive.

« Minimize distractions.

« Document what the team heard, and review it with
the sponsors.

Following is a brief list of common questions that are
helpful to ask during the discovery phase when
interviewing the project sponsor. The responses will
begin to shape the scope of the project and give the
team an idea of the goals and objectives of the project.

« What business problem is the team trying to solve?
« What is the desired outcome of the project?

- What data sources are available?

« What industry issues may impact the analysis?

« What timelines need to be considered?

« Who could provide insight into the project?

« Who has final decision-making authority on the
project?



« How will the focus and scope of the problem
change if the following dimensions change:

- Time: Analyzing 1 year or 10 years' worth of
data?

« People: Assess impact of changes in resources
on project timeline.

« Risk: Conservative to aggressive

« Resources: None to unlimited (tools,
technology, systems)

- Size and attributes of data: Including
internal and external data sources

2.2.6 DEVELOPING INITIAL
HYPOTHESES

Developing a set of IHs is a key facet of the discovery
phase. This step involves forming ideas that the team
can test with data. Generally, it is best to come up with
a few primary hypotheses to test and then be creative
about developing several more. These IHs form the
basis of the analytical tests the team will use in later
phases and serve as the foundation for the findings in
Phase 5. Hypothesis testing from a statistical
perspective is covered in greater detail in Chapter 3,
“Review of Basic Data Analytic Methods Using R.”



In this way, the team can compare its answers with
the outcome of an experiment or test to generate
additional possible solutions to problems. As a result,
the team will have a much richer set of observations to
choose from and more choices for agreeing upon the
most impactful conclusions from a project.

Another part of this process involves gathering and
assessing hypotheses from stakeholders and domain
experts who may have their own perspective on what
the problem is, what the solution should be, and how
to arrive at a solution. These stakeholders would know
the domain area well and can offer suggestions on
ideas to test as the team formulates hypotheses
during this phase. The team will likely collect many
ideas that may illuminate the operating assumptions of
the stakeholders. These ideas will also give the team
opportunities to expand the project scope into
adjacent spaces where it makes sense or design
experiments in a meaningful way to address the most
important interests of the stakeholders. As part of this
exercise, it can be useful to obtain and explore some
initial data to inform discussions with stakeholders
during the hypothesis-forming stage.

2.2.7 IDENTIFYING
POTENTIAL DATA SOURCES



As part of the discovery phase, identify the kinds of
data the team will need to solve the problem. Consider
the volume, type, and time span of the data needed to
test the hypotheses. Ensure that the team can access
more than simply aggregated data. In most cases, the
team will need the raw data to avoid introducing bias
for the downstream analysis. Recalling the
characteristics of Big Data from Chapter 1, assess the
main characteristics of the data, with regard to its
volume, variety, and velocity of change. A thorough
diagnosis of the data situation will influence the kinds
of tools and techniques to use in Phases 2-4 of the
Data Analytics Lifecycle. In addition, performing data
exploration in this phase will help the team determine
the amount of data needed, such as the amount of
historical data to pull from existing systems and the
data structure. Develop an idea of the scope of the
data needed, and validate that idea with the domain
experts on the project.

The team should perform five main activities during
this step of the discovery phase:

. Identify data sources: Make a list of candidate
data sources the team may need to test the initial
hypotheses outlined in this phase. Make an
inventory of the datasets currently available and
those that can be purchased or otherwise acquired
for the tests the team wants to perform.



- Capture aggregate data sources: This is for
previewing the data and providing high-level
understanding. It enables the team to gain a quick
overview of the data and perform further
exploration on specific areas. It also points the
team to possible areas of interest within the data.

« Review the raw data: Obtain preliminary data
from initial data feeds. Begin understanding the
interdependencies among the data attributes, and
become familiar with the content of the data, its
quality, and its limitations.

- Evaluate the data structures and tools
needed: The data type and structure dictate
which tools the team can use to analyze the data.
This evaluation gets the team thinking about
which technologies may be good candidates for
the project and how to start getting access to
these tools.

« Scope the sort of data infrastructure needed
for this type of problem: In addition to the tools
needed, the data influences the kind of
infrastructure that's required, such as disk storage
and network capacity.

Unlike many traditional stage-gate processes, in
which the team can advance only when specific



criteria are met, the Data Analytics Lifecycle is
intended to accommodate more ambiguity. This more
closely reflects how data science projects work in real-
life situations. For each phase of the process, it is
recommended to pass certain checkpoints as a way of
gauging whether the team is ready to move to the
next phase of the Data Analytics Lifecycle.

The team can move to the next phase when it has
enough information to draft an analytics plan and
share it for peer review. Although a peer review of the
plan may not actually be required by the project,
creating the plan is a good test of the team's grasp of
the business problem and the team's approach to
addressing it. Creating the analytic plan also requires a
clear understanding of the domain area, the problem
to be solved, and scoping of the data sources to be
used. Developing success criteria early in the project
clarifies the problem definition and helps the team
when it comes time to make choices about the
analytical methods being used in later phases.

2.3 Phase 2: Data
Preparation

The second phase of the Data Analytics Lifecycle
involves data preparation, which includes the steps to
explore, preprocess, and condition data prior to
modeling and analysis. In this phase, the team needs



to create a robust environment in which it can explore
the data that is separate from a production
environment. Usually, this is done by preparing an
analytics sandbox. To get the data into the sandbox,
the team needs to perform ETLT, by a combination of
extracting, transforming, and loading data into the
sandbox. Once the data is in the sandbox, the team
needs to learn about the data and become familiar
with it. Understanding the data in detail is critical to
the success of the project. The team also must decide
how to condition and transform data to get it into a
format to facilitate subsequent analysis. The team may
perform data visualizations to help team members
understand the data, including its trends, outliers, and
relationships among data variables. Each of these
steps of the data preparation phase is discussed
throughout this section.

Data preparation tends to be the most labor-
intensive step in the analytics lifecycle. In fact, it is
common for teams to spend at least 50% of a data
science project's time in this critical phase. If the team
cannot obtain enough data of sufficient quality, it may
be unable to perform the subsequent steps in the
lifecycle process.

Figure 2-4 shows an overview of the Data Analytics
Lifecycle for Phase 2. The data preparation phase is
generally the most iterative and the one that teams
tend to underestimate most often. This is because



most teams and leaders are anxious to begin analyzing
the data, testing hypotheses, and getting answers to
some of the questions posed in Phase 1. Many tend to
jump into Phase 3 or Phase 4 to begin rapidly
developing models and algorithms without spending
the time to prepare the data for modeling.
Consequently, teams come to realize the data they are
working with does not allow them to execute the
models they want, and they end up back in Phase 2
anyway.
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2.3.1 PREPARING THE
ANALYTIC SANDBOX

The first subphase of data preparation requires the
team to obtain an analytic sandbox (also commonly
referred to as a workspace), in which the team can
explore the data without interfering with live



production databases. Consider an example in which
the team needs to work with a company's financial
data. The team should access a copy of the financial
data from the analytic sandbox rather than interacting
with the production version of the organization's main
database, because that will be tightly controlled and
needed for financial reporting.

When developing the analytic sandbox, it is a best
practice to collect all kinds of data there, as team
members need access to high volumes and varieties of
data for a Big Data analytics project. This can include
everything from summary-level aggregated data,
structured data, raw data feeds, and unstructured text
data from call logs or web logs, depending on the kind
of analysis the team plans to undertake.

This expansive approach for attracting data of all
kind differs considerably from the approach advocated
by many information technology (IT) organizations.
Many IT groups provide access to only a particular
subsegment of the data for a specific purpose. Often,
the mindset of the IT group is to provide the minimum
amount of data required to allow the team to achieve
its objectives. Conversely, the data science team
wants access to everything. From its perspective, more
data is better, as oftentimes data science projects are
a mixture of purpose-driven analyses and
experimental approaches to test a variety of ideas. In
this context, it can be challenging for a data science



team if it has to request access to each and every
dataset and attribute one at a time. Because of these
differing views on data access and use, it is critical for
the data science team to collaborate with IT, make
clear what it is trying to accomplish, and align goals.

During these discussions, the data science team
needs to give IT a justification to develop an analytics
sandbox, which is separate from the traditional IT-
governed data warehouses within an organization.
Successfully and amicably balancing the needs of both
the data science team and IT requires a positive
working relationship between multiple groups and data
owners. The payoff is great. The analytic sandbox
enables organizations to undertake more ambitious
data science projects and move beyond doing
traditional data analysis and Business Intelligence to
perform more robust and advanced predictive
analytics.

Expect the sandbox to be large. It may contain raw
data, aggregated data, and other data types that are
less commonly used in organizations. Sandbox size can
vary greatly depending on the project. A good rule is to
plan for the sandbox to be at least 5-10 times the size
of the original datasets, partly because copies of the
data may be created that serve as specific tables or
data stores for specific kinds of analysis in the project.

Although the concept of an analytics sandbox is
relatively new, companies are making progress in this



area and are finding ways to offer sandboxes and
workspaces where teams can access datasets and
work in a way that is acceptable to both the data
science teams and the IT groups.

2.3.2 PERFORMING ETLT

As the team looks to begin data transformations, make
sure the analytics sandbox has ample bandwidth and
reliable network connections to the underlying data
sources to enable uninterrupted read and write. In ETL,
users perform extract, transform, load processes to
extract data from a datastore, perform data
transformations, and load the data back into the
datastore. However, the analytic sandbox approach
differs slightly; it advocates extract, load, and then
transform. In this case, the data is extracted in its raw
form and loaded into the datastore, where analysts can
choose to transform the data into a new state or leave
it in its original, raw condition. The reason for this
approach is that there is significant value in preserving
the raw data and including it in the sandbox before
any transformations take place.

For instance, consider an analysis for fraud detection
on credit card usage. Many times, outliers in this data
population can represent higher-risk transactions that
may be indicative of fraudulent credit card activity.
Using ETL, these outliers may be inadvertently filtered
out or transformed and cleaned before being loaded



into the datastore. In this case, the very data that
would be needed to evaluate instances of fraudulent
activity would be inadvertently cleansed, preventing
the kind of analysis that a team would want to do.

Following the ELT approach gives the team access to
clean data to analyze after the data has been loaded
into the database and gives access to the data in its
original form for finding hidden nuances in the data.
This approach is part of the reason that the analytic
sandbox can quickly grow large. The team may want
clean data and aggregated data and may need to keep
a copy of the original data to compare against or look
for hidden patterns that may have existed in the data
before the cleaning stage. This process can be
summarized as ETLT to reflect the fact that a team
may choose to perform ETL in one case and ELT in
another.

Depending on the size and number of the data
sources, the team may need to consider how to
parallelize the movement of the datasets into the
sandbox. For this purpose, moving large amounts of
data is sometimes referred to as Big ETL. The data
movement can be parallelized by technologies such as
Hadoop or MapReduce, which will be explained in
greater detail in Chapter 10, “Advanced Analytics—
Technology and Tools: MapReduce and Hadoop.” At this
point, keep in mind that these technologies can be
used to perform parallel data ingest and introduce a



huge number of files or datasets in parallel in a very
short period of time. Hadoop can be useful for data
loading as well as for data analysis in subsequent
phases.

Prior to moving the data into the analytic sandbox,
determine the transformations that need to be
performed on the data. Part of this phase involves
assessing data quality and structuring the datasets
properly so they can be used for robust analysis in
subsequent phases. In addition, it is important to
consider which data the team will have access to and
which new data attributes will need to be derived in
the data to enable analysis.

As part of the ETLT step, it is advisable to make an
inventory of the data and compare the data currently
available with datasets the team needs. Performing
this sort of gap analysis provides a framework for
understanding which datasets the team can take
advantage of today and where the team needs to
initiate projects for data collection or access to new
datasets currently unavailable. A component of this
subphase involves extracting data from the available
sources and determining data connections for raw
data, online transaction processing (OLTP) databases,
online analytical processing (OLAP) cubes, or other
data feeds.

Application programming interface (APIl) is an
increasingly popular way to access a data source [8].



Many websites and social network applications now
provide APls that offer access to data to support a
project or supplement the datasets with which a team
is working. For example, connecting to the Twitter API
can enable a team to download millions of tweets to
perform a project for sentiment analysis on a product,
a company, or an idea. Much of the Twitter data is
publicly available and can augment other datasets
used on the project.

2.3.3 LEARNING ABOUT THE
DATA

A critical aspect of a data science project is to become
familiar with the data itself. Spending time to learn the
nuances of the datasets provides context to
understand what constitutes a reasonable value and
expected output versus what is a surprising finding. In
addition, it is important to catalog the data sources
that the team has access to and identify additional
data sources that the team can leverage but perhaps
does not have access to today. Some of the activities
in this step may overlap with the initial investigation of
the datasets that occur in the discovery phase. Doing
this activity accomplishes several goals.

. Clarifies the data that the data science team has
access to at the start of the project



- Highlights gaps by identifying datasets within an
organization that the team may find useful but
may not be accessible to the team today. As a
consequence, this activity can trigger a project to
begin building relationships with the data owners
and finding ways to share data in appropriate
ways. In addition, this activity may provide an
impetus to begin collecting new data that benefits
the organization or a specific long-term project.

- Identifies datasets outside the organization that
may be useful to obtain, through open APIs, data
sharing, or purchasing data to supplement already
existing datasets

Table 2-1 demonstrates one way to organize this
type of data inventory.

Sample Dataset Inventory
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2.3.4 DATA CONDITIONING

Data conditioning refers to the process of cleaning
data, normalizing datasets, and performing
transformations on the data. A critical step within the
Data Analytics Lifecycle, data conditioning can involve
many complex steps to join or merge datasets or
otherwise get datasets into a state that enables
analysis in further phases. Data conditioning is often
viewed as a preprocessing step for the data analysis
because it involves many operations on the dataset
before developing models to process or analyze the
data. This implies that the data-conditioning step is
performed only by IT, the data owners, a DBA, or a
data engineer. However, it is also important to involve
the data scientist in this step because many decisions



are made in the data conditioning phase that affect
subsequent analysis. Part of this phase involves
deciding which aspects of particular datasets will be
useful to analyze in later steps. Because teams begin
forming ideas in this phase about which data to keep
and which data to transform or discard, it is important
to involve multiple team members in these decisions.
Leaving such decisions to a single person may cause
teams to return to this phase to retrieve data that may
have been discarded.

As with the previous example of deciding which data
to keep as it relates to fraud detection on credit card
usage, it is critical to be thoughtful about which data
the team chooses to keep and which data will be
discarded. This can have far-reaching consequences
that will cause the team to retrace previous steps if
the team discards too much of the data at too early a
point in this process. Typically, data science teams
would rather keep more data than too little data for
the analysis. Additional questions and considerations
for the data conditioning step include these.

« What are the data sources? What are the target
fields (for example, columns of the tables)?

- How clean is the data?

. How consistent are the contents and files?
Determine to what degree the data contains



missing or inconsistent values and if the data
contains values deviating from normal.

« Assess the consistency of the data types. For
instance, if the team expects certain data to be
numeric, confirm it is numeric or if it is a mixture
of alphanumeric strings and text.

« Review the content of data columns or other
inputs, and check to ensure they make sense. For
instance, if the project involves analyzing income
levels, preview the data to confirm that the income
values are positive or if it is acceptable to have
Zeros or negative values.

« Look for any evidence of systematic error.
Examples include data feeds from sensors or other
data sources breaking without anyone noticing,
which causes invalid, incorrect, or missing data
values. In addition, review the data to gauge if the
definition of the data is the same over all
measurements. In some cases, a data column is
repurposed, or the column stops being populated,
without this change being annotated or without
others being notified.

2.3.5 SURVEY AND
VISUALIZE



After the team has collected and obtained at least
some of the datasets needed for the subsequent
analysis, a useful step is to leverage data visualization
tools to gain an overview of the data. Seeing high-level
patterns in the data enables one to understand
characteristics about the data very quickly. One
example is using data visualization to examine data
quality, such as whether the data contains many
unexpected values or other indicators of dirty data.
(Dirty data will be discussed further in Chapter 3.)
Another example is skewness, such as if the majority
of the data is heavily shifted toward one value or end
of a continuum.

Shneiderman [9] is well known for his mantra for
visual data analysis of “overview first, zoom and filter,
then details-on-demand.” This is a pragmatic approach
to visual data analysis. It enables the user to find areas
of interest, zoom and filter to find more detailed
information about a particular area of the data, and
then find the detailed data behind a particular area.
This approach provides a high-level view of the data
and a great deal of information about a given dataset
in a relatively short period of time.

When pursuing this approach with a data
visualization tool or statistical package, the following
guidelines and considerations are recommended.



- Review data to ensure that calculations remained
consistent within columns or across tables for a
given data field. For instance, did customer
lifetime value change at some point in the middle
of data collection? Or if working with financials,
did the interest calculation change from simple to
compound at the end of the year?

« Does the data distribution stay consistent over all
the data? If not, what kinds of actions should be
taken to address this problem?

« Assess the granularity of the data, the range of
values, and the level of aggregation of the data.

« Does the data represent the population of interest?
For marketing data, if the project is focused on
targeting customers of child-rearing age, does the
data represent that, or is it full of senior citizens
and teenagers?

- For time-related variables, are the measurements
daily, weekly, monthly? Is that good enough? Is
time measured in seconds everywhere? Or is it in
milliseconds in some places? Determine the level
of granularity of the data needed for the analysis,
and assess whether the current level of
timestamps on the data meets that need.

. Is the data standardized/normalized? Are the
scales consistent? If not, how consistent or



irregular is the data?

« For geospatial datasets, are state or country
abbreviations consistent across the data? Are
personal names normalized? English units? Metric
units?

These are typical considerations that should be part
of the thought process as the team evaluates the
datasets that are obtained for the project. Becoming
deeply knowledgeable about the data will be critical
when it comes time to construct and run models later
in the process.

2.3.6 COMMON TOOLS FOR
THE DATA PREPARATION
PHASE

Several tools are commonly used for this phase:

- Hadoop [10] can perform massively parallel
ingest and custom analysis for web traffic parsing,
GPS location analytics, genomic analysis, and
combining of massive unstructured data feeds
from multiple sources.

« Alpine Miner [11] provides a graphical user
interface (GUI) for creating analytic workflows,
including data manipulations and a series of



analytic events such as staged data-mining
techniques (for example, first select the top 100
customers, and then run descriptive statistics and
clustering) on Postgres SQL and other Big Data
sources.

« OpenRefine (formerly called Google Refine) [12]
is “a free, open source, powerful tool for working
with messy data.” It is a popular GUI-based tool
for performing data transformations, and it's one
of the most robust free tools currently available.

« Similar to OpenRefine, Data Wrangler [13] is an
interactive tool for data cleaning and
transformation. Wrangler was developed at
Stanford University and can be used to perform
many transformations on a given dataset. In
addition, data transformation outputs can be put
into Java or Python. The advantage of this feature
is that a subset of the data can be manipulated in
Wrangler via its GUI, and then the same
operations can be written out as Java or Python
code to be executed against the full, larger dataset
offline in a local analytic sandbox.

For Phase 2, the team needs assistance from IT,
DBAs, or whoever controls the Enterprise Data
Warehouse (EDW) for data sources the data science
team would like to use.



2.4 Phase 3: Model
Planning

In Phase 3, the data science team identifies candidate
models to apply to the data for clustering, classifying,
or finding relationships in the data depending on the
goal of the project, as shown in Figure 2-5. It is during
this phase that the team refers to the hypotheses
developed in Phase 1, when they first became
acquainted with the data and understanding the
business problems or domain area. These hypotheses
help the team frame the analytics to execute in Phase
4 and select the right methods to achieve its
objectives.

Some of the activities to consider in this phase
include the following:

« Assess the structure of the datasets. The structure
of the datasets is one factor that dictates the tools
and analytical techniques for the next phase.
Depending on whether the team plans to analyze
textual data or transactional data, for example,
different tools and approaches are required.

« Ensure that the analytical techniques enable the
team to meet the business objectives and accept or
reject the working hypotheses.



« Determine if the situation warrants a single model
or a series of techniques as part of a larger
analytic workflow. A few example models include
association rules (Chapter 5, “Advanced Analytical
Theory and Methods: Association Rules”) and
logistic regression (Chapter 6, “Advanced
Analytical Theory and Methods: Regression”).
Other tools, such as Alpine Miner, enable users to
set up a series of steps and analyses and can serve
as a front-end user interface (UI) for manipulating
Big Data sources in PostgreSQL.
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In addition to the considerations just listed, it is
useful to research and understand how other analysts
generally approach a specific kind of problem. Given
the kind of data and resources that are available,
evaluate whether similar, existing approaches will
work or if the team will need to create something new.
Many times teams can get ideas from analogous



problems that other people have solved in different
industry verticals or domain areas. Table 2-2
summarizes the results of an exercise of this type,
involving several domain areas and the types of
models previously used in a classification type of
problem after conducting research on churn models in
multiple industry verticals. Performing this sort of
diligence gives the team ideas of how others have
solved similar problems and presents the team with a
list of candidate models to try as part of the model
planning phase.

Research on Model Planning in Industry

Verticals
Market Analytic Techniques/Methods
Sector Used
Consumer Multiple linear regression, automatic relevance
Packaged determination (ARD), and decision tree
Goods
Retail Multiple regression
Banking
Retail Logistic regression, ARD, decision tree
Business
Wireless Neural network, decision tree, hierarchical

Telecom neurofuzzy systems, rule evolver, logistic regression




2.4.1 DATA EXPLORATION
AND VARIABLE SELECTION

Although some data exploration takes place in the
data preparation phase, those activities focus mainly
on data hygiene and on assessing the quality of the
data itself. In Phase 3, the objective of the data
exploration is to understand the relationships among
the variables to inform selection of the variables and
methods and to understand the problem domain. As
with earlier phases of the Data Analytics Lifecycle, it is
important to spend time and focus attention on this
preparatory work to make the subsequent phases of
model selection and execution easier and more
efficient. A common way to conduct this step involves
using tools to perform data visualizations. Approaching
the data exploration in this way aids the team in
previewing the data and assessing relationships
between variables at a high level.

In many cases, stakeholders and subject matter
experts have instincts and hunches about what the
data science team should be considering and
analyzing. Likely, this group had some hypothesis that
led to the genesis of the project. Often, stakeholders
have a good grasp of the problem and domain,
although they may not be aware of the subtleties
within the data or the model needed to accept or
reject a hypothesis. Other times, stakeholders may be



correct, but for the wrong reasons (for instance, they
may be correct about a correlation that exists but infer
an incorrect reason for the correlation). Meanwhile,
data scientists have to approach problems with an
unbiased mind-set and be ready to question all
assumptions.

As the team begins to question the incoming
assumptions and test initial ideas of the project
sponsors and stakeholders, it needs to consider the
inputs and data that will be needed, and then it must
examine whether these inputs are actually correlated
with the outcomes that the team plans to predict or
analyze. Some methods and types of models will
handle correlated variables better than others.
Depending on what the team is attempting to solve, it
may need to consider an alternate method, reduce the
number of data inputs, or transform the inputs to allow
the team to use the best method for a given business
problem. Some of these techniques will be explored
further in Chapter 3 and Chapter 6.

The key to this approach is to aim for capturing the
most essential predictors and variables rather than
considering every possible variable that people think
may influence the outcome. Approaching the problem
in this manner requires iterations and testing to
identify the most essential variables for the intended
analyses. The team should plan to test a range of



variables to include in the model and then focus on the
most important and influential variables.

If the team plans to run regression analyses, identify
the candidate predictors and outcome variables of the
model. Plan to create variables that determine
outcomes but demonstrate a strong relationship to the
outcome rather than to the other input variables. This
includes remaining vigilant for problems such as serial
correlation, multicollinearity, and other typical data
modeling challenges that interfere with the validity of
these models. Sometimes these issues can be avoided
simply by looking at ways to reframe a given problem.
In addition, sometimes determining correlation is all
that is needed (“black box prediction”), and in other
cases, the objective of the project is to understand the
causal relationship better. In the latter case, the team
wants the model to have explanatory power and needs
to forecast or stress test the model under a variety of
situations and with different datasets.

2.4.2 MODEL SELECTION

In the model selection subphase, the team's main goal
is to choose an analytical technique, or a short list of
candidate techniques, based on the end goal of the
project. For the context of this book, a model is
discussed in general terms. In this case, a model
simply refers to an abstraction from reality. One
observes events happening in a real-world situation or



with live data and attempts to construct models that
emulate this behavior with a set of rules and
conditions. In the case of machine learning and data
mining, these rules and conditions are grouped into
several general sets of techniques, such as
classification, association rules, and clustering. When
reviewing this list of types of potential models, the
team can winnow down the list to several viable
models to try to address a given problem. More details
on matching the right models to common types of
business problems are provided in Chapter 3 and
Chapter 4, “Advanced Analytical Theory and Methods:
Clustering.”

An additional consideration in this area for dealing
with Big Data involves determining if the team will be
using techniques that are best suited for structured
data, unstructured data, or a hybrid approach. For
instance, the team can Ileverage MapReduce to
analyze unstructured data, as highlighted in Chapter
10. Lastly, the team should take care to identify and
document the modeling assumptions it is making as it
chooses and constructs preliminary models.

Typically, teams create the initial models using a
statistical software package such as R, SAS, or Matlab.
Although these tools are designed for data mining and
machine learning algorithms, they may have
limitations when applying the models to very large
datasets, as is common with Big Data. As such, the



team may consider redesigning these algorithms to
run in the database itself during the pilot phase
mentioned in Phase 6.

The team can move to the model building phase
once it has a good idea about the type of model to try
and the team has gained enough knowledge to refine
the analytics plan. Advancing from this phase requires
a general methodology for the analytical model, a solid
understanding of the variables and techniques to use,
and a description or diagram of the analytic workflow.

2.4.3 COMMON TOOLS FOR
THE MODEL PLANNING
PHASE

Many tools are available to assist in this phase. Here
are several of the more common ones:

« R [14] has a complete set of modeling capabilities
and provides a good environment for building
interpretive models with high-quality code. In
addition, it has the ability to interface with
databases via an ODBC connection and execute
statistical tests and analyses against Big Data via
an open source connection. These two factors
make R well suited to performing statistical tests
and analytics on Big Data. As of this writing, R
contains nearly 5,000 packages for data analysis



and graphical representation. New packages are
posted frequently, and many companies are
providing value-add services for R (such as
training, instruction, and best practices), as well
as packaging it in ways to make it easier to use
and more robust. This phenomenon is similar to
what happened with Linux in the late 1980s and
early 1990s, when companies appeared to package
and make Linux easier for companies to consume
and deploy. Use R with file extracts for offline
analysis and optimal performance, and use RODBC
connections for dynamic queries and faster
development.

SQL Analysis services [15] can perform in-
database analytics of common data mining
functions, involved aggregations, and basic
predictive models.

SAS/ACCESS [16] provides integration between
SAS and the analytics sandbox via multiple data
connectors such as OBDC, JDBC, and OLE DB.
SAS itself is generally used on file extracts, but
with SAS/ACCESS, users can connect to relational
databases (such as Oracle or Teradata) and data
warehouse appliances (such as Greenplum or
Aster), files, and enterprise applications (such as
SAP and Salesforce.com).


http://salesforce.com/

2.5 Phase 4: Model
Building

In Phase 4, the data science team needs to develop
datasets for training, testing, and production purposes.
These datasets enable the data scientist to develop
the analytical model and train it (“training data”),
while holding aside some of the data (“hold-out data”
or “test data”) for testing the model. (These topics are
addressed in more detail in Chapter 3.) During this
process, it is critical to ensure that the training and
test datasets are sufficiently robust for the model and
analytical techniques. A simple way to think of these
datasets is to view the training dataset for conducting
the initial experiments and the test sets for validating
an approach once the initial experiments and models
have been run.

In the model building phase, shown in Figure 2-6, an
analytical model is developed and fit on the training
data and evaluated (scored) against the test data. The
phases of model planning and model building can
overlap quite a bit, and in practice one can iterate
back and forth between the two phases for a while
before settling on a final model.

Although the modeling techniques and logic required
to develop models can be highly complex, the actual
duration of this phase can be short compared to the
time spent preparing the data and defining the



approaches. In general, plan to spend more time
preparing and learning the data (Phases 1-2) and
crafting a presentation of the findings (Phase 5).
Phases 3 and 4 tend to move more quickly, although
they are more complex from a conceptual standpoint.

As part of this phase, the data science team needs to
execute the models defined in Phase 3.

During this phase, users run models from analytical
software packages, such as R or SAS, on file extracts
and small datasets for testing purposes. On a small
scale, assess the validity of the model and its results.
For instance, determine if the model accounts for most
of the data and has robust predictive power. At this
point, refine the models to optimize the results, such
as by modifying variable inputs or reducing correlated
variables where appropriate. In Phase 3, the team may
have had some knowledge of correlated variables or
problematic data attributes, which will be confirmed or
denied once the models are actually executed. When
immersed in the details of constructing models and
transforming data, many small decisions are often
made about the data and the approach for the
modeling. These details can be easily forgotten once
the project is completed. Therefore, it is vital to record
the results and logic of the model during this phase. In
addition, one must take care to record any operating
assumptions that were made in the modeling process
regarding the data or the context.
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FIGURE 2-6 Model building phase

Creating robust models that are suitable to a specific
situation requires thoughtful consideration to ensure
the models being developed ultimately meet the
objectives outlined in Phase 1. Questions to consider
include these:



Does the model appear valid and accurate on the
test data?

Does the model output/behavior make sense to the
domain experts? That is, does it appear as if the
model is giving answers that make sense in this
context?

Do the parameter values of the fitted model make
sense in the context of the domain?

Is the model sufficiently accurate to meet the
goal?

Does the model avoid intolerable mistakes?
Depending on context, false positives may be more
serious or less serious than false negatives, for
instance. (False positives and false negatives are
discussed further in Chapter 3 and Chapter 7,
“Advanced Analytical Theory and Methods:
Classification.”)

Are more data or more inputs needed? Do any of
the inputs need to be transformed or eliminated?

Will the kind of model chosen support the runtime
requirements?

Is a different form of the model required to
address the business problem? If so, go back to
the model planning phase and revise the modeling
approach.



Once the data science team can evaluate either if
the model is sufficiently robust to solve the problem or
if the team has failed, it can move to the next phase in
the Data Analytics Lifecycle.

2.5.1 COMMON TOOLS FOR
THE MODEL BUILDING
PHASE

There are many tools available to assist in this phase,
focused primarily on statistical analysis or data mining
software. Common tools in this space include, but are
not limited to, the following:

« Commercial Tools:

« SAS Enterprise Miner [17] allows users to
run predictive and descriptive models based
on large volumes of data from across the
enterprise. It interoperates with other large
data stores, has many partnerships, and is
built for enterprise-level computing and
analytics.

« SPSS Modeler [18] (provided by IBM and
now called IBM SPSS Modeler) offers methods
to explore and analyze data through a GUI.



- Matlab [19] provides a high-level language for
performing a variety of data analytics,
algorithms, and data exploration.

« Alpine Miner [11] provides a GUI front end
for users to develop analytic workflows and
interact with Big Data tools and platforms on
the back end.

« STATISTICA [20] and Mathematica [21] are
also popular and well-regarded data mining
and analytics tools.

« Free or Open Source tools:

- R and PL/R [14] R was described earlier in
the model planning phase, and PL/R is a
procedural language for PostgreSQL with R.
Using this approach means that R commands
can be executed in database. This technique
provides higher performance and is more
scalable than running R in memory.

« Octave [22], a free software programming
language for computational modeling, has
some of the functionality of Matlab. Because it
is freely available, Octave is used in major
universities when teaching machine learning.



- WEKA [23] is a free data mining software
package with an analytic workbench. The
functions created in WEKA can be executed
within Java code.

« Python is a programming language that
provides toolkits for machine learning and
analysis, such as scikit-learn, numpy, scipy,
pandas, and related data visualization using
matplotlib.

« SQL in-database implementations, such as
MADIib [24], provide an alterative to in-
memory desktop analytical tools. MADIib
provides an open-source machine learning
library of algorithms that can be executed in-
database, for PostgreSQL or Greenplum.

2.6 Phase 5: Communicate
Results

After executing the model, the team needs to compare
the outcomes of the modeling to the criteria
established for success and failure. In Phase 5, shown
in Figure 2-7, the team considers how best to articulate
the findings and outcomes to the various team
members and stakeholders, taking into account
caveats, assumptions, and any limitations of the
results. Because the presentation is often circulated



within an organization, it is critical to articulate the
results properly and position the findings in a way that
is appropriate for the audience.

---------
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Ficure 2-7 Communicate results phase

As part of Phase 5, the team needs to determine if it
succeeded or failed in its objectives. Many times
people do not want to admit to failing, but in this
instance failure should not be considered as a true



failure, but rather as a failure of the data to accept or
reject a given hypothesis adequately. This concept can
be counterintuitive for those who have been told their
whole careers not to fail. However, the key is to
remember that the team must be rigorous enough with
the data to determine whether it will prove or disprove
the hypotheses outlined in Phase 1 (discovery).
Sometimes teams have only done a superficial
analysis, which is not robust enough to accept or reject
a hypothesis. Other times, teams perform very robust
analysis and are searching for ways to show results,
even when results may not be there. It is important to
strike a balance between these two extremes when it
comes to analyzing data and being pragmatic in terms
of showing real-world results.

When conducting this assessment, determine if the
results are statistically significant and valid. If they are,
identify the aspects of the results that stand out and
may provide salient findings when it comes time to
communicate them. If the results are not valid, think
about adjustments that can be made to refine and
iterate on the model to make it valid. During this step,
assess the results and identify which data points may
have been surprising and which were in line with the
hypotheses that were developed in Phase 1.
Comparing the actual results to the ideas formulated
early on produces additional ideas and insights that
would have been missed if the team had not taken



time to formulate initial hypotheses early in the
process.

By this time, the team should have determined
which model or models address the analytical
challenge in the most appropriate way. In addition, the
team should have ideas of some of the findings as a
result of the project. The best practice in this phase is
to record all the findings and then select the three
most significant ones that can be shared with the
stakeholders. In addition, the team needs to reflect on
the implications of these findings and measure the
business value. Depending on what emerged as a
result of the model, the team may need to spend time
quantifying the business impact of the results to help
prepare for the presentation and demonstrate the
value of the findings. Doug Hubbard's work [6] offers
insights on how to assess intangibles in business and
quantify the value of seemingly unmeasurable things.

Now that the team has run the model, completed a
thorough discovery phase, and learned a great deal
about the datasets, reflect on the project and consider
what obstacles were in the project and what can be
improved in the future. Make recommendations for
future work or improvements to existing processes,
and consider what each of the team members and
stakeholders needs to fulfill her responsibilities. For
instance, sponsors must champion the project.
Stakeholders must understand how the model affects



their processes. (For example, if the team has created
a model to predict customer churn, the Marketing
team must understand how to use the churn model
predictions in planning their interventions.) Production
engineers need to operationalize the work that has
been done. In addition, this is the phase to underscore
the business benefits of the work and begin making
the case to implement the logic into a live production
environment,

As a result of this phase, the team will have
documented the key findings and major insights
derived from the analysis. The deliverable of this
phase will be the most visible portion of the process to
the outside stakeholders and sponsors, so take care to
clearly articulate the results, methodology, and
business value of the findings. More details will be
provided about data visualization tools and references
in Chapter 12, “The Endgame, or Putting It All
Together.”

2.7 Phase 6:
Operationalize

In the final phase, the team communicates the
benefits of the project more broadly and sets up a pilot
project to deploy the work in a controlled way before
broadening the work to a full enterprise or ecosystem
of users. In Phase 4, the team scored the model in the



analytics sandbox. Phase 6, shown in Figure 2-8,
represents the first time that most analytics teams
approach deploying the new analytical methods or
models in a production environment. Rather than
deploying these models immediately on a wide-scale
basis, the risk can be managed more effectively and
the team can learn by undertaking a small scope, pilot
deployment before a wide-scale rollout. This approach
enables the team to learn about the performance and
related constraints of the model in a production
environment on a small scale and make adjustments
before a full deployment. During the pilot project, the
team may need to consider executing the algorithm in
the database rather than with in-memory tools such as
R because the run time is significantly faster and more
efficient than running in-memory, especially on larger
datasets.
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FiGure 2-8 Model operationalize phase

While scoping the effort involved in conducting a
pilot project, consider running the model in a
production environment for a discrete set of products
or a single line of business, which tests the model in a
live setting. This allows the team to learn from the
deployment and make any needed adjustments before
launching the model across the enterprise. Be aware



that this phase can bring in a new set of team
members—usually the engineers responsible for the
production environment who have a new set of issues
and concerns beyond those of the core project team.
This technical group needs to ensure that running the
model fits smoothly into the production environment
and that the model can be integrated into related
business processes.

Part of the operationalizing phase includes creating a
mechanism for performing ongoing monitoring of
model accuracy and, if accuracy degrades, finding
ways to retrain the model. If feasible, design alerts for
when the model is operating “out-of-bounds.” This
includes situations when the inputs are beyond the
range that the model was trained on, which may cause
the outputs of the model to be inaccurate or invalid. If
this begins to happen regularly, the model needs to be
retrained on new data.

Often, analytical projects yield new insights about a
business, a problem, or an idea that people may have
taken at face value or thought was impossible to
explore. Four main deliverables can be created to meet
the needs of most stakeholders. This approach for
developing the four deliverables is discussed in greater
detail in Chapter 12.

Figure 2-9 portrays the key outputs for each of the
main stakeholders of an analytics project and what
they usually expect at the conclusion of a project.



- Business User typically tries to determine the
benefits and implications of the findings to the
business.

- Project Sponsor typically asks questions related
to the business impact of the project, the risks and
return on investment (ROI), and the way the
project can be evangelized within the organization
(and beyond).

- Project Manager needs to determine if the
project was completed on time and within budget
and how well the goals were met.

- Business Intelligence Analyst needs to know if
the reports and dashboards he manages will be
impacted and need to change.

- Data Engineer and Database Administrator
(DBA) typically need to share their code from the
analytics project and create a technical document
on how to implement it.

. Data Scientist needs to share the code and
explain the model to her peers, managers, and
other stakeholders.

Although these seven roles represent many interests
within a project, these interests usually overlap, and
most of them can be met with four main deliverables.



- Presentation for project sponsors: This contains
high-level takeaways for executive level
stakeholders, with a few key messages to aid their
decision-making process. Focus on clean, easy
visuals for the presenter to explain and for the
viewer to grasp.

« Presentation for analysts, which describes
business process changes and reporting changes.
Fellow data scientists will want the details and are
comfortable with technical graphs (such as
Receiver Operating Characteristic [ROC] curves,
density plots, and histograms shown in Chapter 3
and Chapter 7).

« Code for technical people.

- Technical specifications of implementing the code.

As a general rule, the more executive the audience,
the more succinct the presentation needs to be. Most
executive sponsors attend many briefings in the
course of a day or a week. Ensure that the
presentation gets to the point quickly and frames the
results in terms of value to the sponsor's organization.
For instance, if the team is working with a bank to
analyze cases of credit card fraud, highlight the
frequency of fraud, the number of cases in the past
month or year, and the cost or revenue impact to the
bank (or focus on the reverse—how much more



revenue the bank could gain if it addresses the fraud
problem). This demonstrates the business impact
better than deep dives on the methodology. The
presentation needs to include supporting information
about analytical methodology and data sources, but
generally only as supporting detail or to ensure the
audience has confidence in the approach that was
taken to analyze the data.

Key Outputs from a Successiul Analytic Project
Code KON Presentation for Analysts
EX2 Technical Specs KN Presentation for Project Sponsors
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FIGUrRe 2-9 Key outputs from a successful analytics

project

When presenting to other audiences with more
quantitative backgrounds, focus more time on the
methodology and findings. In these instances, the



team can be more expansive in describing the
outcomes, methodology, and analytical experiment
with a peer group. This audience will be more
interested in the techniques, especially if the team
developed a new way of processing or analyzing data
that can be reused in the future or applied to similar
problems. In addition, wuse imagery or data
visualization when possible. Although it may take more
time to develop imagery, people tend to remember
mental pictures to demonstrate a point more than long
lists of Dbullets [25]. Data visualization and
presentations are discussed further in Chapter 12.

2.8 Case Study: Global
Innovation Network and
Analysis (GINA)

EMC's Global Innovation Network and Analytics (GINA)
team is a group of senior technologists located in
centers of excellence (COEs) around the world. This
team's charter is to engage employees across global
COEs to drive innovation, research, and university
partnerships. In 2012, a newly hired director wanted to
improve these activities and provide a mechanism to
track and analyze the related information. In addition,
this team wanted to create more robust mechanisms
for capturing the results of its informal conversations
with other thought leaders within EMC, in academia, or



in other organizations, which could later be mined for
insights.

The GINA team thought its approach would provide a
means to share ideas globally and increase knowledge
sharing among GINA members who may be separated
geographically. It planned to create a data repository
containing both structured and unstructured data to
accomplish three main goals.

« Store formal and informal data.
« Track research from global technologists.

« Mine the data for patterns and insights to improve
the team's operations and strategy.

The GINA case study provides an example of how a
team applied the Data Analytics Lifecycle to analyze
innovation data at EMC. Innovation is typically a
difficult concept to measure, and this team wanted to
look for ways to use advanced analytical methods to
identify key innovators within the company.

2.8.1 PHASE 1: DISCOVERY

In the GINA project's discovery phase, the team began
identifying data sources. Although GINA was a group of
technologists skilled in many different aspects of
engineering, it had some data and ideas about what it



wanted to explore but lacked a formal team that could
perform these analytics. After consulting with various
experts including Tom Davenport, a noted expert in
analytics at Babson College, and Peter Gloor, an expert
in  collective intelligence and creator of CoIN
(Collaborative Innovation Networks) at MIT, the team
decided to crowdsource the work by seeking
volunteers within EMC.

Here is a list of how the various roles on the working
team were fulfilled.

- Business User, Project Sponsor, Project
Manager: Vice President from Office of the CTO

- Business Intelligence Analyst: Representatives
from IT

- Data Engineer and Database Administrator
(DBA): Representatives from IT

- Data Scientist: Distinguished Engineer, who also
developed the social graphs shown in the GINA
case study

The project sponsor's approach was to leverage
social media and blogging [26] to accelerate the
collection of innovation and research data worldwide
and to motivate teams of “volunteer” data scientists at
worldwide locations. Given that he lacked a formal



team, he needed to be resourceful about finding
people who were both capable and willing to volunteer
their time to work on interesting problems. Data
scientists tend to be passionate about data, and the
project sponsor was able to tap into this passion of
highly talented people to accomplish challenging work
in a creative way.

The data for the project fell into two main categories.
The first category represented five years of idea
submissions from EMC's internal innovation contests,
known as the Innovation Roadmap (formerly called the
Innovation Showcase). The Innovation Roadmap is a
formal, organic innovation process whereby employees
from around the globe submit ideas that are then
vetted and judged. The best ideas are selected for
further incubation. As a result, the data is a mix of
structured data, such as idea counts, submission
dates, inventor names, and unstructured content, such
as the textual descriptions of the ideas themselves.

The second category of data encompassed minutes
and notes representing innovation and research
activity from around the world. This also represented a
mix of structured and unstructured data. The
structured data included attributes such as dates,
names, and geographic locations. The unstructured
documents contained the “who, what, when, and
where” information that represents rich data about
knowledge growth and transfer within the company.



This type of information is often stored in business
silos that have little to no visibility across disparate
research teams.

The 10 main IHs that the GINA team developed were
as follows:

- IH1: Innovation activity in different geographic
regions can be mapped to corporate strategic
directions.

« IH2: The length of time it takes to deliver ideas
decreases when global knowledge transfer occurs
as part of the idea delivery process.

« IH3: Innovators who participate in global
knowledge transfer deliver ideas more quickly
than those who do not.

« IH4: An idea submission can be analyzed and
evaluated for the likelihood of receiving funding.

« IH5: Knowledge discovery and growth for a
particular topic can be measured and compared
across geographic regions.

« IH6: Knowledge transfer activity can identify
research-specific boundary spanners in disparate
regions.

« IH7: Strategic corporate themes can be mapped
to geographic regions.



- IH8: Frequent knowledge expansion and transfer
events reduce the time it takes to generate a
corporate asset from an idea.

- IH9: Lineage maps can reveal when knowledge
expansion and transfer did not (or has not)
resulted in a corporate asset.

- IH10: Emerging research topics can be classified
and mapped to specific ideators, innovators,
boundary spanners, and assets.

The GINA (IHs) can be grouped into two categories:

« Descriptive analytics of what is currently
happening to spark further creativity,
collaboration, and asset generation

« Predictive analytics to advise executive
management of where it should be investing in the
future

2.8.2 PHASE 2: DATA
PREPARATION

The team partnered with its IT department to set up a
new analytics sandbox to store and experiment on the
data. During the data exploration exercise, the data
scientists and data engineers began to notice that



certain data needed conditioning and normalization. In
addition, the team realized that several missing
datasets were critical to testing some of the analytic
hypotheses.

As the team explored the data, it quickly realized
that if it did not have data of sufficient quality or could
not get good quality data, it would not be able to
perform the subsequent steps in the lifecycle process.
As a result, it was important to determine what level of
data quality and cleanliness was sufficient for the
project being undertaken. In the case of the GINA, the
team discovered that many of the names of the
researchers and people interacting with the
universities were misspelled or had leading and trailing
spaces in the datastore. Seemingly small problems
such as these in the data had to be addressed in this
phase to enable better analysis and data aggregation
in subsequent phases.

2.8.3 PHASE 3: MODEL
PLANNING

In the GINA project, for much of the dataset, it seemed
feasible to use social network analysis techniques to
look at the networks of innovators within EMC. In other
cases, it was difficult to come up with appropriate
ways to test hypotheses due to the lack of data. In one
case (IH9), the team made a decision to initiate a



longitudinal study to begin tracking data points over
time regarding people developing new intellectual
property. This data collection would enable the team to
test the following two ideas in the future:

- TH8: Frequent knowledge expansion and transfer
events reduce the amount of time it takes to
generate a corporate asset from an idea.

« TH9: Lineage maps can reveal when knowledge
expansion and transfer did not (or has not)
result(ed) in a corporate asset.

For the longitudinal study being proposed, the team
needed to establish goal criteria for the study.
Specifically, it needed to determine the end goal of a
successful idea that had traversed the entire journey.
The parameters related to the scope of the study
included the following considerations:

« Identify the right milestones to achieve this goal.

« Trace how people move ideas from each milestone
toward the goal.

. Once this is done, trace ideas that die, and trace
others that reach the goal. Compare the journeys
of ideas that make it and those that do not.



« Compare the times and the outcomes using a few
different methods (depending on how the data is
collected and assembled). These could be as
simple as t-tests or perhaps involve different types
of classification algorithms.

2.8.4 PHASE 4: MODEL
BUILDING

In Phase 4, the GINA team employed several analytical
methods. This included work by the data scientist
using Natural Language Processing (NLP) techniques
on the textual descriptions of the Innovation Roadmap
ideas. In addition, he conducted social network
analysis using R and RStudio, and then he developed
social graphs and visualizations of the network of
communications related to innovation using R's ggptot2

package. Examples of this work are shown in Figures 2-
10 and 2-11.
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Figure 2-10 shows social graphs that portray the
relationships between idea submitters within GINA.
Each color represents an innovator from a different
country. The large dots with red circles around them
represent hubs. A hub represents a person with high
connectivity and a high “betweenness” score. The
cluster in Figure 2-11 contains geographic variety,
which is critical to prove the hypothesis about
geographic boundary spanners. One person in this
graph has an unusually high score when compared to
the rest of the nodes in the graph. The data scientist
identified this person and ran a query against his name
within the analytic sandbox. These actions yielded the
following information about this research scientist
(from the social graph), which illustrated how
influential he was within his business unit and across
many other areas of the company worldwide:

« In 2011, he attended the ACM SIGMOD
conference, which is a top-tier conference on
large-scale data management problems and
databases.

- He visited employees in France who are part of
the business unit for EMC's content management
teams within Documentum (now part of the
Information Intelligence Group, or IIG).



« He presented his thoughts on the SIGMOD
conference at a virtual brownbag session attended
by three employees in Russia, one employee in
Cairo, one employee in Ireland, one employee in
India, three employees in the United States, and
one employee in Israel.

« In 2012, he attended the SDM 2012 conference in
California.

« On the same trip he visited innovators and
researchers at EMC federated companies, Pivotal
and VMware.

- Later on that trip he stood before an internal
council of technology leaders and introduced two
of his researchers to dozens of corporate
innovators and researchers.

This finding suggests that at least part of the initial
hypothesis is correct; the data can identify innovators
who span different geographies and business units.
The team used Tableau software for data visualization
and exploration and used the Pivotal Greenplum
database as the main data repository and analytics
engine.

2.8.5 PHASE 5:
COMMUNICATE RESULTS



In Phase 5, the team found several ways to cull results
of the analysis and identify the most impactful and
relevant findings. This project was considered
successful in identifying boundary spanners and
hidden innovators. As a result, the CTO office launched
longitudinal studies to begin data collection efforts and
track innovation results over longer periods of time.
The GINA project promoted knowledge sharing related
to innovation and researchers spanning multiple areas
within the company and outside of it. GINA also
enabled EMC to cultivate additional intellectual
property that led to additional research topics and
provided opportunities to forge relationships with
universities for joint academic research in the fields of
Data Science and Big Data. In addition, the project was
accomplished with a limited budget, leveraging a
volunteer force of highly skilled and distinguished
engineers and data scientists.

One of the key findings from the project is that there
was a disproportionately high density of innovators in
Cork, Ireland. Each year, EMC hosts an innovation
contest, open to employees to submit innovation ideas
that would drive new value for the company. When
looking at the data in 2011, 15% of the finalists and
15% of the winners were from lIreland. These are
unusually high numbers, given the relative size of the
Cork COE compared to other larger centers in other
parts of the world. After further research, it was



learned that the COE in Cork, Ireland had received
focused training in innovation from an external
consultant, which was proving effective. The Cork COE
came up with more innovation ideas, and better ones,
than it had in the past, and it was making larger
contributions to innovation at EMC. It would have been
difficult, if not impossible, to identify this cluster of
innovators through traditional methods or even
anecdotal, word-of-mouth feedback. Applying social
network analysis enabled the team to find a pocket of
people within EMC who were making
disproportionately strong contributions. These findings
were shared internally through presentations and
conferences and promoted through social media and
blogs.

2.8.6 PHASE 6:
OPERATIONALIZE

Running analytics against a sandbox filled with notes,
minutes, and presentations from innovation activities
yielded great insights into EMC's innovation culture.
Key findings from the project include these:

« The CTO office and GINA need more data in the
future, including a marketing initiative to convince
people to inform the global community on their
innovation/research activities.



« Some of the data is sensitive, and the team needs
to consider security and privacy related to the
data, such as who can run the models and see the
results.

- In addition to running models, a parallel initiative
needs to be created to improve basic Business
Intelligence activities, such as dashboards,
reporting, and queries on research activities
worldwide.

« A mechanism is needed to continually reevaluate
the model after deployment. Assessing the benefits
is one of the main goals of this stage, as is defining
a process to retrain the model as needed.

In addition to the actions and findings listed, the
team demonstrated how analytics can drive new
insights in projects that are traditionally difficult to
measure and quantify. This project informed
investment decisions in university research projects by
the CTO office and identified hidden, high-value
innovators. In addition, the CTO office developed tools
to help submitters improve ideas using topic modeling
as part of new recommender systems to help idea
submitters find similar ideas and refine their proposals
for new intellectual property.

Table 2-3 outlines an analytics plan for the GINA case
study example. Although this project shows only three



findings, there were many more. For instance, perhaps
the biggest overarching result from this project is that
it demonstrated, in a concrete way, that analytics can
drive new insights in projects that deal with topics that
may seem difficult to measure, such as innovation.

Analytic Plan from the EMC GINA Project

Components of Analytic GINA Case
Plan Study

Discovery Tracking global knowledge growth, ensuring effective
Business knowledge transfer, and quickly converting it into
Problem corporate assets. Executing on these three elements
Framed should accelerate innovation.

Initial An increase in geographic knowledge transfer improves
Hypothes the speed of idea delivery.

es

Data Five years of innovation idea submissions and history;

six months of textual notes from global innovation and
research activities

Model Social network analysis, social graphs, clustering, and
Planning regression analysis

Analytic

Techniqu

e

Result

and Key

Findings

1. Identified hidden, high-value innovators and found
ways to share their knowledge

2. Informed investment decisions in university
research projects




3. Created tools to help submitters improve ideas
with idea recommender systems

Innovation is an idea that every company wants to
promote, but it can be difficult to measure innovation
or identify ways to increase innovation. This project
explored this issue from the standpoint of evaluating
informal social networks to identify boundary spanners
and influential people within innovation subnetworks.
In essence, this project took a seemingly nebulous
problem and applied advanced analytical methods to
tease out answers using an objective, fact-based
approach.

Another outcome from the project included the need
to supplement analytics with a separate datastore for
Business Intelligence reporting, accessible to search
innovation/research initiatives. Aside from supporting
decision making, this will provide a mechanism to be
informed on discussions and research happening
worldwide among team members in disparate
locations. Finally, it highlighted the value that can be
gleaned through data and subsequent analysis.
Therefore, the need was identified to start formal
marketing programs to convince people to submit (or
inform) the global community on their innovation/
research activities. The knowledge sharing was critical.



Without it, GINA would not have been able to perform
the analysis and identify the hidden innovators within
the company.

Summary

This chapter described the Data Analytics Lifecycle,
which is an approach to managing and executing
analytical projects. This approach describes the
process in six phases.

1. Discovery

. Data preparation
. Model planning

. Model building

. Communicate results

o U1 A W N

. Operationalize

Through these steps, data science teams can
identify problems and perform rigorous investigation of
the datasets needed for in-depth analysis. As stated in
the chapter, although much is written about the
analytical methods, the bulk of the time spent on
these kinds of projects is spent in preparation—
namely, in Phases 1 and 2 (discovery and data
preparation). In addition, this chapter discussed the
seven roles needed for a data science team. It is
critical that organizations recognize that Data Science
is a team effort, and a balance of skills is needed to be



successful in tackling Big Data projects and other
complex projects involving data analytics.

Exercises

1. In which phase would the team expect to invest
most of the project time? Why? Where would the
team expect to spend the least time?

2. What are the benefits of doing a pilot program
before a full-scale rollout of a new analytical
methodology? Discuss this in the context of the
mini case study.

3. What kinds of tools would be used in the following
phases, and for which kinds of use scenarios?

a. Phase 2: Data preparation
b. Phase 4: Model building
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Review of Basic Data

Analytic Methods

The Statistical methods for evaluation
previous chapter

presented the six phases of the Data Analytics
Lifecycle.

Phase 1: Discovery

Phase 2: Data Preparation

Phase 3: Model Planning

Phase 4: Model Building

Phase 5: Communicate Results

Phase 6: Operationalize



The first three phases involve various aspects of
data exploration. In general, the success of a data
analysis project requires a deep understanding of the
data. It also requires a toolbox for mining and
presenting the data. These activities include the study
of the data in terms of basic statistical measures and
creation of graphs and plots to visualize and identify
relationships and patterns. Several free or commercial
tools are available for exploring, conditioning,
modeling, and presenting data. Because of its
popularity and versatility, the open-source
programming language R is used to illustrate many of
the presented analytical tasks and models in this book.

This chapter introduces the basic functionality of the
R programming language and environment. The first
section gives an overview of how to use R to acquire,
parse, and filter the data as well as how to obtain
some basic descriptive statistics on a dataset. The
second section examines wusing R to perform
exploratory data analysis tasks using visualization. The
final section focuses on statistical inference, such as
hypothesis testing and analysis of variance in R.

3.1 Introduction to R

R is a programming language and software framework
for statistical analysis and graphics. Available for use
under the GNU General Public License [1], R software



and installation instructions can be obtained via the
Comprehensive R Archive and Network [2]. This
section provides an overview of the basic functionality
of R. In later chapters, this foundation in R is utilized to
demonstrate many of the presented analytical
techniques.

Before delving into specific operations and functions
of R later in this chapter, it is important to understand
the flow of a basic R script to address an analytical
problem. The following R code illustrates a typical
analytical situation in which a dataset is imported, the
contents of the dataset are examined, and some
modeling building tasks are executed. Although the
reader may not yet be familiar with the R syntax, the
code can be followed by reading the embedded
comments, denoted by # In the following scenario, the

annual sales in U.S. dollars for 10,000 retail customers
have been provided in the form of a comma-
separated-value (CSV) file. The read.csv() function is used

to import the CSV file. This dataset is stored to the R
variable sales using the assignment operator <-.

# import a CSV file of the total annual sales for each customer
sales <- read.csv("c:/data/yearly sales.csv")

# examine the imported dataset
head(sales)

summary (sales)

# plot num of orders vs. sales
plot(sales$num of orders,sales$sales total,
main="Number of Orders vs. Sales")

# perform a statistical analysis (fit a linear regression model)
results <- lm(sales$sales total ~ sales$num of orders)



summary(results)

# perform some diagnostics on the fitted model
# plot histogram of the residuals
hist(results$residuals, breaks = 800)

In this example, the data file is imported using the
read.csv() function. Once the file has been imported, it is
useful to examine the contents to ensure that the data
was loaded properly as well as to become familiar with
the data. In the example, the nead() function, by default,

displays the first six records of sates.

# examine the imported dataset
head(sales)
cust id sales total num of orders gender

1 100001 800.64 3 F
2 100002 217.53 3 F
3 100003 74.58 2 M
4 100004 498.60 3 M
5 100005 723.11 4 F
6 100006 69.43 2 F

The sumary() function provides some descriptive

statistics, such as the mean and median, for each data
column. Additionally, the minimum and maximum
values as well as the 1lst and 3rd quartiles are
provided. Because the gender column contains two

possible characters, an “F” (female) or “M” (male), the
summary() function provides the count of each character's

occurrence.

summary (sales)

cust_id sales_total num_of orders  gender
Min. 1100001 Min. : 30.02 Min. : 1.000 F:5035
1st Qu.:102501 1st Qu.: 80.29 1st Qu.: 2.000 M:4965
Median :105001 Median : 151.65 Median : 2.000
Mean 1105001  Mean 1 249.46 Mean 1 2.428
3rd Qu.:107500 3rd Qu.: 295.50 3rd Qu.: 3.000
Max. 1110000  Max. :7606.09 Max. 122.000



Plotting a dataset's contents can provide information
about the relationships between the various columns.
In this example, the plt() function generates a

scatterplot of the number of orders (sales$num of orders)
against the annual sales (salesssates total). The $ is used

to reference a specific column in the dataset sales. The
resulting plot is shown in Figure 3-1.

# plot num of orders vs. sales
plot(sales$num of orders,sales$sales total,
main="Number of Orders vs. Sales")

Number of Orders vs. Total Sales
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Graphically examining the data

Each point corresponds to the number of orders and
the total sales for each customer. The plot indicates
that the annual sales are proportional to the number of
orders placed. Although the observed relationship
between these two variables is not purely linear, the
analyst decided to apply linear regression using the wn()

function as a first step in the modeling process.

results <- lm(sales$sales total ~ sales$num of orders)
results



Call:
Im(formula = sales$sales total ~ sales$num of orders)

Coefficients:
(Intercept) sales$num of orders
-154.1 166.2

The resulting intercept and slope values are -154.1
and 166.2, respectively, for the fitted linear equation.
However, resuits stores considerably more information

that can be examined with the sumary() function. Details
on the contents of resuits are examined by applying the
attributes() function. Because regression analysis is

presented in more detail later in the book, the reader
should not overly focus on interpreting the following
output.

summary(results)

Call:
Im(formula = sales$sales_total ~ sales$num_of orders)

Residuals:
Min 1Q Median 3Q Max
-666.5 -125.5 -26.7 86.6 4103.4

Coefficients:

Estimate Std. Error t value Pr(>|t])
(Intercept) -154.128 4.129 -37.33 <2e-16 ***
sales$num of orders 166.221 1.462 113.66 <2e-16 ***
Signif. codes: 0 '***' @,001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1

Residual standard error: 210.8 on 9998 degrees of freedom
Multiple R-squared: 0.5637, Adjusted R-squared: 0.5637
F-statistic: 1.292e+04 on 1 and 9998 DF, p-value: < 2.2e-16

The summary() function is an example of a generic

function. A generic function is a group of functions
sharing the same name but behaving differently
depending on the number and the type of arguments
they receive. Utilized previously, pwt() is another



example of a generic function; the plot is determined
by the passed variables. Generic functions are used
throughout this chapter and the book. In the final
portion of the example, the following R code uses the
generic function nist() to generate a histogram (Figure

3-2) of the residuals stored in resuits. The function call

illustrates that optional parameter values can be
passed. In this case, the number of sreaks is specified to

observe the large residuals.

# perform some diagnostics on the fitted model
# plot histogram of the residuals
hist(results$residuals, breaks = 800)

Histogram of results$residuals
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Evidence of large residuals

This simple example illustrates a few of the basic
model planning and building tasks that may occur in
Phases 3 and 4 of the Data Analytics Lifecycle.
Throughout this chapter, it is useful to envision how
the presented R functionality will be used in a more
comprehensive analysis.



3.1.1 R GRAPHICAL USER
INTERFACES

R software uses a command-line interface (CLI) that is
similar to the BASH shell in Linux or the interactive
versions of scripting languages such as Python. UNIX
and Linux users can enter command r at the terminal

prompt to use the CLI. For Windows installations, R
comes with RGui.exe, which provides a basic graphical
user interface (GUI). However, to improve the ease of
writing, executing, and debugging R code, several
additional GUIs have been written for R. Popular GUIs
include the R commander [3], Rattle [4], and RStudio
[5]. This section presents a brief overview of RStudio,
which was used to build the R examples in this book.
Figure 3-3 provides a screenshot of the previous R
code example executed in RStudio.
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FiGURE 3-3 RStudio GUI

The four highlighted window panes follow.

« Scripts: Serves as an area to write and save R

code

« Workspace: Lists the datasets and variables in

the R environment

- Plots: Displays the plots generated by the R code
and provides a straightforward mechanism to

export the plots

« Console: Provides a history of the executed R

code and the output



Additionally, the console pane can be used to obtain
help information on R. Figure 3-4 illustrates that by
entering »wn at the console prompt, the help details of
the w0 function are provided on the right.
Alternatively, netp(imy could have been entered at the
console prompt.

Functions such as edit) and rix() allow the user to

update the contents of an R variable. Alternatively,
such changes can be implemented with RStudio by
selecting the appropriate variable from the workspace
pane.

R allows one to save the workspace environment,
including variables and loaded libraries, into an .rdata
file using the save.image()y function. An existing .rdata file
can be loaded using the 1oad.image() function. Tools such
as RStudio prompt the user for whether the developer
wants to save the workspace connects prior to exiting
the GUI.

The reader is encouraged to install R and a preferred
GUI to try out the R examples provided in the book and
utilize the help functionality to access more details
about the discussed topics.
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FiGUre 3-4 Accessing help in Rstudio

3.1.2 DATA IMPORT AND
EXPORT

In the annual retail sales example, the dataset was
imported into R using the read.csv() function as in the

following code.

sales <- read.csv("c:/data/yearly_sales.csv")

R uses a forward slash (/) as the separator character
in the directory and file paths. This convention makes
script files somewhat more portable at the expense of
some initial confusion on the part of Windows users,



who may be accustomed to using a backslash (\) as a
separator. To simplify the import of multiple files with
long path names, the setwd() function can be used to set

the working directory for the subsequent import and
export operations, as shown in the following R code.

setwd("c:/data/")
sales <- read.csv("yearly sales.csv")

Other import functions include read.table() and
read.delin(), Which are intended to import other common

file types such as TXT. These functions can also be
used to import the yearly sates.csv file, as the following

code illustrates.

sales table <- read.table("yearly sales.csv", header=TRUE, sep=",")
sales _delim <- read.delim("yearly sales.csv", sep=",")

The main difference between these import functions
is the default values. For example, the read.detin()
function expects the column separator to be a tab
(\t"). In the event that the numerical data in a data file
uses a comma for the decimal, R also provides two
additional functions—read.csv2() and read.detim2()—to import
such data. Table 3-1 includes the expected defaults for
headers, column separators, and decimal point
notations.

Import Function Defaults



Function Headers Separator Decimal Point

read.table(] FALSF i L
read. cav () TRUE wr un
rcad. cov2 () TRUE £ il
r=ad. delim( ] TRUE W i
read.delimz () TRUE i

The analogous R functions such as write.table(),
write.csv(), and write.csv2() enable exporting of R datasets
to an external file. For example, the following R code

adds an additional column to the sales dataset and
exports the modified dataset to an external file.

# add a column for the average sales per order
sales$per order <- sales$sales total/sales$num of orders

# export data as tab delimited without the row names
write.table(sales,"sales modified.txt", sep="\t", row.names=FALSE

Sometimes it is necessary to read data from a
database management system (DBMS). R packages
such as o1 [6] and roosc [7] are available for this

purpose. These packages provide database interfaces
for communication between R and DBMSs such as
MySQL, Oracle, SQL Server, PostgreSQL, and Pivotal
Greenplum. The following R code demonstrates how to
install the roosc package with the instatt.packages() function.

The tibrary() function loads the package into the R
workspace. Finally, a connector (conn) is initialized for
connecting to a Pivotal Greenplum database training2 Via
open database connectivity (ODBC) with user user. The



trainingz database must be defined either in the
setcsopee.ini cOnfiguration file or using the Administrative
Tools under the Windows Control Panel.

install.packages("RODBC")
library(RODBC)
conn <- odbcConnect("training2", uid="user", pwd="password")

The connector needs to be present to submit a SQL
query to an ODBC database by using the sqlouery()
function from the rosc package. The following R code
retrieves specific columns from the nousing table in which
household income (ninc) is greater than $1,000,000.

housing data <- sqlQuery(conn, "select serialno, state, persons, rooms
from housing
where hinc > 1000000")
head (housing data)
serialno state persons rooms

1 3417867 6 2 7
2 3417867 6 2 7
3 4552088 6 5 9
4 4552088 6 5 9
5 8699293 6 5 5
6 8699293 6 5 5

Although plots can be saved using the RStudio GUI,
plots can also be saved using R code by specifying the
appropriate graphic devices. Using the jpeg() function,
the following R code creates a new JPEG file, adds a
histogram plot to the file, and then closes the file.
Such techniques are useful when automating standard
reports. Other functions, such as png(), bmp(), pdf(), and
postscript(), are available in R to save plots in the desired
format.



jpeg(file="c:/data/sales_hist.jpeg") # create a new jpeg file
hist(sales$num of orders) # export histogram to jpeg
dev.off() # shut off the graphic device

More information on data imports and exports can be

found at http://cran.r-project.org/doc/manuals/r-release/R-data.html,

such as how to import datasets from statistical
software packages including Minitab, SAS, and SPSS.

3.1.3 ATTRIBUTE AND DATA
TYPES

In the earlier example, the sates variable contained a

record for each customer. Several characteristics, such
as total annual sales, number of orders, and gender,
were provided for each customer. In general, these
characteristics or attributes provide the qualitative and
guantitative measures for each item or subject of
interest. Attributes can be categorized into four types:
nominal, ordinal, interval, and ratio (NOIR) [8]. Table 3-
2 distinguishes these four attribute types and shows
the operations they support. Nominal and ordinal
attributes are considered categorical attributes,
whereas interval and ratio attributes are considered
numeric attributes.

NOIR Attribute Types


http://cran.r-project.org/doc/manuals/r-release/R-data.html

Categorical (Qualitative) Numaeric [Quantitative)

Naminal Orelinal Intarval Ratin
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guish one from sequerce. valuesis twovalues ars
enuther. meaningful, mearingful.
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gender,employeelD  academic Fahrenhzit, cal- length, weight
numbers, TRUZ or graces mag-  endar dates,
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ezrthguekas
Operatians =hi mel = = =, 2,
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Data of one attribute type may be converted to
another. For example, the qatity of diamonds {Fair,

Good, Very Good, Premium, lIdeal} is considered
ordinal but can be converted to nominal {Good,
Excellent} with a defined mapping. Similarly, a ratio
attribute like ae can be converted into an ordinal

attribute such as {Infant, Adolescent, Adult, Senior}.
Understanding the attribute types in a given dataset is
important to ensure that the appropriate descriptive
statistics and analytic methods are applied and
properly interpreted. For example, the mean and
standard deviation of U.S. postal ZIP codes are not
very meaningful or appropriate. Proper handling of
categorical variables will be addressed in subsequent



chapters. Also, it is useful to consider these attribute
types during the following discussion on R data types.

Numeric, Character, and Logical
Data Types

Like other programming languages, R supports the use
of numeric, character, and logical (Boolean) values.
Examples of such variables are given in the following R
code.

i<-1 # create a numeric variable
sport <- "football" # create a character variable
flag <- TRUE # create a logical variable

R provides several functions, such as casso) and
typeof(), tO examine the characteristics of a given
variable. The cass() function represents the abstract
class of an object. The typeor() function determines the
way an object is stored in memory. Although : appears
to be an integer, i is internally stored using double
precision. To improve the readability of the code
segments in this section, the inline R comments are

used to explain the code or to provide the returned
values.

class(i) # returns "numeric"
typeof(i) # returns "double"

class(sport) # returns "character"
typeof(sport) # returns "character"

class(flag) # returns "logical"
typeof(flag) # returns "logical"



Additional R functions exist that can test the
variables and coerce a variable into a specific type.
The following R code illustrates how to test if i is an

integer using the is.integer() function and to coerce : into
a new integer variable, j, using the as.integer() function.
Similar functions can be applied for double, character,
and logical types.

is.integer(i) # returns FALSE
#j <- as.integer(i) # coerces contents of i into an integer
#is.integer(j) # returns TRUE

The application of the tength() function reveals that the

created variables each have a length of 1. One might
have expected the returned length of sport to have been

8 for each of the characters in the string “footbatt".

However, these three variables are actually one
element, vectors.

length(1i) # returns 1
length(flag) # returns 1
length(sport) # returns 1 (not 8 for "football")

Vectors are a basic building block for data in R. As seen
previously, simple R variables are actually vectors. A
vector can only consist of values in the same class.
The tests for vectors can be conducted using the
is.vector() function.

is.vector(i) # returns TRUE
is.vector(flag) # returns TRUE
is.vector(sport) # returns TRUE



R provides functionality that enables the easy
creation and manipulation of vectors. The following R
code illustrates how a vector can be created using the
combine function, <) or the colon operator, :, to build a
vector from the sequence of integers from 1 to 5.
Furthermore, the code shows how the values of an
existing vector can be easily modified or accessed. The
code, related to the : vector, indicates how logical
comparisons can be built to extract certain elements of
a given vector.

u <- c("red", "yellow", "blue") # create a vector "red" "yellow" "blue"
u # returns "red" "yellow" "blue"

ull] # returns "red" (1st element in u)

v <- 1:5 # create a vector 1 23 45

Y # returns 1 2 345

sum(v) # returns 15

w<-vVv*2 # create a vector 2 4 6 8 10

w # returns 2 4 6 8 10

w([3] # returns 6 (the 3rd element of w)
Z<-V+w # sums two vectors element by element
z # returns 3 6 9 12 15

z>8 # returns FALSE FALSE TRUE TRUE TRUE
z[z > 8] # returns 9 12 15

z[z > 8 | z < 5] # returns 3 9 12 15 ("|" denotes "or")

Sometimes it is necessary to initialize a vector of a
specific length and then populate the content of the
vector later. The vector() function, by default, creates a
logical vector. A vector of a different type can be
specified by using the mde parameter. The vector ¢, an
integer vector of length 0, may be useful when the
number of elements is not initially known and the new
elements will later be added to the end of the vector
as the values become available.

a <- vector(length=3) # create a logical vector of length 3
a # returns FALSE FALSE FALSE



b <- vector(mode="numeric", 3) # create a numeric vector of length 3

typeof(b) # returns "double"

b[2] <- 3.1 # assign 3.1 to the 2nd element

b # returns 0.0 3.1 0.0

c <- vector(mode="integer", 0) # create an integer vector of length 0
C # returns integer(0)

length(c) # returns 0

Although vectors may appear to be analogous to
arrays of one dimension, they are technically
dimensionless, as seen in the following R code. The
concept of arrays and matrices is addressed in the
following discussion.

length(b) # returns 3
dim(b) # returns NULL (an undefined value)

Arrays and Matrices

The array() function can be used to restructure a vector

as an array. For example, the following R code builds a
three-dimensional array to hold the quarterly sales for
three regions over a two-year period and then assign
the sales amount of $158,000 to the second region for
the first quarter of the first year.

# the dimensions are 3 regions, 4 quarters, and 2 years
quarterly sales <- array(0, dim=c(3,4,2))

quarterly sales[2,1,1] <- 158000

quarterly sales

p i

[,1] [,2] [,3] [,4]
[1,] 0 0 0 0
[2,] 158000 0 0 0
[3,]1 0 0 0 0

, 2

[,11 [,2]1 [,3] [,4]
[1,] 0 0 0 0
[2,] 0 0 0 0
[3,1] 0 0 0 0



A two-dimensional array is known as a matrix. The
following code initializes a matrix to hold the quarterly
sales for the three regions. The parameters nrow and ncot

define the number of rows and columns, respectively,
for the sates matrix.

sales matrix <- matrix(®, nrow = 3, ncol = 4)
sales matrix

[,1] 1,21 [,31 [.,4

1
[1,] 0 0 0 0
[2,] 0 0 0 0
[3,1] 0 0 0 0

R provides the standard matrix operations such as
addition, subtraction, and multiplication, as well as the
transpose function () and the inverse matrix function

matrix.inverse() iNCluded in the nmatrixcalc package. The

following R code builds a 3 x 3 matrix, M, and
multiplies it by its inverse to obtain the identity matrix.

library(matrixcalc)
M <- matrix(c(1,3,3,5,0,4,3,3,3),nrow = 3,ncol = 3) # build a 3x3 matrix

M %*% matrix.inverse(M) # multiply M by inverse(M)

[,11 [,21 [,3]
[1,] 1 0 0
[2,] © 1 0
[3,]1 © 0 1

Data Frames

Similar to the concept of matrices, data frames provide
a structure for storing and accessing several variables
of possibly different data types. In fact, as the
is.data.frame() function indicates, a data frame was



created by the read.csv() function at the beginning of the
chapter.

#import a CSV file of the total annual sales for each customer
sales <- read.csv("c:/data/yearly sales.csv")
is.data.frame(sales) # returns TRUE

As seen earlier, the variables stored in the data
frame can be easily accessed using the $ notation. The
following R code illustrates that in this example, each
variable is a vector with the exception of gender, Which

was, by a read.csv() default, imported as a factor.

Discussed in detail later in this section, a factor
denotes a categorical variable, typically with a few
finite levels such as “F” and “M” in the case of gender.

length(sales$num of orders) # returns 10000 (number of customers)
is.vector(sales$cust id) # returns TRUE
is.vector(sales$sales total) # returns TRUE
is.vector(sales$num of orders) # returns TRUE
is.vector(sales$gender) # returns FALSE
is.factor(sales$gender) # returns TRUE

Because of their flexibility to handle many data
types, data frames are the preferred input format for
many of the modeling functions available in R. The
following use of the str() function provides the structure

of the sates data frame. This function identifies the
integer and numeric (double) data types, the factor
variables and levels, as well as the first few values for
each variable.

str(sales) # display structure of the data frame object

'data.frame': 10000 obs. of 4 variables:
$ cust id : int 100001 100002 100003 100004 100005 100006 ...



$ sales total : num 800.6 217.5 74.6 498.6 723.1 ...
$ num of orders: int 3323422222...
$ gender . Factor w/ 2 levels "F","M": 1122112212 ...

In the simplest sense, data frames are lists of
variables of the same length. A subset of the data
frame can be retrieved through subsetting
operators. R's subsetting operators are powerful in
that they allow one to express complex operations in a
succinct fashion and easily retrieve a subset of the
dataset.

# extract the fourth column of the sales data frame
sales[,4]
# extract the gender column of the sales data frame

sales$gender

# retrieve the first two rows of the data frame
sales[1:2,]

# retrieve the first, third, and fourth columns
sales[,c(1,3,4)]

# retrieve both the cust_id and the sales total columns
sales[,c("cust_id", "sales total")]

# retrieve all the records whose gender is female
sales[sales$gender=="F", ]

The following R code shows that the class of the sates
variable is a data frame. However, the type of the sates

variable is a list. A list is a collection of objects that
can be of various types, including other lists.

class(sales)
"data.frame"
typeof(sales)
"list"

Lists

Lists can contain any type of objects, including other
lists. Using the vector v and the matrix M created in



earlier examples, the following R code creates assortment,
a list of different object types.

# build an assorted list of a string, a numeric, a list, a vector,
# and a matrix

housing <- list("own", "rent")
assortment <- list("football", 7.5, housing, v, M)
assortment

[[1]]
[1] "football"

[[2]]
[1] 7.5

[[31]
[[3110[1]]
[1] "own"
[[3110[2]]
[1] "rent"
[[4]]

[11 12345

[[511

[,11 [,2] [,3]
[1,1 1 5 3
[2,1 3 0 3
[3,]1 3 4 3

In displaying the contents of assortment, the use of the
double brackets, (111, is of particular importance. As the

following R code illustrates, the use of the single set of
brackets only accesses an item in the list, not its
content.

# examine the fifth object, M, in the list

class(assortment[5]) # returns "list"
length(assortment[5]) # returns 1
class(assortment[[5]]) # returns "matrix"
length(assortment[[5]]) # returns 9 (for the 3x3 matrix)

As presented earlier in the data frame discussion,
the str() function offers details about the structure of a



list.

str(assortment)
List of 5
$ : chr "football"
$ : num 7.5
$ :List of 2
..$ : chr "own"
..$ : chr "rent"
$ : int [1:5]1 123 45
$ : num [1:3, 1:3]1 133504333

Factors

Factors were briefly introduced during the discussion of
the gender variable in the data frame sates. In this case,

gender COUld assume one of two levels: F or m. Factors can
be ordered or not ordered. In the case of gender, the
levels are not ordered.

class(sales$gender) # returns "factor"
is.ordered(sales$gender) # returns FALSE

Included with the ggp1ot2 package, the diamonds data
frame contains three ordered factors. Examining the cut

factor, there are five levels in order of improving cut:
Fair, Good, Very Good, Premium, and Ideal. Thus,
salessgender CONtains nominal data, and diamondsscut cONtains

ordinal data.

head(sales$gender) # display first six values and the levels
FFMMFF
Levels: F M

library(ggplot2)
data(diamonds) # load the data frame into the R workspace

str(diamonds)

'data.frame': 53940 obs. of 10 variables:

$ carat : num 0.23 0.21 0.23 0.29 0.31 0.24 0.24 0.26 0.22 ...

$ cut : Ord.factor w/ 5 levels "Fair"<"Good"<..: 54242 3 ...

$ color : Ord.factor w/ 7 levels "D"<"E"<"F"<"G"<..: 222677 ...



$ clarity: Ord.factor w/ 8 levels "I1"<"SI2"<"SI1"<..: 23542 ...
$ depth : num 61.5 59.8 56.9 62.4 63.3 62.8 62.3 61.9 65.1 59.4 ...
$ table : num 55 61 65 58 58 57 57 55 61 61 ...

$ price : int 326 326 327 334 335 336 336 337 337 338 ...

$ X : num 3.95 3.89 4.05 4.2 4.34 3.94 3.95 4.07 3.87 4 ...

$y : num 3.98 3.84 4.07 4.23 4.35 3.96 3.98 4.11 3.78 4.05 ...
$ z : num 2.43 2.31 2.31 2.63 2.75 2.48 2.47 2.53 2.49 2.39 ...
head(diamonds$cut) # display first six values and the levels
Ideal Premium Good Premium  Good Very Good

Levels: Fair < Good < Very Good < Premium < Ideal

Suppose it is decided to categorize satesssates totals iINtO

three groups—small, medium, and big—according to
the amount of the sales with the following code. These
groupings are the basis for the new ordinal factor,
spender, with levels {small, medium, big}.

# build an empty character vector of the same length as sales
sales group <- vector(mode="character",
length=1length(sales$sales total))

# group the customers according to the sales amount

sales group[sales$sales total<l00] <- "small"

sales group[sales$sales total>=100 & sales$sales total<500] <- "medium"

sales_group[sales$sales_total>=500] <- "big"

# create and add the ordered factor to the sales data frame

spender <- factor(sales group,levels=c("small", "medium", "big"),
ordered = TRUE)

sales <- cbind(sales,spender)

str(sales$spender)
Ord.factor w/ 3 levels "small"<"medium"<..: 3212311121 ...

head(sales$spender)
big medium small medium big  small
Levels: small < medium < big

The wind() function is used to combine variables
column-wise. The rvind() function is used to combine

datasets row-wise. The use of factors is important in
several R statistical modeling functions, such as
analysis of variance, aov(), presented later in this
chapter, and the use of contingency tables, discussed
next.



Contingency Tables

In R, table refers to a class of objects used to store the
observed counts across the factors for a given dataset.
Such a table is commonly referred to as a contingency
table and is the basis for performing a statistical test
on the independence of the factors used to build the
table. The following R code builds a contingency table
based on the satessgender aNd salessspender factors.

# build a contingency table based on the gender and spender factors
sales table <- table(sales$gender,sales$spender)
sales_table
small medium big
F 1726 2746 563
M 1656 2723 586

class(sales_table) # returns "table"
typeof(sales_table) # returns "integer"
dim(sales_table) # returns 2 3

# performs a chi-squared test

summary(sales_table)

Number of cases in table: 10000

Number of factors: 2

Test for independence of all factors:
Chisq = 1.516, df = 2, p-value = 0.4686

Based on the observed counts in the table, the
summary() function performs a chi-squared test on the
independence of the two factors. Because the reported
p-value is greater than 0.05, the assumed
independence of the two factors is not rejected.
Hypothesis testing and p-values are covered in more
detail later in this chapter. Next, applying descriptive
statistics in R is examined.



3.1.4 DESCRIPTIVE
STATISTICS

It has already been shown that the sumary() function

provides several descriptive statistics, such as the
mean and median, about a variable such as the sates

data frame. The results now include the counts for the
three levels of the spender variable based on the earlier

examples involving factors.

summary (sales)
cust_id sales_total

Min. 1100001  Min. : 30.02
1st Qu.:102501 1st Qu.: 80.29
Median :105001 Median : 151.65
Mean 1105001  Mean 1 249.46
3rd Qu.:107500  3rd Qu.: 295.50
Max. 1110000 Max. :7606.09

num_of orders gender spender

Min. : 1.000 F:5035 small :3382
1st Qu.: 2.000 M:4965 medium:5469
Median : 2.000 big :1149
Mean 1 2.428

3rd Qu.: 3.000

Max. 122.000

The following code provides some common

functions that

include

descriptive statistics.

parentheses, the comments describe the functions.

# to simplify the function calls,

X <- sales$sales total
y <- sales$num of orders

cor(x,y)
cov(x,y)
IQR(x)
mean(x)
median(x)
range(x)
sd(x)
var(x)

* B W W W W W W

assign

returns 0.7508015 (correlation)
returns 345.2111 (covariance)
returns 215.21 (interquartile range)
returns 249.4557 (mean)

returns 151.65 (median)

returns 30.02 7606.09 (min max)
returns 319.0508 (std. dev.)

returns 101793.4 (variance)

R
In

The 1wr() function provides the difference between

the third and the first quartiles. The other functions are
fairly self-explanatory by their names. The reader is



encouraged to review the available help files for
acceptable inputs and possible options.

The function appiy() is useful when the same function

is to be applied to several variables in a data frame.
For example, the following R code calculates the
standard deviation for the first three variables in sates.

In the code, setting wmwrein=2 specifies that the s4()

function is applied over the columns. Other functions,
such as tappiy() and sappiy(), apply a function to a list or

vector. Readers can refer to the R help files to learn
how to use these functions.

apply(sales[,c(1:3)], MARGIN=2, FUN=sd)
cust id sales total num of orders
2886.895680 319.050782 1.441119

Additional descriptive statistics can be applied with
user-defined functions. The following R code defines a
function, my range(), t0 compute the difference between

the maximum and minimum values returned by the
range() function. In general, user-defined functions are

useful for any task or operation that needs to be
frequently repeated. More information on user-defined
functions is available by entering nhetp("function”) in the

console.

# build a function to provide the difference between
# the maximum and the minimum values

my_range <- function(v) {range(v)[2] - range(v)[1]}
my range(x)

7576.07



3.2 Exploratory Data
Analysis

So far, this chapter has addressed importing and
exporting data in R, basic data types and operations,
and generating descriptive statistics. Functions such as
sunmary() Can help analysts easily get an idea of the

magnitude and range of the data, but other aspects
such as linear relationships and distributions are more
difficult to see from descriptive statistics. For example,
the following code shows a summary view of a data
frame data With two columns x and y. The output shows

the range of x and y, but it's not clear what the
relationship may be between these two variables.

summary (data)
X y

Min. :-1.90483  Min. :-2.16545
1st Qu.:-0.66321 1st Qu.:-0.71451
Median : 0.09367 Median :-0.03797
Mean 1 0.02522 Mean 1-0.02153
3rd Qu.: 0.65414 3rd Qu.: 0.55738
Max. 1 2.18471 Max. : 1.70199

A useful way to detect patterns and anomalies in the
data is through the exploratory data analysis with
visualization. Visualization gives a succinct, holistic
view of the data that may be difficult to grasp from the
numbers and summaries alone. Variables x and y of the

data frame d4ata can instead be visualized in a

scatterplot (Figure 3-5), which easily depicts the
relationship between two variables. An important facet



of the initial data exploration, visualization assesses
data cleanliness and suggests potentially important
relationships in the data prior to the model planning
and building phases.

Scatterplotof Xand Y

A scatterplot can easily show if x and y
share a relation

The code to generate data as well as Figure 3-5 is
shown next.

X <- rnorm(50)
y <- X + rnorm(50, mean=0, sd=0.5)

data <- as.data.frame(cbind(x, y))

summary (data)

library(ggplot2)

ggplot(data, aes(x=x, y=y)) +
geom_point(size=2) +
ggtitle("Scatterplot of X and Y") +



theme (axis.text=element text(size=12),
axis.title = element text(size=14),
plot.title = element text(size=20, face="bold"))

Exploratory data analysis [9] is a data analysis
approach to reveal the important characteristics of a
dataset, mainly through visualization. This section
discusses how to use some basic visualization
techniques and the plotting feature in R to perform
exploratory data analysis.

3.2.1 VISUALIZATION
BEFORE ANALYSIS

To illustrate the importance of visualizing data,
consider Anscombe's quartet. Anscombe's quartet
consists of four datasets, as shown in Figure 3-6. It was
constructed by statistician Francis Anscombe [10] in
1973 to demonstrate the importance of graphs in
statistical analyses.

#1 #2 #3 #4

X y X y X ¥ X ¥y

4 4.26 4 3.10 ! 5.39 i 525
B 5.68 b 474 ] 5.73 B .66
B 7.24 ] 6.13 8 6.08 8 B.76
Fi 4.82 T 128 7 6.42 8 658
i 6.95 i 8.14 B 6.77 a 6.89
8 8.81 9 B.77 9 T.11 B 7.04
10 .04 10 814 10 T7.46 8 7.1
11 8.33 11 0.26 11 7.81 g 7.91
12 10.84 12 8.13 12 8.15 g 8.47
13 7.548 13 8.74 13 12.74 g d.84
14 9.96 14 8.10 14 B.84 19 12.60



Anscombe's quartet

The four datasets in Anscombe's quartet have nearly
identical statistical properties, as shown in Table 3-3.

Statistical Properties of Anscombe's Quartet

Statistical Valu
Property e

Mean of x 9

Variance of y 11

Mean of y 7.50 (to 2 decimal points)
Variance of y 4.12 or 4.13 (to 2 decimal points)
Correlations between x and 0.816

y

Linear regression line y = 3.00+0.50x (to 2 decimal

points)

Based on the nearly identical statistical properties
across each dataset, one might conclude that these
four datasets are quite similar. However, the
scatterplots in Figure 3-7 tell a different story. Each
dataset is plotted as a scatterplot, and the fitted lines
are the result of applying linear regression models. The
estimated regression line fits Dataset 1 reasonably
well. Dataset 2 is definitely nonlinear. Dataset 3
exhibits a linear trend, with one apparent outlier at x =

13. For Dataset 4, the regression line fits the dataset



quite well. However, with only points at two x values, it

is not possible to determine that the linearity
assumption is proper.
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Anscombe's quartet visualized as
scatterplots

The R code for generating Figure 3-7 is shown next.
It requires the R package ggtot2 (111, Which can be

installed simply by running the command
install.packages("ggplot2"). The anscome dataset for the plOt is

included in the standard R distribution. Enter data() for a
list of datasets included in the R base distribution.



Enter data(patasetvame) to Make a dataset available in the
current workspace.

In the code that follows, variable ievets is created
using the q1() function, which generates factors of four

levels (1, 2, 3, and 4), each repeating 11 times.
Variable mydata IS created using the with(data, expression)

function, which evaluates an expression in @an environment
constructed from data. In this example, the data is the
anscome dataset, which includes eight attributes: x1, x2, x3,
x4, y1, y2, y3, and ya. The expression part in the code creates
a data frame from the anscome dataset, and it only
includes three attributes: %, y, and the group each data
point belongs to (mygroup).

install.packages("ggplot2") # not required if package has been installed

data(anscombe) # load the anscombe dataset into the current workspace
anscombe

x1 x2 x3 x4 yl y2 y3 y4
1 10 10 106 8 8.04 9.14 7.46 6.58
2 8 8 8 8 6.958.14 6.77 5.76
3 131313 8 7.588.74 12.74 7.71
4 9 9 9 8 8.818.77 7.11 8.84
5 11 11 11 8 8.33 9.26 7.81 8.47
6 14 14 14 8 9.96 8.10 8.84 7.04
7 6 6 6 8 7.246.13 6.08 5.25
8 4 4 419 4.26 3.10 5.39 12.50
9 12 12 12 8 10.84 9.13 8.15 5.56
10 7 7 7 8 4.827.26 6.42 7.91
11 5 5 5 8 5.68 4.74 5.73 6.89

nrow(anscombe) # number of rows
[1] 11

# generates levels to indicate which group each data point belongs to
levels <- gl(4, nrow(anscombe))

levels
[1]111111111112222222222233333333333
[34] 4 44444444414

Levels: 12 3 4

# Group anscombe into a data frame
mydata <- with(anscombe, data.frame(x=c(x1,x2,x3,x4), y=c(yl,y2,y3,y4),
mygroup=Llevels))



mydata

X y mygroup
1 10 8.04 1
2 8 6.95 1
3 13 7.58 1
4 9 8.81 1

41 19 12.50
42 8 5.56
43 8 7.91
44 8 6.89

e

# Make scatterplots using the ggplot2 package
library(ggplot2)
theme_set(theme_bw()) # set plot color theme

# create the four plots of Figure 3-7
ggplot(mydata, aes(x,y)) +
geom_point(size=4) +

geom_smooth(method="1m", fill=NA, fullrange=TRUE) +
facet_wrap(~mygroup)

3.2.2 DIRTY DATA

This section addresses how dirty data can be detected
in the data exploration phase with visualizations. In
general, analysts should look for anomalies, verify the
data with domain knowledge, and decide the most
appropriate approach to clean the data.

Consider a scenario in which a bank is conducting
data analyses of its account holders to gauge
customer retention. Figure 3-8 shows the age
distribution of the account holders.
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FIGURE 3-8 Age distribution of bank account holders

If the age data is in a vector called age, the graph can
be created with the following R script:

hist(age, breaks=100, main="Age Distribution of Account Holders",
xlab="Age", ylab="Frequency", col="gray")

The figure shows that the median age of the account
holders is around 40. A few accounts with account
holder age less than 10 are unusual but plausible.
These could be custodial accounts or college savings
accounts set up by the parents of young children.
These accounts should be retained for future analyses.

However, the left side of the graph shows a huge
spike of customers who are zero years old or have
negative ages. This is likely to be evidence of missing
data. One possible explanation is that the null age
values could have been replaced by 0 or negative
values during the data input. Such an occurrence may
be caused by entering age in a text box that only



allows numbers and does not accept empty values. Or
it might be caused by transferring data among several
systems that have different definitions for null values
(such as NULL, NA, 0, =1, or —2). Therefore, data
cleansing needs to be performed over the accounts
with abnormal age values. Analysts should take a
closer look at the records to decide if the missing data
should be eliminated or if an appropriate age value
can be determined using other available information
for each of the accounts.

In R, the is.na() function provides tests for missing
values. The following example creates a vector x where
the fourth value is not available (va). The is.na() function
returns True at each na value and rase otherwise.

X <- c(1, 2, 3, NA, 4)
is.na(x)
[1] FALSE FALSE FALSE TRUE FALSE

Some arithmetic functions, such as nean(), applied to
data containing missing values can yield an na result. To
prevent this, set the na.rn parameter to e to remove
the missing value during the function's execution.

mean(x)
[1] NA
mean(x, na.rm=TRUE)
[1] 2.5

The na.exctude() function returns the object with
incomplete cases removed.

DF <- data.frame(x = c(1, 2, 3), y = c(10, 20, NA))
DF
Xy



1110
2220
3 3 NA

DF1 <- na.exclude(DF)
DF1

L
1110
2220

Account holders older than 100 may be due to bad
data caused by typos. Another possibility is that these
accounts may have been passed down to the heirs of
the original account holders without being updated. In
this case, one needs to further examine the data and
conduct data cleansing if necessary. The dirty data
could be simply removed or filtered out with an age
threshold for future analyses. If removing records is
not an option, the analysts can look for patterns within
the data and develop a set of heuristics to attack the
problem of dirty data. For example, wrong age values
could be replaced with approximation based on the
nearest neighbor—the record that is the most similar
to the record in question based on analyzing the
differences in all the other variables besides age.

Figure 3-9 presents another example of dirty data.
The distribution shown here corresponds to the age of
mortgages in a bank's home loan portfolio. The
mortgage age is calculated by subtracting the
origination date of the loan from the current date. The
vertical axis corresponds to the number of mortgages
at each mortgage age.
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If the data is in a vector called mortgage, Figure 3-9 can
be produced by the following R script.

hist(mortgage, breaks=10, xlab="Mortgage Age", col="gray",
main="Portfolio Distribution, Years Since Origination")

Figure 3-9 shows that the loans are no more than 10
years old, and these 10-year-old loans have a
disproportionate frequency compared to the rest of the
population. One possible explanation is that the 10-
year-old loans do not only include loans originated 10
years ago, but also those originated earlier than that.
In other words, the 10 in the x-axis actually means =
10. This sometimes happens when data is ported from
one system to another or because the data provider
decided, for some reason, not to distinguish loans that
are more than 10 years old. Analysts need to study the



data further and decide the most appropriate way to
perform data cleansing.

Data analysts should perform sanity checks against
domain knowledge and decide if the dirty data needs
to be eliminated. Consider the task to find out the
probability of mortgage loan default. If the past
observations suggest that most defaults occur before
about the 4th year and 10-year-old mortgages rarely
default, it may be safe to eliminate the dirty data and
assume that the defaulted loans are less than 10 years
old. For other analyses, it may become necessary to
track down the source and find out the true origination
dates.

Dirty data can occur due to acts of omission. In the
sales data used at the beginning of this chapter, it was

seen that the minimum number of orders was 1 and
the minimum annual sales amount was $30.02. Thus,
there is a strong possibility that the provided dataset
did not include the sales data on all customers, just
the customers who purchased something during the
past year.

3.2.3 VISUALIZING A
SINGLE VARIABLE

Using visual representations of data is a hallmark of
exploratory data analyses: letting the data speak to its
audience rather than imposing an interpretation on the



data a priori. Sections 3.2.3 and 3.2.4 examine ways of
displaying data to help explain the underlying
distributions of a single variable or the relationships of
two or more variables.

R has many functions available to examine a single
variable. Some of these functions are listed in Table 3-
4,

Example Functions for Visualizing a Single
Variable

Purpos
e

plot (data) Scatterplot where x is the index and y is the value;
suitable for low-volume data

barplot(data) Barplot with vertical or horizontal bars

dotchart(data Cleveland dot plot [12]
)

hist(data) Histogram

plot(density( Density plot (a continuous histogram)
data))

stem(data) Stem-and-leaf plot

rug(data) Add a rug representation (1-d plot) of the data to an
existing plot

Dotchart and Barplot

Dotchart and barplot portray continuous values with
labels from a discrete variable. A dotchart can be



created in R with the function dotchart(x, tlabet=...), where «x
IS @ numeric vector and et IS a vector of categorical
labels for x. A barplot can be created with the
barplot(height) function, where reight represents a

vector or matrix. Figure 3-10 shows (a) a dotchart and
(b) a barplot based on the ntcars dataset, which includes

the fuel consumption and 10 aspects of automobile
design and performance of 32 automobiles. This
dataset comes with the standard R distribution.

The plots in Figure 3-10 can be produced with the
following R code.

data(mtcars)

dotchart(mtcars$mpg, labels=row.names(mtcars),cex=.7,
main="Miles Per Gallon (MPG) of Car Models",
xlab="MPG")

barplot(table(mtcars$cyl), main="Distribution of Car Cylinder Counts",
xlab="Number of Cylinders")

Histogram and Density Plot

Figure 3-11(a) includes a histogram of household
income. The histogram shows a clear concentration of
low household incomes on the left and the long tail of
the higher incomes on the right.
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(a) Histogram and (b) Density plot of
household income

Figure 3-11(b) shows a density plot of the logarithm
of household income values, which emphasizes the
distribution. The income distribution is concentrated in
the center portion of the graph. The code to generate
the two plots in Figure 3-11 is provided next. The rug()

function creates a one-dimensional density plot on the
bottom of the graph to emphasize the distribution of
the observation.

# randomly generate 4000 observations from the log normal distribution
income <- rlnorm(4000, meanlog = 4, sdlog = 0.7)
summary(income)

Min. 1st Qu. Median Mean 3rd Qu. Max .

4.301 33.720 54.970 70.320 88.800 659.800
income <- 1000*income
summary (income)

Min. 1st Qu. Median Mean 3rd Qu. Max.

4301 33720 54970 70320 88800 659800
# plot the histogram
hist(income, breaks=500, xlab="Income", main="Histogram of Income")
# density plot
plot(density(logl®(income), adjust=0.5),

main="Distribution of Income (logl@ scale)")

# add rug to the density plot
rug(logl@(income))



In the data preparation phase of the Data Analytics
Lifecycle, the data range and distribution can be
obtained. If the data is skewed, viewing the logarithm
of the data (if it's all positive) can help detect
structures that might otherwise be overlooked in a
graph with a regular, nonlogarithmic scale.

When preparing the data, one should look for signs
of dirty data, as explained in the previous section.
Examining if the data is unimodal or multimodal will
give an idea of how many distinct populations with
different behavior patterns might be mixed into the
overall population. Many modeling techniques assume
that the data follows a normal distribution. Therefore,
it is important to know if the available dataset can
match that assumption before applying any of those
modeling techniques.

Consider a density plot of diamond prices (in USD).
Figure 3-12(a) contains two density plots for premium
and ideal cuts of diamonds. The group of premium cuts
is shown in red, and the group of ideal cuts is shown in
blue. The range of diamond prices is wide—in this case
ranging from around $300 to almost $20,000. Extreme
values are typical of monetary data such as income,
customer value, tax liabilities, and bank account sizes.

Figure 3-12(b) shows more detail of the diamond
prices than Figure 3-12(a) by taking the logarithm. The
two humps in the premium cut represent two distinct
groups of diamond prices: One group centers around



log1g price = 2.9 (where the price is about $794), and
the other centers around logig price = 3.7 (where the
price is about $5,012). The ideal cut contains three
humps, centering around 2.9, 3.3, and 3.7 respectively.

The R script to generate the plots in Figure 3-12 is
shown next. The diamonds dataset comes with the ggplot2

package.

library("ggplot2")
data(diamonds) # load the diamonds dataset from ggplot2

# Only keep the premium and ideal cuts of diamonds

niceDiamonds <- diamonds[diamonds$cut=="Premium" |
diamonds$cut=="Ideal",]

summary(niceDiamonds$cut)
Fair Good Very Good Premium Ideal
0 0 0 13791 21551
# plot density plot of diamond prices
ggplot(niceDiamonds, aes(x=price, fill=cut)) +
geom_density(alpha = .3, color=NA)
# plot density plot of the logl0® of diamond prices

ggplot(niceDiamonds, aes(x=logl0O(price), fill=cut)) +
geom_density(alpha = .3, color=NA)

As an alternative to ggpot2, the 1attice package
provides a function called densityplot() for making simple
density plots.
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3.2.4 EXAMINING MULTIPLE
VARIABLES

A scatterplot (shown previously in Figure 3-1 and
Figure 3-5) is a simple and widely used visualization for
finding the relationship among multiple variables. A
scatterplot can represent data with up to five variables
using x-axis, y-axis, size, color, and shape. But usually
only two to four variables are portrayed in a scatterplot
to minimize confusion. When examining a scatterplot,
one needs to pay close attention to the possible
relationship between the variables. If the functional
relationship between the variables is somewhat



pronounced, the data may roughly lie along a straight
line, a parabola, or an exponential curve. If variable y is

related exponentially to x, then the plot of x versus tog(y)

is approximately linear. If the plot looks more like a
cluster without a pattern, the corresponding variables
may have a weak relationship.

The scatterplot in Figure 3-13 portrays the
relationship of two variables:x and y. The red line

shown on the graph is the fitted line from the linear
regression. Linear regression will be revisited in
Chapter 6, “Advanced Analytical Theory and Methods:
Regression.” Figure 3-13 shows that the regression line
does not fit the data well. This is a case in which linear
regression cannot model the relationship between the
variables. Alternative methods such as the toeess()
function can be used to fit a nonlinear line to the data.
The blue curve shown on the graph represents the
LOESS curve, which fits the data better than linear
regression.
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Examining two variables with regression

The R code to produce Figure 3-13 is as follows. The
runif(75,0,10) generates 75 numbers between 0 to 10 with
random deviates, and the numbers conform to the
uniform distribution. The rnorm(75,0,200 generates 75
numbers that conform to the normal distribution, with
the mean equal to 0 and the standard deviation equal
to 20. The points() function is a generic function that
draws a sequence of points at the specified
coordinates. Parameter type="1" tells the function to draw

a solid line. The «1 parameter sets the color of the line,

where 2 represents the red color and 4 represents the
blue color.

# 75 numbers between 0 and 10 of uniform distribution
X <- runif(75, 0, 10)

X <- sort(x)
y <- 200 + x*3 - 10 * x*2 + x + rnorm(75, 0, 20)



1r <- lm(y ~ x) # linear regression
poly <- loess(y ~ x) # LOESS

fit <- predict(poly) # fit a nonlinear line

plot(x,y)

# draw the fitted line for the linear regression
points(x, lr$coefficients[1l] + lr$coefficients[2] * x,

type = "1", col = 2)

# draw the fitted line with LOESS
points(x, fit, type = "1", col = 4)

Dotchart and Barplot

Dotchart and barplot from the previous section can
visualize multiple variables. Both of them use color as
an additional dimension for visualizing the data.

For the same ntcars dataset, Figure 3-14 shows a
dotchart that groups vehicle cylinders at the y-axis and
uses colors to distinguish different cylinders. The

vehicles are sorted according to their MPG values. The
code to generate Figure 3-14 is shown next.
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Ficure 3-14 Dotplot to visualize multiple variables

# sort by mpg
cars <- mtcars[order(mtcars$mpg), ]

# grouping variable must be a factor
cars$cyl <- factor(carss$cyl)

cars$color[cars$cyl==4] <- "red"
cars$color[cars$cyl==6] <- "blue"
cars$color[cars$cyl==8] <- "darkgreen"

dotchart(cars$mpg, labels=row.names(cars), cex=.7, groups= carss$cyl,
main="Miles Per Gallon (MPG) of Car Models\nGrouped by Cylinder",
xlab="Miles Per Gallon", color=cars$color, gcolor="black")



The barplot in Figure 3-15 visualizes the distribution
of car cylinder counts and number of gears. The x-axis
represents the number of cylinders, and the color
represents the number of gears. The code to generate
Figure 3-15 is shown next.

Distribution of Car Cylinder Counts and Gears
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Barplot to visualize multiple variables

counts <- table(mtcars$gear, mtcars$cyl)
barplot(counts, main="Distribution of Car Cylinder Counts and Gears",
xlab="Number of Cylinders", ylab="Counts",
col=c("#000OFFFF", "#Q08OFFFF", "#QOFFFFFF"),
legend = rownames(counts), beside=TRUE,
args.legend = list(x="top", title = "Number of Gears"))

Box-and-Whisker Plot

Box-and-whisker plots show the distribution of a
continuous variable for each value of a discrete
variable. The box-and-whisker plot in Figure 3-16
visualizes mean household incomes as a function of



region in the United States. The first digit of the U.S.
postal (“ZIP”) code corresponds to a geographical
region in the United States. In Figure 3-16, each data
point corresponds to the mean household income from
a particular zip code. The horizontal axis represents
the first digit of a zip code, ranging from 0 to 9, where
O corresponds to the northeast region of the United
States (such as Maine, Vermont, and Massachusetts),
and 9 corresponds to the southwest region (such as
California and Hawaii). The vertical axis represents the
logarithm of mean household incomes. The logarithm
is taken to better visualize the distribution of the mean
household incomes.



Mean Household Income by Zip Code

T

- "y
| d
L ey = e
¥ B s
v el e T ,
=l -
o . £
il M) R
"tig e b T
u ? ': hﬁ 3L Ceaa
W4 d LT

logi0o(MeanHouseholdincome)

z 3 4 o 5 ] 7 B g
Fiure 3-16 A box-and-whisker plot of mean
household income and geographical region

In this figure, the scatterplot is displayed beneath
the box-and-whisker plot, with some jittering for the
overlap points so that each line of points widens into a
strip. The “box” of the box-and-whisker shows the
range that contains the central 50% of the data, and
the line inside the box is the location of the median
value. The upper and lower hinges of the boxes
correspond to the first and third quartiles of the data.
The upper whisker extends from the hinge to the



highest value that is within 1.5* IQR of the hinge. The
lower whisker extends from the hinge to the lowest
value within 1.5 * IQR of the hinge. IQR is the inter-
quartile range, as discussed in Section 3.1.4. The
points outside the whiskers can be considered possible
outliers.

The graph shows how household income varies by
region. The highest median incomes are in region 0
and region 9. Region 0 is slightly higher, but the boxes
for the two regions overlap enough that the difference
between the two regions probably is not significant.
The lowest household incomes tend to be in region 7,
which includes states such as Louisiana, Arkansas, and
Oklahoma.

Assuming a data frame called or contains two
columns (meanHousenotdrncome @and zip1), the following R script
uses the ggtot2 library [11] to plot a graph that is
similar to Figure 3-16.

library(ggplot2)
# plot the jittered scatterplot w/ boxplot
# color-code points with zip codes
# the outlier.size=0 prevents the boxplot from plotting the outlier
ggplot(data=DF, aes(x=as.factor(Zipl), y=10gl0(MeanHouseholdIncome))) +
geom_point(aes(color=factor(Zipl)), alpha=0.2, position="jitter") +
geom boxplot(outlier.size=0, alpha=0.1) +
guides(colour=FALSE) +
ggtitle ("Mean Household Income by Zip Code")

Alternatively, one can create a simple box-and-
whisker plot with the voxptot() function provided by the R

base package.



Hexbinplot for Large Datasets

This chapter has shown that scatterplot as a popular
visualization can visualize data containing one or more
variables. But one should be careful about using it on
high-volume data. If there is too much data, the
structure of the data may become difficult to see in a
scatterplot. Consider a case to compare the logarithm
of household income against the years of education, as
shown in Figure 3-17. The cluster in the scatterplot on
the left (a) suggests a somewhat linear relationship of
the two variables. However, one cannot really see the
structure of how the data is distributed inside the
cluster. This is a Big Data type of problem. Millions or
billions of data points would require different
approaches for exploration, visualization, and analysis.
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(a) Scatterplot and (b) Hexbinplot of
household income against years of education



Although color and transparency can be used in a
scatterplot to address this issue, a hexbinplot is
sometimes a better alternative. A hexbinplot combines
the ideas of scatterplot and histogram. Similar to a
scatterplot, a hexbinplot visualizes data in the x-axis
and y-axis. Data is placed into hexbins, and the third
dimension uses shading to represent the concentration
of data in each hexbin.

In Figure 3-17(b), the same data is plotted using a
hexbinplot. The hexbinplot shows that the data is more
densely clustered in a streak that runs through the
center of the cluster, roughly along the regression line.
The biggest concentration is around 12 years of
education, extending to about 15 years.

In Figure 3-17, note the outlier data at meantducation=o.
These data points may correspond to some missing
data that needs further cleansing.

Assuming the two variables meantousehotdincome and
MeanEducation are from a data frame named :zt, the

scatterplot of Figure 3-17(a) is plotted by the following
R code.

# plot the data points

plot(logl0(MeanHouseholdIncome) ~ MeanEducation, data=zcta)

# add a straight fitted line of the linear regression
abline(lm(logl0(MeanHouseholdIncome) ~ MeanEducation, data=zcta), col='red')

Using the :cta data frame, the hexbinplot of Figure 3-
17(b) is plotted by the following R code. Running the



code requires the use of the nexvin package, which can
be installed by running install.packages("hexbin").

library(hexbin)
# "g" adds the grid, "r" adds the regression line
# sqrt transform on the count gives more dynamic range to the shading
# inv provides the inverse transformation function of trans
hexbinplot(logl0(MeanHouseholdIncome) ~ MeanEducation,

data=zcta, trans = sqrt, inv = function(x) x~2, type=c("g", "r"))

Scatterplot Matrix

A scatterplot matrix shows many scatterplots in a
compact, side-by-side fashion. The scatterplot matrix,
therefore, can visually represent multiple attributes of
a dataset to explore their relationships, magnify
differences, and disclose hidden patterns.

Fisher's iris dataset [13] includes the measurements

in centimeters of the sepal length, sepal width, petal
length, and petal width for 50 flowers from three
species of iris. The three species are setosa, versicolor,
and virginica. The iris dataset comes with the standard
R distribution.

In Figure 3-18, all the variables of Fisher's iris dataset
(sepal length, sepal width, petal length, and petal
width) are compared in a scatterplot matrix. The three
different colors represent three species of iris flowers.
The scatterplot matrix in Figure 3-18 allows its viewers
to compare the differences across the iris species for
any pairs of attributes.
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FIGURE 3-18 Scatterplot matrix of Fisher's [13] iris
dataset

Consider the scatterplot from the first row and third
column of Figure 3-18, where sepal length is compared
against petal length. The horizontal axis is the petal
length, and the vertical axis is the sepal length. The
scatterplot shows that versicolor and virginica share
similar sepal and petal lengths, although the latter has
longer petals. The petal lengths of all setosa are about
the same, and the petal lengths are remarkably
shorter than the other two species. The scatterplot



shows that for versicolor and virginica, sepal length
grows linearly with the petal length.

The R code for generating the scatterplot matrix is
provided next.

# define the colors
colors <- c("red", "green", "blue")

# draw the plot matrix
pairs(iris[1:4], main = "Fisher's Iris Dataset",
pch = 21, bg = colors[unclass(iris$Species)] )

# set graphical parameter to clip plotting to the figure region
par(xpd = TRUE)

# add legend

legend (0.2, 0.02, horiz = TRUE, as.vector(unique(iris$Species)),
fill = colors, bty = "n")

The vector ctors defines the color scheme for the
plot. It could be changed to something like cotors <-
c("gray50", “white", “"black’) tO make the scatterplots
grayscale.

Analyzing a Variable over Time

Visualizing a variable over time is the same as
visualizing any pair of variables, but in this case the
goal is to identify time-specific patterns.

Figure 3-19 plots the monthly total numbers of
international airline passengers (in thousands) from
January 1940 to December 1960. Enter plot (AirPassengers)

in the R console to obtain a similar graph. The plot
shows that, for each year, a large peak occurs mid-
year around July and August, and a small peak
happens around the end of the year, possibly due to



the holidays. Such a phenomenon is referred to as a
seasonality effect.
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Additionally, the overall trend is that the number of
air passengers steadily increased from 1949 to
Chapter 8, “Advanced Analytical Theory and Methods:
Time Series Analysis,” discusses the analysis of such
datasets in greater detail.

3.2.5 DATA EXPLORATION
VERSUS PRESENTATION

Using visualization for data exploration is different
from presenting results to stakeholders. Not every type
of plot is suitable for all audiences. Most of the plots
presented earlier try to detail the data as clearly as



possible for data scientists to identify structures and
relationships. These graphs are more technical in
nature and are better suited to technical audiences
such as data scientists. Nontechnical stakeholders,
however, generally prefer simple, clear graphics that
focus on the message rather than the data.

Figure 3-20 shows the density plot on the distribution
of account values from a bank. The data has been
converted to the log;g scale. The plot includes a rug on
the bottom to show the distribution of the variable.
This graph is more suitable for data scientists and
business analysts because it provides information that
can be relevant to the downstream analysis. The graph
shows that the transformed account values follow an
approximate normal distribution, in the range from
$100 to $10,000,000. The median account value is
approximately $30,000 (10%°), with the majority of the
accounts between $1,000 (10°) and $1,000,000 (10°).
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Density plots are better to show to data
scientists

Density plots are fairly technical, and they contain so
much information that they would be difficult to
explain to less technical stakeholders. For example, it
would be challenging to explain why the account
values are in the logyg scale, and such information is
not relevant to stakeholders. The same message can
be conveyed by partitioning the data into log-like bins
and presenting it as a histogram. As can be seen in
Figure 3-21, the bulk of the accounts are in the
$1,000-1,000,000 range, with the peak concentration
in the $10-50K range, extending to $500K. This
portrayal gives the stakeholders a better sense of the
customer base than the density plot shown in Figure 3-
20.



Note that the bin sizes should be carefully chosen to
avoid distortion of the data. In this example, the bins
in Figure 3-21 are chosen based on observations from
the density plot in Figure 3-20. Without the density
plot, the peak concentration might be just due to the
somewhat arbitrary appearing choices for the bin
sizes.

This simple example addresses the different needs of
two groups of audience: analysts and stakeholders.
Chapter 12, “The Endgame, or Putting It All Together,”
further discusses the best practices of delivering
presentations to these two groups.

Following is the R code to generate the plots in
Figure 3-20 and Figure 3-21.

# Generate random log normal income data
income = rlnorm(5000, meanlog=10g(40000), sdlog=log(5))

# Part I: Create the density plot
plot(density(logl®(income), adjust=0.5),

main="Distribution of Account Values (loglO scale)")
# Add rug to the density plot

rug(logl0(income))

# Part II: Make the histogram
# Create "log-like bins"
breaks = c(0, 1000, 5000, 10000, 50000, 100000, 5e5, le6, 2e7)
# Create bins and label the data
bins = cut(income, breaks, include.lowest=T,
labels = c("< 1K", "1-5K", "5-10K", "10-50K",
"50-100K", "100-500K", "500K-1M", "> 1M"))

# Plot the bins
plot(bins, main = "Distribution of Account Values",

xlab = "Account value ($ USD)",

ylab = "Number of Accounts", col="blue")
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Ficure 3-21 Histograms are better to show to
stakeholders

3.3 Statistical Methods for
Evaluation

Visualization is useful for data exploration and
presentation, but statistics is crucial because it may
exist throughout the entire Data Analytics Lifecycle.
Statistical techniques are used during the initial data
exploration and data preparation, model building,
evaluation of the final models, and assessment of how
the new models improve the situation when deployed
in the field. In particular, statistics can help answer the
following questions for data analytics:

« Model Building and Planning



« What are the best input variables for the
model?

« Can the model predict the outcome given the
input?

« Model Evaluation

. Is the model accurate?

« Does the model perform better than an
obvious guess?

« Does the model perform better than another
candidate model?

« Model Deployment

« Is the prediction sound?

. Does the model have the desired effect (such
as reducing the cost)?

This section discusses some useful statistical tools
that may answer these questions.

3.3.1 HYPOTHESIS TESTING

When comparing populations, such as testing or
evaluating the difference of the means from two



samples of data (Figure 3-22), a common technique to
assess the difference or the significance of the
difference is hypothesis testing.

Distributions of two samples of data

The basic concept of hypothesis testing is to form an
assertion and test it with data. When performing
hypothesis tests, the common assumption is that there
is no difference between two samples. This assumption
is used as the default position for building the test or
conducting a scientific experiment. Statisticians refer
to this as the null hypothesis (Hy). The alternative
hypothesis (H,) is that there is a difference between
two samples. For example, if the task is to identify the
effect of drug A compared to drug B on patients, the



null hypothesis and alternative hypothesis would be
this.

« Hy: Drug A and drug B have the same effect on
patients.

« Hp: Drug A has a greater effect than drug B on
patients.

If the task is to identify whether advertising
Campaign C is effective on reducing customer churn,
the null hypothesis and alternative hypothesis would
be as follows.

« Hyp: Campaign C does not reduce customer churn
better than the current campaign method.

« Hy: Campaign C does reduce customer churn
better than the current campaign.

It is important to state the null hypothesis and
alternative hypothesis, because misstating them is
likely to undermine the subsequent steps of the
hypothesis testing process. A hypothesis test leads to
either rejecting the null hypothesis in favor of the
alternative or not rejecting the null hypothesis.

Table 3-5 includes some examples of null and
alternative hypotheses that should be answered during
the analytic lifecycle.



Example Null Hypotheses and Alternative

Hypotheses

Application Null Hypothasis Alternative Hypothasis

Accuracy Forecast  Model X does not predictbetter  Model X predicts bettarthan the existing
than the existing model. model.

Fecommendation  Algorithm Y does notproduce Algorithm ¥ produces batter recommen-

Engina better recommendations than dations thantha current algorthm being
the current 2lgarithm being usad.
used.

Fegression Thisvariable aoesnotaffectthe  Thisvariable affectsoutcome becausa its

Madeling nutrome beczuse itscoeticient  eoethrientisnnt z2em.
15 Zera.

Once a model is built over the training data, it needs
to be evaluated over the testing data to see if the
proposed model predicts better than the existing
model currently being used. The null hypothesis is that
the proposed model does not predict better than the
existing model. The alternative hypothesis is that the
proposed model indeed predicts better than the
existing model. In accuracy forecast, the null model
could be that the sales of the next month are the same
as the prior month. The hypothesis test needs to
evaluate if the proposed model provides a better
prediction. Take a recommendation engine as an
example. The null hypothesis could be that the new
algorithm does not produce better recommendations
than the current algorithm being deployed. The
alternative hypothesis is that the new algorithm



produces better recommendations than the old
algorithm.

When evaluating a model, sometimes it needs to be
determined if a given input variable improves the
model. In regression analysis (Chapter 6), for example,
this is the same as asking if the regression coefficient
for a variable is zero. The null hypothesis is that the
coefficient is zero, which means the variable does not
have an impact on the outcome. The alternative
hypothesis is that the coefficient is nonzero, which
means the variable does have an impact on the
outcome.

A common hypothesis test is to compare the means
of two populations. Two such hypothesis tests are
discussed in Section 3.3.2.

3.3.2 DIFFERENCE OF
MEANS

Hypothesis testing is a common approach to draw
inferences on whether or not the two populations,
denoted popl and pop?2, are different from each other.
This section provides two hypothesis tests to compare
the means of the respective populations based on
samples randomly drawn from each population.
Specifically, the two hypothesis tests in this section
consider the following null and alternative hypotheses.



« Ho: p1 = 12

« Hp: 11 # 12

The up, and Py denote the population means of popl
and pop2, respectively.

The basic testing approach is to compare the
observed sample means, X and X, corresponding to
each population. If the values of % and . are
approximately equal to each other, the distributions of
X, and X, overlap substantially (Figure 3-23), and the
null hypothesis is supported. A large observed
difference between the sample means indicates that
the null hypothesis should be rejected. Formally, the
difference in means can be tested using Student's t-
test or the Welch's t-test.
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Student's t-test

Student's t-test assumes that distributions of the two
populations have equal but unknown variances.



Suppose n; and n, samples are randomly and
independently selected from two populations, popl
and pop2, respectively. If each population is normally
distributed with the same mean (4, = W) and with the
same variance, then T (the t-statistic), given in
Equation 3-1, follows a t-distribution with n; + n, — 2
degrees of freedom (df).

T }T"Kr _
F:Fulil—-l-—
\non
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The shape of the t-distribution is similar to the
normal distribution. In fact, as the degrees of freedom
approaches 30 or more, the t-distribution is nearly
identical to the normal distribution. Because the
numerator of T is the difference of the sample means,
if the observed value of T is far enough from zero such
that the probability of observing such a value of T is
unlikely, one would reject the null hypothesis that the
population means are equal. Thus, for a small
probability, say a = 0.05, T* is determined such that
P(|T|=T") = 0.05. After the samples are collected and
the observed value of T is calculated according to
Equation 3-1, the null hypothesis (u; = Uy) is rejected if
IT|=T".

In  hypothesis testing, in general, the small
probability, a, is known as the significance level of



the test. The significance level of the test is the
probability of rejecting the null hypothesis, when the
null hypothesis is actually ree. In other words, for a =

0.05, if the means from the two populations are truly
equal, then in repeated random sampling, the
observed magnitude of T would only exceed T* 5% of
the time.

In the following R code example, 10 observations are
randomly selected from two normally distributed
populations and assigned to the variables x and y. The

two populations have a mean of 100 and 105,
respectively, and a standard deviation equal to 5.
Student's t-test is then conducted to determine if the
obtained random samples support the rejection of the
null hypothesis.

# generate random observations from the two populations
X <- rnorm(10, mean=100, sd=5) # normal distribution centered at 100
y <- rnorm(20, mean=105, sd=5) # normal distribution centered at 105

t.test(x, y, var.equal=TRUE) # run the Student's t-test
Two Sample t-test

data: x and y
t = -1.7828, df = 28, p-value = 0.08547
alternative hypothesis: true difference in means is not equal to 0
95 percent confidence interval:
-6.1611557 0.4271893
sample estimates:
mean of x mean of y
102.2136 105.0806

From the R output, the observed value of T is t =
—1.7828. The negative sign is due to the fact that the
sample mean of x is less than the sample mean of ,.

Using the 4t function in R, a T value of 2.0484
corresponds to a 0.05 significance level.



# obtain t value for a two-sided test at a 0.05 significance level
qt(p=0.05/2, df=28, lower.tail= FALSE)
2.048407

Because the magnitude of the observed T statistic is
less than the T value corresponding to the 0.05
significance level (|—1.7828|< 2.0484), the null
hypothesis is not rejected. Because the alternative
hypothesis is that the means are not equal (u1 # M),
the possibilities of both pu;> p> and y; < Y need to be
considered. This form of Student's t-test is known as a
two-sided hypothesis test, and it is necessary for
the sum of the probabilities under both tails of the t-
distribution to equal the significance level. It is
customary to evenly divide the significance level
between both tails. So, p = 0.05/2 = 0.025 was used in
the qt() function to obtain the appropriate t-value.

To simplify the comparison of the t-test results to the
significance level, the R output includes a quantity
known as the p-value. In the preceding example, the
p-value is 0.08547, which is the sum of P(T = —1.7828)
and P(T = 1.7828). Figure 3-24 illustrates the t-statistic
for the area under the tail of a t-distribution. The -t and
t are the observed values of the t-statistic. In the R
output, t = 1.7828. The left shaded area corresponds
to the P(T = —-1.7828), and the right shaded area
corresponds to the P(T = 1.7828).



Area under the tails (shaded) of a
student's t-distribution

In the R output, for a significance level of 0.05, the
null hypothesis would not be rejected because the
likelihood of a T value of magnitude 1.7828 or greater
would occur at higher probability than 0.05. However,
based on the p-value, if the significance level was
chosen to be 0.10, instead of 0.05, the null hypothesis
would be rejected. In general, the p-value offers the
probability of observing such a sample result given the
null hypothesis is true.

A key assumption in using Student's t-test is that the
population variances are equal. In the previous
example, the t.test() function call includes var.equat=true to
specify that equality of the variances should be
assumed. If that assumption is not appropriate, then
Welch's t-test should be used.

Welch's t-test

When the equal population variance assumption is not
justified in performing Student's t-test for the



difference of means, Welch's t-test [14] can be used
based on T expressed in Equation 3-2.

XK,

(3-2)

5, %
oo

where X, S;?, and n; correspond to the i-th sample

mean, sample variance, and sample size. Notice that

Welch's t-test uses the sample variance (5;%) for each
population instead of the pooled sample variance.

In Welch's test, under the remaining assumptions of
random samples from two normal populations with the
same mean, the distribution of T is approximated by
the t-distribution. The following R code performs the
Welch's t-test on the same set of data analyzed in the
earlier Student's t-test example.

t.test(x, y, var.equal=FALSE) # run the Welch's t-test
Welch Two Sample t-test
data: x and y
t = -1.6596, df = 15.118, p-value = 0.1176
alternative hypothesis: true difference in means is not equal to 0
95 percent confidence interval:
-6.546629 0.812663
sample estimates:

mean of x mean of y
102.2136 105.0806

In this particular example of using Welch's t-test, the
p-value is 0.1176, which is greater than the p-value of
0.08547 observed in the Student's t-test example. In
this case, the null hypothesis would not be rejected at
a 0.10 or 0.05 significance level.



It should be noted that the degrees of freedom
calculation is not as straightforward as in the Student's
t-test. In fact, the degrees of freedom calculation often
results in a non-integer value, as in this example. The
degrees of freedom for Welch's t-test is defined in
Equation 3-3.

In both the Student's and Welch's t-test examples,
the R output provides 95% confidence intervals on the
difference of the means. In both examples, the
confidence intervals straddle zero. Regardless of the
result of the hypothesis test, the confidence interval
provides an interval estimate of the difference of the
population means, not just a point estimate.

A confidence interval is an interval estimate of a
population parameter or characteristic based on
sample data. A confidence interval is used to indicate
the uncertainty of a point estimate. If x is the estimate
of some unknown population mean p, the confidence
interval provides an idea of how close x is to the
unknown W. For example, a 95% confidence interval for
a population mean straddles the true, but unknown

mean 95% of the time. Consider Figure 3-25 as an
example. Assume the confidence level is 95%. If the



task is to estimate the mean of an unknown value u in
a normal distribution with known standard deviation o
and the estimate based on n observations is x, then

—, 2T

the interval xiﬁ straddles the unknown value of pu
with about a 95% chance. If one takes 100 different
samples and computes the 95% confidence interval for
the mean, 95 of the 100 confidence intervals will be
expected to straddle the population mean p.

X

A 95% confidence interval straddling the
unknown population mean u

Confidence intervals appear again in Section 3.3.6
on ANOVA. Returning to the discussion of hypothesis
testing, a key assumption in both the Student's and
Welch's t-test is that the relevant population attribute
is normally distributed. For non-normally distributed
data, it is sometimes possible to transform the
collected data to approximate a normal distribution.
For example, taking the logarithm of a dataset can



often transform skewed data to a dataset that is at
least symmetric around its mean. However, if such
transformations are ineffective, there are tests like the
Wilcoxon rank-sum test that can be applied to see if
two population distributions are different.

3.3.3 WILCOXON RANK-SUM
TEST

A t-test represents a parametric test in that it makes
assumptions about the population distributions from
which the samples are drawn. If the populations
cannot be assumed or transformed to follow a normal
distribution, a nonparametric test can be used. The
Wilcoxon rank-sum test [15] is a nonparametric
hypothesis test that checks whether two populations
are identically distributed. Assuming the two
populations are identically distributed, one would
expect that the ordering of any sampled observations
would be evenly intermixed among themselves. For
example, in ordering the observations, one would not
expect to see a large number of observations from one
population grouped together, especially at the
beginning or the end of ordering.

Let the two populations again be popz and pop2, with

independently random samples of size ni and n;
respectively. The total number of observations is then
N = n1 + ny. The first step of the Wilcoxon test is to



rank the set of observations from the two groups as if
they came from one large group. The smallest
observation receives a rank of 1, the second smallest
observation receives a rank of 2, and so on with the
largest observation being assigned the rank of N. Ties
among the observations receive a rank equal to the
average of the ranks they span. The test uses ranks
instead of numerical outcomes to avoid specific
assumptions about the shape of the distribution.

After ranking all the observations, the assigned ranks
are summed for at least one population's sample. If
the distribution of pop1 is shifted to the right of the other

distribution, the rank-sum corresponding to pop1's
sample should be larger than the rank-sum of pop2. The

Wilcoxon rank-sum test determines the significance of
the observed rank-sums. The following R code
performs the test on the same dataset used for the
previous t-test.

wilcox.test(x, y, conf.int = TRUE)
Wilcoxon rank sum test

data: x and vy
W = 55, p-value = 0.04903
alternative hypothesis: true location shift is not equal to 0
95 percent confidence interval:
-6.2596774 -0.1240618
sample estimates:
difference in location
-3.417658

The witcox.test() function ranks the observations,

determines the respective rank-sums corresponding to
each population's sample, and then determines the



probability of such rank-sums of such magnitude being
observed assuming that the population distributions
are identical. In this example, the probability is given
by the p-value of 0.04903. Thus, the null hypothesis
would be rejected at a 0.05 significance level. The
reader is cautioned against interpreting that one
hypothesis test is clearly better than another test
based solely on the examples given in this section.

Because the Wilcoxon test does not assume anything
about the population distribution, it is generally
considered more robust than the t-test. In other words,
there are fewer assumptions to violate. However, when
it is reasonable to assume that the data is normally
distributed, Student's or Welch's t-test is an
appropriate hypothesis test to consider.

3.3.4 TYPE | AND TYPE Il
ERRORS

A hypothesis test may result in two types of errors,
depending on whether the test accepts or rejects the
null hypothesis. These two errors are known as type |
and type Il errors.

« A type I error is the rejection of the null
hypothesis when the null hypothesis is true. The
probability of the type I error is denoted by the
Greek letter a.



« A type II error is the acceptance of a null
hypothesis when the null hypothesis is raise. The
probability of the type II error is denoted by the
Greek letter PB.

Table 3-6 lists the four possible states of a
hypothesis test, including the two types of errors.

Type | and Type Il Error

I-Iﬂistrue I-Inisfalse

Hjisaccepted Corrzctoutcome Tvgell Errcr

H,isrej ected Typelerror LCorrect outcome

The significance level, as mentioned in the Student's
t-test discussion, is equivalent to the type | error. For a
significance level such as a = 0 .05, if the null
hypothesis (u; = MWy) is g, there is a 5% chance that

the observed T value based on the sample data will be
large enough to reject the null hypothesis. By selecting
an appropriate significance level, the probability of
committing a type | error can be defined before any
data is collected or analyzed.

The probability of committing a Type Il error is
somewhat more difficult to determine. If two
population means are truly not equal, the probability of
committing a type Il error will depend on how far apart
the means truly are. To reduce the probability of a type
Il error to a reasonable level, it is often necessary to



increase the sample size. This topic is addressed in the
next section.

3.3.5 POWER AND SAMPLE
SIZE

The power of a test is the probability of correctly
rejecting the null hypothesis. It is denoted by 1 — B,
where B is the probability of a type Il error. Because
the power of a test improves as the sample size
increases, power is used to determine the necessary
sample size. In the difference of means, the power of a
hypothesis test depends on the true difference of the
population means. In other words, for a fixed
significance level, a larger sample size is required to
detect a smaller difference in the means. In general,
the magnitude of the difference is known as the effect
size. As the sample size becomes larger, it is easier to
detect a given effect size, 6, as illustrated in Figure 3-
26.
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A larger sample size better identifies a
fixed effect size

With a large enough sample size, almost any effect
size can appear statistically significant. However, a
very small effect size may be useless in a practical
sense. It is important to consider an appropriate effect
size for the problem at hand.

3.3.6 ANOVA

The hypothesis tests presented in the previous
sections are good for analyzing means between two
populations. But what if there are more than two
populations? Consider an example of testing the
impact of nutrition and exercise on 60 candidates
between age 18 and 50. The candidates are randomly
split into six groups, each assigned with a different
weight loss strategy, and the goal is to determine
which strategy is the most effective.



« Group 1 only eats junk food.
« Group 2 only eats healthy food.

« Group 3 eats junk food and does cardio exercise
every other day.

« Group 4 eats healthy food and does cardio exercise
every other day.

« Group 5 eats junk food and does both cardio and
strength training every other day.

« Group 6 eats healthy food and does both cardio
and strength training every other day.

Multiple t-tests could be applied to each pair of
weight loss strategies. In this example, the weight loss
of Group 1 is compared with the weight loss of Group
2, 3, 4,5, or 6. Similarly, the weight loss of Group 2 is
compared with that of the next 4 groups. Therefore, a
total of 15 t-tests would be performed.

However, multiple t-tests may not perform well on
several populations for two reasons. First, because the
number of t-tests increases as the number of groups
increases, analysis using the multiple t-tests becomes
cognitively more difficult. Second, by doing a greater
number of analyses, the probability of committing at
least one type | error somewhere in the analysis
greatly increases.



Analysis of Variance (ANOVA) is designed to address
these issues. ANOVA is a generalization of the
hypothesis testing of the difference of two population
means. ANOVA tests if any of the population means
differ from the other population means. The null
hypothesis of ANOVA is that all the population means
are equal. The alternative hypothesis is that at least
one pair of the population means is not equal. In other
words,

« Hp: pp = P2 = ... = Iy

« Hp: pn; # p; for at least one pair of i, j

As seen in Section 3.3.2, “Difference of Means,” each
population is assumed to be normally distributed with
the same variance.

The first thing to calculate for the ANOVA is the test
statistic. Essentially, the goal is to test whether the
clusters formed by each population are more tightly
grouped than the spread across all the populations.

Let the total number of populations be k. The total
number of samples N is randomly split into the k
groups. The number of samples in the j-th group is
denoted as n;, and the mean of the group is X where
i€[1, k]. The mean of all the samples is denoted as *..

The between-groups mean sum of squares, Sg°,
is an estimate of the between-groups variance. It



measures how the population means vary with respect
to the grand mean, or the mean spread across all the
populations. Formally, this is presented as shown in
Equation 3-4,

1 < :

52 n (X —X,)

=— 3-4
i (3-4)
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The within-group mean sum of squares, Sy/°, is
an estimate of the within-group variance. It
quantifies the spread of values within groups. Formally,
this is presented as shown in Equation 3-5.

52 =ﬁzz|{x¥_mz (3-5)

If Sg? is much larger than Sy?, then some of the
population means are different from each other.

The F-test statistic is defined as the ratio of the
between-groups mean sum of squares and the within-
group mean sum of squares. Formally, this s
presented as shown in Equation 3-6.

P (3-6)

The F-test statistic in ANOVA can be thought of as a
measure of how different the means are relative to the
variability within each group. The larger the observed
F-test statistic, the greater the likelihood that the
differences between the means are due to something
other than chance alone. The F-test statistic is used to
test the hypothesis that the observed effects are not



due to chance—that is, if the means are significantly
different from one another.

Consider an example that every customer who visits
a retail website gets one of two promotional offers or
gets no promotion at all. The goal is to see if making
the promotional offers makes a difference. ANOVA
could be used, and the null hypothesis is that neither
promotion makes a difference. The code that follows
randomly generates a total of 500 observations of
purchase sizes on three different offer options.

offers <- sample(c("offerl", "offer2", "nopromo"), size=500, replace=T)

# Simulated 500 observations of purchase sizes on the 3 offer options
purchasesize <- ifelse(offers=="offerl", rnorm(500, mean=80, sd=30),
ifelse(offers=="offer2", rnorm(500, mean=85, sd=30),
rnorm(500, mean=40, sd=30)))

# create a data frame of offer option and purchase size

offertest <- data.frame(offer=as.factor(offers),
purchase amt=purchasesize)

The summary of the offertest data frame shows that
170 offerl, 161 offer2, and 169 nopromo (nO promotion)

offers have been made. It also shows the range of
purchase size (purchase ant) for each of the three offer

options.

# display a summary of offertest where offer="offerl"
summary(offertest[offertest$offer=="offerl", 1)
offer purchase amt
nopromo: 0 Min. : 4.521
offerl :170 1st Qu.: 58.158
offer2 : 0 Median : 76.944

Mean : 81.936
3rd Qu.:104.959
Max. :180.507

# display a summary of offertest where offer="offer2"
summary(offertest[offertest$offer=="offer2",1)



offer purchase amt
nopromo: 0  Min. 1 14.04
offerl : 0 1st Qu.: 69.46
offer2 :161 Median : 90.20

Mean : 89.09
3rd Qu.:107.48
Max . :154.33

# display a summary of offertest where offer="nopromo"
summary(offertest[offertest$offer=="nopromo",])
offer purchase_amt
nopromo: 169 Min. 1-27.00
offerl : © 1st Qu.: 20.22
offer2 : 0 Median : 42.44

Mean 1 40.97
3rd Qu.: 58.96
Max. :164.04

The aov() function performs the ANOVA on purchase
size and offer options.

# fit ANOVA test
model <- aov(purchase amt ~ offers, data=offertest)

The summary() function shows a summary of the model.

The degrees of freedom for offers is 2, which
corresponds to the k—1 in the denominator of Equation
3-4. The degrees of freedom for residuals is 497, which
corresponds to the n—k in the denominator of Equation
3-5.

summary (model)
Df Sum Sq Mean Sq F value Pr(>F)

offers 2 225222 112611 130.6 <2e-16 ***
Residuals 497 428470 862
Signif. codes: 0 '***' 0,001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1

The output also includes the Sg%(112,611), S,,°(862),
the F-test statistic (130.6), and the p-value (<2e—16).
The F-test statistic is much greater than 1 with a p-
value much less than 1. Thus, the null hypothesis that
the means are equal should be rejected.



However, the result does not show whether offer1 is
different from orrer2, Which requires additional tests.
The Tukeynsn() function implements Tukey's Honest

Significant Difference (HSD) on all pair-wise tests for
difference of means.

TukeyHSD (model)
Tukey multiple comparisons of means
95% family-wise confidence level

Fit: aov(formula = purchase amt ~ offers, data = offertest)

$offers
diff lwr upr p adj
offerl-nopromo 40.961437 33.4638483 48.45903 0.0000000

offer2-nopromo 48.120286 40.5189446 55.72163 0.0000000
offer2-offerl  7.158849 -0.4315769 14.74928 0.0692895

The result includes p-values of pair-wise comparisons
of the three offer options. The p-values for offeri-nopromo
and offer-nopromo are equal to 0, smaller than the
significance level 0.05. This suggests that both offer:
and ofrer2 are significantly different from noprome. A p-
value of 0.0692895 for orfer2 against offerl is greater

than the significance level 0.05. This suggests that
offer2 IS Not significantly different from offer1.

Because only the influence of one factor (offers) was
executed, the presented ANOVA is known as one-way
ANOVA. If the goal is to analyze two factors, such as
offers and day of week, that would be a two-way
ANOVA [16]. If the goal is to model more than one
outcome variable, then multivariate ANOVA (or
MANOVA) could be used.



Summary

R is a popular package and programming language for
data exploration, analytics, and visualization. As an
introduction to R, this chapter covers the R GUI, data
I/O, attribute and data types, and descriptive statistics.
This chapter also discusses how to use R to perform
exploratory data analysis, including the discovery of
dirty data, visualization of one or more variables, and
customization of visualization for different audiences.
Finally, the chapter introduces some basic statistical
methods. The first statistical method presented in the
chapter is the hypothesis testing. The Student's t-test
and Welch's t-test are included as two example
hypothesis tests designed for testing the difference of
means. Other statistical methods and tools presented
in this chapter include confidence intervals, Wilcoxon
rank-sum test, type | and Il errors, effect size, and
ANOVA.

Exercises

1. How many levels does fdata contain in the
following R code?

data = ¢(1,2,2,3,1,2,3,3,1,2,3,3,1)
fdata = factor(data)

2. Two vectors, vi and v2, are created with the
following R code:



vl <- 1:5
V2 <- 6:2

What are the results of cbind(vi,v2) and rbind(vi,v2)?

3. What R command(s) would you use to remove null
values from a dataset?

4. What R command can be used to install an
additional R package?

5. What R function is used to encode a vector as a
category?

6. What is a rug plot used for in a density plot?

7. An online retailer wants to study the purchase
behaviors of its customers. Figure 3-27 shows the
density plot of the purchase sizes (in dollars). What
would be your recommendation to enhance the
plot to detect more structures that otherwise might
be missed?
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8. How many sections does a box-and-whisker divide
the data into? What are these sections?

9. What attributes are correlated according to Figure
3-187 How would you describe their relationships?

10. What function can be used to fit a nonlinear line
to the data?

11. If a graph of data is skewed and all the data is
positive, what mathematical technique may be
used to help detect structures that might otherwise
be overlooked?

12. What is a type | error? What is a type Il error? Is
one always more serious than the other? Why?



13. Suppose everyone who visits a retail website
gets one promotional offer or no promotion at all.
We want to see if making a promotional offer
makes a difference. What statistical method would
you recommend for this analysis?

14. You are analyzing two normally distributed
populations, and your null hypothesis is that the
mean [, of the first population is equal to the
mean [, of the second. Assume the significance
level is set at 0.05. If the observed p-value is
4.33e-05, what will be your decision regarding the
null hypothesis?
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Advanced Analytical
Theory

and Methods:
Clustering

Building Within Sum of Squares
upon the introduction to R

presented in Chapter 3, “Review of Basic Data Analytic
Methods Using R,” Chapter 4, “Advanced Analytical
Theory and Methods: Clustering” through Chapter 9,
“Advanced Analytical Theory and Methods: Text
Analysis” describe several commonly used analytical
methods that may be considered for the Model
Planning and Execution phases (Phases 3 and 4) of the
Data Analytics Lifecycle. This chapter considers
clustering techniques and algorithms.



4.1 Overview of Clustering

In general, clustering is the use of unsupervised
techniques for grouping similar objects. In machine
learning, unsupervised refers to the problem of finding
hidden structure within unlabeled data. Clustering
techniques are unsupervised in the sense that the data
scientist does not determine, in advance, the labels to
apply to the clusters. The structure of the data
describes the objects of interest and determines how
best to group the objects. For example, based on
customers' personal income, it is straightforward to
divide the customers into three groups depending on
arbitrarily selected values. The customers could be
divided into three groups as follows:

 Earn less than $10,000
. Earn between $10,000 and $99,999
. Earn $100,000 or more

In this case, the income Ilevels were chosen
somewhat subjectively based on easy-to-communicate
points of delineation. However, such groupings do not
indicate a natural affinity of the customers within each
group. In other words, there is no inherent reason to
believe that the customer making $90,000 will behave
any differently than the customer making $110,000. As



additional dimensions are introduced by adding more
variables about the customers, the task of finding
meaningful groupings becomes more complex. For
instance, suppose variables such as age, years of
education, household size, and annual purchase
expenditures were considered along with the personal
income variable. What are the natural occurring
groupings of customers? This is the type of question
that clustering analysis can help answer.

Clustering is a method often used for exploratory
analysis of the data. In clustering, there are no
predictions made. Rather, clustering methods find the
similarities between objects according to the object
attributes and group the similar objects into clusters.
Clustering techniques are utilized in marketing,
economics, and various branches of science. A popular
clustering method is k-means.

4.2 K-means

Given a collection of objects each with n measurable
attributes, k-means [1] is an analytical technique
that, for a chosen value of k, identifies k clusters of
objects based on the objects' proximity to the center of
the k groups. The center is determined as the
arithmetic average (mean) of each cluster's n-
dimensional vector of attributes. This section describes
the algorithm to determine the k means as well as how



best to apply this technique to several use cases.
Figure 4-1 illustrates three clusters of objects with two
attributes. Each object in the dataset is represented by
a small dot color-coded to the closest large dot, the
mean of the cluster.
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4.2.1 USE CASES

Clustering is often used as a lead-in to classification.
Once the clusters are identified, labels can be applied
to each cluster to classify each group based on its
characteristics. Classification is covered in more detail
in Chapter 7, “Advanced Analytical Theory and
Methods: Classification.” Clustering is primarily an
exploratory technique to discover hidden structures of



the data, possibly as a prelude to more focused
analysis or decision processes. Some specific
applications of k-means are image processing,
medical, and customer segmentation.

Image Processing

Video is one example of the growing volumes of
unstructured data being collected. Within each frame
of a video, k-means analysis can be used to identify
objects in the video. For each frame, the task is to
determine which pixels are most similar to each other.
The attributes of each pixel can include brightness,
color, and location, the x and y coordinates in the
frame. With security video images, for example,
successive frames are examined to identify any
changes to the clusters. These newly identified
clusters may indicate unauthorized access to a facility.

Medical

Patient attributes such as age, height, weight, systolic
and diastolic blood pressures, cholesterol level, and
other attributes can identify naturally occurring
clusters. These clusters could be used to target
individuals for specific preventive measures or clinical
trial participation. Clustering, in general, is useful in
biology for the classification of plants and animals as
well as in the field of human genetics.



Customer Segmentation

Marketing and sales groups use k-means to better
identify customers who have similar behaviors and
spending patterns. For example, a wireless provider
may look at the following customer attributes: monthly
bill, number of text messages, data volume consumed,
minutes used during various daily periods, and years
as a customer. The wireless company could then look
at the naturally occurring clusters and consider tactics
to increase sales or reduce the customer churn rate,
the proportion of customers who end their relationship
with a particular company.

4.2.2 OVERVIEW OF THE
METHOD

To illustrate the method to find k clusters from a
collection of M objects with n attributes, the two-
dimensional case (n = 2) is examined. It is much easier
to visualize the k-means method in two dimensions.
Later in the chapter, the two-dimension scenario is
generalized to handle any number of attributes.

Because each object in this example has two
attributes, it is useful to consider each object
corresponding to the point (x;, y;), where x and vy
denote the two attributes and i =1, 2 ... M. For a given
cluster of m points (m=M), the point that corresponds
to the cluster's mean is called a centroid. In



mathematics, a centroid refers to a point that
corresponds to the center of mass for an object.

The k-means algorithm to find k clusters can be
described in the following four steps.
1. Choose the value of k and the k initial guesses
for the centroids.

In this example, k = 3, and the initial centroids are indicated by
the points shaded in red, green, and blue in Figure 4-2.
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2. Compute the distance from each data point (x;,
y;) to each centroid. Assign each point to the
closest centroid. This association defines the first
k clusters.

In two dimensions, the distance, d, between any two points, (xq,
y1) and (x2, y2), in the Cartesian plane is typically expressed by



using the Euclidean distance measure provided in Equation 4-1.

d:-\q'[x]_xz}z-l_[r]_}r}_.]z {4_1.]

In Figure 4-3, the points closest to a centroid are shaded the
corresponding color.
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3. Compute the centroid, the center of mass, of
each newly defined cluster from Step 2.
In Figure 4-4, the computed centroids in Step 3 are the lightly
shaded points of the corresponding color. In two dimensions, the

centroid (x¢, yc) of the m points in a k-means cluster is calculated
as follows in Equation 4-2.

m m
. Z
i i
=1 . .'—]y (4_2)

(xc.yc)=

Thus, (xc, yc) is the ordered pair of the arithmetic means of the
coordinates of the m points in the cluster. In this step, a centroid is



computed for each of the k clusters.

4. Repeat Steps 2 and 3 until the algorithm
converges to an answer.

a. Assign each point to the closest centroid computed in Step
3.

b. Compute the centroid of newly defined clusters.
c. Repeat until the algorithm reaches the final answer.

Convergence is reached when the computed centroids do not
change or the centroids and the assigned points oscillate back and
forth from one iteration to the next. The latter case can occur
when there are one or more points that are equal distances from
the computed centroid.
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To generalize the prior algorithm to n dimensions,
suppose there are M objects, where each object is
described by n attributes or property values (pi,
pP2,...Pn). Then object i is described by (pj1, pi2,...pin) for



i = 1,2,..., M. In other words, there is a matrix with M
rows corresponding to the M objects and n columns to
store the attribute values. To expand the earlier
process to find the k clusters from two dimensions to n
dimensions, the following equations provide the
formulas for calculating the distances and the
locations of the centroids forn = 1.

For a given point, p;, at (pj1, Pi2.... Pip) and a
centroid, q, located at (97, g9>,...9,), the distance, d,
between p; and q, is expressed as shown in Equation
4-3.

d(p, q)= ,4"2; (p,— 7 (@3

The centroid, q, of a cluster of m points, (pj,
Pi2..--Pin), IS calculated as shown in Equation 4-4.

P | Y P D Pa o

4.2.3 DETERMINING THE
NUMBER OF CLUSTERS

With the preceding algorithm, k clusters can be
identified in a given dataset, but what value of k
should be selected? The value of k can be chosen
based on a reasonable guess or some predefined
requirement. However, even then, it would be good to
know how much better or worse having k clusters



versus kK — 1 or k + 1 clusters would be in explaining
the structure of the data. Next, a heuristic using the
Within Sum of Squares (WSS) metric is examined to
determine a reasonably optimal value of k. Using the
distance function given in Equation 4-3, WSS is defined
as shown in Equation 4-5.

WSS = iﬂm,; qUy = ii(p,_, —q) )2 (4-5)
=1

=1 =1

In other words, WSS is the sum of the squares of the
distances between each data point and the closest
centroid. The term g') indicates the closest centroid
that is associated with the ith point. If the points are

relatively close to their respective centroids, the WSS
is relatively small. Thus, if k + 1 clusters do not greatly
reduce the value of WSS from the case with only k
clusters, there may be little benefit to adding another
Cluster.

Using R to Perform a K-means
Analysis

To illustrate how to use the WSS to determine an
appropriate number, k, of clusters, the following
example uses R to perform a k-means analysis. The
task is to group 620 high school seniors based on their
grades in three subject areas: English, mathematics,
and science. The grades are averaged over their high
school career and assume values from 0 to 100. The



following R code establishes the necessary R libraries
and imports the CSV file containing the grades.

library(plyr)
library(ggplot2)
library(cluster)
library(lattice)
library(graphics)
library(grid)
library(gridExtra)

#import the student grades
grade input = as.data.frame(read.csv("c:/data/grades km input.csv"))

The following R code formats the grades for
processing. The data file contains four columns. The
first column holds a student identification (ID) number,
and the other three columns are for the grades in the
three subject areas. Because the student ID is not used
in the clustering analysis, it is excluded from the k-
means input matrix, mdata.

kmdata orig = as.matrix(grade input[,c("Student","English", "Math","Science")])
kmdata <- kmdata orig[,2:4]

kmdata[1:10,]

English Math Science

[1,] 99 96 97
[2,] 99 96 97
(81 98 97 97
[4,] 95 100 95
[5,]1 95 96 96
[6,] 9% 97 96
[7,1 100 96 97
[8,1] 95 98 98
[9,]1 98 96 96
[10,] 99 99 95

To determine an appropriate value for k, the k-means
algorithm is used to identify clusters for k = 1, 2, ...,
15. For each value of k, the WSS is calculated. If an
additional cluster provides a better partitioning of the



data points, the WSS should be markedly smaller than
without the additional cluster.

The following R code loops through several k-means
analyses for the number of centroids, «, varying from 1

to 15. For each k, the option nstart=25 specifies that the
k-means algorithm will be repeated 25 times, each
starting with « random initial centroids. The
corresponding value of WSS for each k-mean analysis
is stored in the wss vector.

wsS <- numeric(15)
for (k in 1:15) wss[k] <- sum(kmeans(kmdata, centers=k, nstart=25)$withinss)

Using the basic R plot function, each WSS is plotted
against the respective number of centroids, 1 through
15. This plot is provided in Figure 4-5.

plot(1:15, wss, type="b", xlab="Number of Clusters", ylab="Within Sum of Squares")
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As can be seen, the WSS is greatly reduced when k
increases from one to two. Another substantial



reduction in WSS occurs at k = 3. However, the
improvement in WSS is fairly linear for k > 3.
Therefore, the k-means analysis will be conducted for k
= 3. The process of identifying the appropriate value of
k is referred to as finding the “elbow” of the WSS
curve.

km = kmeans(kmdata,3, nstart=25)
km

K-means clustering with 3 clusters of sizes 158, 218, 244

Cluster means:

English Math Science
1 97.21519 93.37342 94.86076
2 73.22018 64.62844 65.84862
3 85.84426 79.68033 81.50820

Clustering vector:

fi]111111111111111111111111111111
1111111111
[41]111111111111111111111111111111
1111111111
(611 111111111111111111111111111111
1111111111
fiz1j111111111111111111111111111111
3333333333
[161] 333333133333333331133133313333
3313333333
[201] 333333333333333333333333333333
3333333333
[2411 3333333333333333333333333333333
3333333333
[281] 333333333333333333333333333333
3333333333
[3211 3333333333333333333333333333333
3333333333
[361] 333333333333333322222223232333
2222332222
[4011 2 22222222222222222222222222222
2222222222
[441] 22 2222322222222222222222232223
2222222232
[4811 2 22222222222222222222222222222
2222222222
[521]1 22 2222222222222222222222222222
2222222222
[561]1 2 22222222222222222222222222222
2222222222
[661] 33223333113332232333

Within cluster sum of squares by cluster:
[1] 6692.589 34806.339 22984.131



(between SS / total SS = 76.5 %)
Available components:

[1] "cluster" "centers" "totss" "withinss" "tot.withinss"
[6] "betweenss" "size" "iter" "ifault"

The displayed contents of the variable «» include the
following:

The location of the cluster means

A clustering vector that defines the membership of

each student to a corresponding cluster 1, 2, or 3

The WSS of each cluster

A list of all the available k-means components

The reader can find details on these components and
using k-means in R by employing the help facility.

The reader may have wondered whether the k-
means results stored in km are equivalent to the WSS
results obtained earlier in generating the plot in Figure
4-5. The following check verifies that the results are
indeed equivalent.

c( wss[3] , sum(km$withinss) )

[1] 64483.06 64483.06

In determining the value of k, the data scientist
should visualize the data and assigned clusters. In the
following code, the ggplot2 package is used to visualize

the identified student clusters and centroids.



#prepare the student data and clustering results for plotting
df = as.data.frame(kmdata_orig[,2:4])

df$cluster = factor(km$cluster)
centers=as.data.frame(km$centers)

gl= ggplot(data=df, aes(x=English, y=Math, color=cluster )) +
geom point() + theme(legend.position="right") +
geom_point(data=centers,

aes(x=English,y=Math, color=as.factor(c(1,2,3))),
size=10, alpha=.3, show guide=FALSE)

g2 =ggplot(data=df, aes(x=English, y=Science, color=cluster )) +
geom point() +
geom_point(data=centers,

aes(x=English,y=Science, color=as.factor(c(1,2,3))),
size=10, alpha=.3, show_guide=FALSE)

g3 = ggplot(data=df, aes(x=Math, y=Science, color=cluster )) +
geom_point() +
geom_point(data=centers,

aes(x=Math,y=Science, color=as.factor(c(1,2,3))),
size=10, alpha=.3, show guide=FALSE)

tmp = ggplot gtable(ggplot build(gl))

grid.arrange(arrangeGrob(gl + theme(legend.position="none"),
g2 + theme(legend.position="none"),
g3 + theme(legend.position="none"),
main ="High School Student Cluster Analysis",
ncol=1l))

The resulting plots are provided in Figure 4-6. The
large circles represent the location of the cluster
means provided earlier in the display of the
contents. The small dots represent the students
corresponding to the appropriate cluster by assigned
color: red, blue, or green. In general, the plots indicate
the three clusters of students: the top academic
students (red), the academically challenged students
(green), and the other students (blue) who fall
somewhere between those two groups. The plots also
highlight which students may excel in one or two
subject areas but struggle in other areas.
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FIGURE 4-6 Plots of the identified student clusters

Assigning labels to the identified clusters is useful to
communicate the results of an analysis. In a marketing
context, it is common to label a group of customers as
frequent shoppers or big spenders. Such designations
are especially useful when communicating the
clustering results to business users or executives. It is
better to describe the marketing plan for big spenders
rather than Cluster #1.

4.2.4 DIAGNOSTICS



The heuristic using WSS can provide at least several
possible k values to consider. When the number of
attributes is relatively small, a common approach to
further refine the choice of k is to plot the data to
determine how distinct the identified clusters are from
each other. In general, the following questions should
be considered.

« Are the clusters well separated from each other?
« Do any of the clusters have only a few points?

« Do any of the centroids appear to be too close to
each other?

In the first case, ideally the plot would look like the
one shown in Figure 4-7, when n = 2. The clusters are
well defined, with considerable space between the four
identified clusters. However, in other cases, such as
Figure 4-8, the clusters may be close to each other,
and the distinction may not be so obvious.
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FiGure 4-7 Example of distinct clusters

In such cases, it is important to apply some
judgment on whether anything different will result by
using more clusters. For example, Figure 4-9 uses six
clusters to describe the same dataset as used in Figure
4-8. If using more clusters does not better distinguish
the groups, it is almost certainly better to go with
fewer clusters.
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clusters applied to the points from



4.2.5 REASONS TO CHOOSE
AND CAUTIONS

K-means is a simple and straightforward method for
defining clusters. Once clusters and their associated
centroids are identified, it is easy to assign new objects
(for example, new customers) to a cluster based on
the object's distance from the closest centroid.
Because the method is unsupervised, using k-means
helps to eliminate subjectivity from the analysis.

Although k-means is considered an unsupervised
method, there are still several decisions that the
practitioner must make:

What object attributes should be included in the
analysis?

« What unit of measure (for example, miles or
kilometers) should be used for each attribute?

. Do the attributes need to be rescaled so that one
attribute does not have a disproportionate effect
on the results?

« What other considerations might apply?

Object Attributes

Regarding which object attributes (for example, age
and income) to use in the analysis, it is important to



understand what attributes will be known at the time a
new object will be assigned to a cluster. For example,
information on existing customers' satisfaction or
purchase frequency may be available, but such
information may not be available for potential
customers.

The Data Scientist may have a choice of a dozen or
more attributes to use in the clustering analysis.
Whenever possible and based on the data, it is best to
reduce the number of attributes to the extent possible.
Too many attributes can minimize the impact of the
most important variables. Also, the use of several
similar attributes can place too much importance on
one type of attribute. For example, if five attributes
related to personal wealth are included in a clustering
analysis, the wealth attributes dominate the analysis
and possibly mask the importance of other attributes,
such as age.

When dealing with the problem of too many
attributes, one useful approach is to identify any highly
correlated attributes and use only one or two of the
correlated attributes in the clustering analysis. As
illustrated in Figure 4-10, a scatterplot matrix, as
introduced in Chapter 3, is a useful tool to visualize the
pair-wise relationships between the attributes.

The strongest relationship is observed to be between
attribute3 and actributez. |If the value of one of these two

attributes is known, it appears that the value of the



other attribute is known with near certainty. Other
linear relationships are also identified in the plot. For
example, consider the plot of attributez @gainst attrivutes. If

the value of attributez is known, there is still a wide
range of possible values for attributes. Thus, greater

consideration must be given prior to dropping one of
these attributes from the clustering analysis.

Another option to reduce the number of attributes is
to combine several attributes into one measure. For
example, instead of using two attribute variables, one
for Debt and one for Assets, a Debt to Asset ratio could
be used. This option also addresses the problem when
the magnitude of an attribute is not of real interest,
but the relative magnitude is a more important
measure.



1 Aftribute7

Aftribute2

FiGure 4-10 Scatterplot matrix for seven attributes

Units of Measure

From a computational perspective, the k-means
algorithm is somewhat indifferent to the units of
measure for a given attribute (for example, meters or
centimeters for a patient's height). However, the
algorithm will identify different clusters depending on
the choice of the units of measure. For example,



suppose that k-means is used to cluster patients based
on age in years and height in centimeters. For k=2,
Figure 4-11 illustrates the two clusters that would be
determined for a given dataset.
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But if the height was rescaled from centimeters to
meters by dividing by 100, the resulting clusters would
be slightly different, as illustrated in Figure 4-12.
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When the height is expressed in meters, the
magnitude of the ages dominates the distance
calculation between two points. The height attribute
provides only as much as the square between the
difference of the maximum height and the minimum
height or (2.0-0)? = 4 to the radicand, the number
under the square root symbol in the distance formula
given in Equation 4-3. Age can contribute as much as
(80—0)? = 6,400 to the radicand when measuring the
distance.

Rescaling

Attributes that are expressed in dollars are common in
clustering analyses and can differ in magnitude from
the other attributes. For example, if personal income is
expressed in dollars and age is expressed in years, the



income attribute, often exceeding $10,000, can easily
dominate the distance calculation with ages typically
less than 100 years.

Although some adjustments could be made by
expressing the income in thousands of dollars (for
example, 10 for $10,000), a more straightforward
method is to divide each attribute by the attribute's
standard deviation. The resulting attributes will each
have a standard deviation equal to 1 and will be
without units. Returning to the age and height
example, the standard deviations are 23.1 years and
36.4 cm, respectively. Dividing each attribute value by
the appropriate standard deviation and performing the
k-means analysis yields the result shown in Figure 4-
13.
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With the rescaled attributes for age and height, the
borders of the resulting clusters now fall somewhere



between the two earlier clustering analyses. Such an
occurrence is not surprising based on the magnitudes
of the attributes of the previous clustering attempts.
Some practitioners also subtract the means of the
attributes to center the attributes around zero.
However, this step is unnecessary because the
distance formula is only sensitive to the scale of the
attribute, not its location.

In many statistical analyses, it is common to
transform typically skewed data, such as income, with
long tails by taking the logarithm of the data. Such
transformation can also be appied in k-means, but the
Data Scientist needs to be aware of what effect this
transformation will have. For example, if logg of
income expressed in dollars is used, the practitioner is
essentially stating that, from a clustering perspective,
$1,000 is as close to $10,000 as $10,000 is to
$100,000 (because log1p 1,000 = 3, log1p 10,000 = 4,
and log1p 100,000 = 5). In many cases, the skewness
of the data may be the reason to perform the
clustering analysis in the first place.

Additional Considerations

The k-means algorithm is sensitive to the starting
positions of the initial centroid. Thus, it is important to
rerun the k-means analysis several times for a
particular value of k to ensure the cluster results
provide the overall minimum WSS. As seen earlier, this



task is accomplished in R by using the nstart Option in
the «kmeans() function call.

This chapter presented the use of the Euclidean
distance function to assign the points to the closest
centroids. Other possible function choices include the
cosine similarity and the Manhattan distance functions.
The cosine similarity function is often chosen to
compare two documents based on the frequency of
each word that appears in each of the documents [2].
For two points, p and g, at (p1, p2,... p,) and (gi,
g2....9n), respectively, the Manhattan distance, d,
between p and g is expressed as shown in Equation 4-
6.

d\p, rﬂ=i;|ﬂ; —qf| (4-6)
=

The Manhattan distance function is analogous to the
distance traveled by a car in a city, where the streets
are laid out in a rectangular grid (such as city blocks).
In Euclidean distance, the measurement is made in a
straight line. Using Equation 4-6, the distance from (1,
1) to (4, 5) would be |1 — 4| + |1 — 5] = 7. From an
optimization perspective, if there is a need to use the
Manhattan distance for a clustering analysis, the
median is a better choice for the centroid than use of
the mean [2].

K-means clustering is applicable to objects that can
be described by attributes that are numerical with a



meaningful distance measure. From Chapter 3, interval
and ratio attribute types can certainly be used.
However, k-means does not handle categorical
variables well. For example, suppose a clustering
analysis is to be conducted on new car sales. Among
other attributes, such as the sale price, the color of the
car is considered important. Although one could assign
numerical values to the color, such as red = 1, yellow
= 2, and green = 3, it is not useful to consider that
yellow is as close to red as yellow is to green from a
clustering perspective. In such cases, it may be
necessary to use an alternative clustering
methodology. Such methods are described in the next
section.

4.3 Additional Algorithms

The k-means clustering method is easily applied to
numeric data where the concept of distance can
naturally be applied. However, it may be necessary or
desirable to use an alternative clustering algorithm. As
discussed at the end of the previous section, k-means
does not handle categorical data. In such cases, k-
modes [3] is a commonly used method for clustering
categorical data based on the number of differences in
the respective components of the attributes. For
example, if each object has four attributes, the



distance from (a, b, e, d) to (d, d, d, d) is 3. In R, the
function mede() is implemented in the kar package.

Because k-means and k-modes divide the entire
dataset into distinct groups, both approaches are
considered partitioning methods. A third partitioning
method is known as Partitioning around Medoids (PAM)
[4]. In general, a medoid is a representative object in a
set of objects. In clustering, the medoids are the
objects in each cluster that minimize the sum of the
distances from the medoid to the other objects in the
cluster. The advantage of using PAM is that the
“center” of each cluster is an actual object in the
dataset. PAM is implemented in R by the pan() function

included in the custer R package. The fc R package
includes a function pamk(), Which uses the pan() function
to find the optimal value for k.

Other clustering methods include hierarchical
agglomerative clustering and density clustering
methods. In hierarchical agglomerative clustering,
each object is initially placed in its own cluster. The
clusters are then combined with the most similar
cluster. This process is repeated until one cluster,
which includes all the objects, exists. The R stats

package includes the ncwst() function for performing

hierarchical agglomerative clustering. In density-based
clustering methods, the clusters are identified by the
concentration of points. The < R package includes a



function, dscan(), to perform density-based clustering

analysis. Density-based clustering can be useful to
identify irregularly shaped clusters.

Summary

Clustering analysis groups similar objects based on the
objects' attributes. Clustering is applied in areas such
as marketing, economics, biology, and medicine. This
chapter presented a detailed explanation of the k-
means algorithm and its implementation in R. To use k-
means properly, it is important to do the following:

« Properly scale the attribute values to prevent
certain attributes from dominating the other
attributes.

- Ensure that the concept of distance between the
assigned values within an attribute is meaningful.

« Choose the number of clusters, k, such that the
sum of the Within Sum of Squares (WSS) of the
distances is reasonably minimized. A plot such as
the example in Figure 4-5 can be helpful in this
respect.

If k-means does not appear to be an appropriate
clustering technique for a given dataset, then



alternative techniques such as k-modes or PAM should
be considered.

Once the clusters are identified, it is often useful to
label these clusters in some descriptive way. Especially
when dealing with upper management, these labels
are useful to easily communicate the findings of the
clustering analysis. In clustering, the labels are not
preassigned to each object. The labels are subjectively
assigned after the clusters have been identified.
Chapter 7 considers several methods to perform the
classification of objects with predetermined labels.
Clustering can be wused with other analytical
techniques, such as regression. Linear regression and
logistic regression are covered in Chapter 6, “Advanced
Analytical Theory and Methods: Regression.”

Exercises

1. Using the age and height clustering example in
section 4.2.5, algebraically illustrate the impact on
the measured distance when the height is
expressed in meters rather than centimeters.
Explain why different clusters will result depending
on the choice of units for the patient's height.

2. Compare and contrast five clustering algorithms,
assigned by the instructor or selected by the
student.



3. Using the ruspini dataset provided with the cuuster

package in R, perform a k-means analysis.
Document the findings and justify the choice of k.
Hint: use data(ruspini) to load the dataset into the R

workspace.
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Advanced Analytical

Theory and Methods:
Association Rules

This Leverage Lift
chapter discusses an unsupervised

learning method called association rules. This is a
descriptive, not predictive, method often used to
discover interesting relationships hidden in a large
dataset. The disclosed relationships can Dbe
represented as rules or frequent itemsets. Association
rules are commonly used for mining transactions in
databases.

Here are some possible questions that association
rules can answer:

« Which products tend to be purchased together?



« Of those customers who are similar to this person,
what products do they tend to buy?

« Of those customers who have purchased this
product, what other similar products do they tend
to view or purchase?

5.1 Overview

Figure 5-1 shows the general logic behind association
rules. Given a large collection of transactions (depicted
as three stacks of receipts in the figure), in which each
transaction consists of one or more items, association
rules go through the items being purchased to see
what items are frequently bought together and to
discover a list of rules that describe the purchasing
behavior. The goal with association rules is to discover
interesting relationships among the items. (The
relationship occurs too frequently to be random and is
meaningful from a business perspective, which may or
may not be obvious.) The relationships that are
interesting depend both on the business context and
the nature of the algorithm being used for the
discovery.



Transactions Rules

Cereal = Milk (90%)
Bread =» Milk (40%)
Milk  =» Cereal (23%)
Milk  =» Apples (10%)
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Ficure 5-1 The general logic behind association rules

Each of the uncovered rules is in the form X - Y,
meaning that when item X is observed, item Y is also
observed. In this case, the left-hand side (LHS) of the
rule is X, and the right-hand side (RHS) of the rule is Y.

Using association rules, patterns can be discovered
from the data that allow the association rule
algorithms to disclose rules of related product
purchases. The uncovered rules are listed on the right
side of Figure 5-1. The first three rules suggest that
when cereal is purchased, 90% of the time milk is
purchased also. When bread is purchased, 40% of the
time milk is purchased also. When milk is purchased,
23% of the time cereal is also purchased.

In the example of a retail store, association rules are
used over transactions that consist of one or more
items. In fact, because of their popularity in mining



customer transactions, association rules are
sometimes referred to as market basket analysis.
Each transaction can be viewed as the shopping
basket of a customer that contains one or more items.
This is also known as an itemset. The term itemset
refers to a collection of items or individual entities that
contain some kind of relationship. This could be a set
of retail items purchased together in one transaction, a
set of hyperlinks clicked on by one user in a single
session, or a set of tasks done in one day. An itemset
containing k items is called a k-itemset. This chapter
uses curly braces like {iten 1, item 2,. . . item k} tO denote a

k-itemset. Computation of the association rules is
typically based on itemsets.

The research of association rules started as early as
the 1960s. Early research by Hajek et al. [1] introduced
many of the key concepts and approaches of
association rule learning, but it focused on the
mathematical representation rather than the
algorithm. The framework of association rule learning
was brought into the database community by Agrawal
et al. [2] in the early 1990s for discovering regularities
between products in a large database of customer
transactions recorded by point-of-sale systems in
supermarkets. In later years, it expanded to web
contexts, such as mining path traversal patterns [3]
and usage patterns [4] to facilitate organization of web
pages.



This chapter chooses Apriori as the main focus of the
discussion of association rules. Apriori [5] is one of the
earliest and the most fundamental algorithms for
generating association rules. It pioneered the use of
support for pruning the itemsets and controlling the
exponential growth of candidate item-sets. Shorter
candidate itemsets, which are known to be frequent
itemsets, are combined and pruned to generate longer
frequent itemsets. This approach eliminates the need
for all possible itemsets to be enumerated within the
algorithm, since the number of all possible itemsets
can become exponentially large.

One major component of Apriori is support. Given an
itemset ., the support [2] of . is the percentage of

transactions that contain .. For example, if 80% of all
transactions contain itemset {vread;, then the support of
oready 1S 0.8. Similarly, if 60% of all transactions contain
itemset {bread,butter}, then the support of {bread,butter} IS
0.6.

A frequent itemset has items that appear together
often enough. The term “often enough” is formally
defined with a minimum support criterion. If the
minimum support is set at 0.5, any itemset can be
considered a frequent itemset if at least 50% of the
transactions contain this itemset. In other words, the
support of a frequent itemset should be greater than
or equal to the minimum support. For the previous



example, both {bread} @and {bread,butter; @are considered

frequent itemsets at the minimum support 0.5. If the
minimum support is 0.7, only bread; IS considered a

frequent itemset.

If an itemset is considered frequent, then any subset
of the frequent itemset must also be frequent. This is
referred to as the Apriori property (or downward
closure property). For example, if 60% of the
transactions contain {bread,jam}, then at least 60% of all
the transactions will contain {bread; Or {jam}. In Oother
words, when the support of {bread,jam} is 0.6, the support
of {bread} Or {jam} iS at least 0.6. Figure 5-2 illustrates how
the Apriori property works. If itemset ¢s,c,0; is frequent,
then all the subsets of this itemset, shaded, must also
be frequent itemsets. The Apriori property provides the
basis for the Apriori algorithm.

Itemset {A,B,C,D} and its subsets



5.2 Apriori Algorithm

The Apriori algorithm takes a bottom-up iterative
approach to uncovering the frequent itemsets by first
determining all the possible items (or l-itemsets, for
example {bread}, {eggs}, {milk}, ...) and then identifying

which among them are frequent.

Assuming the minimum support threshold (or the
minimum support criterion) is set at 0.5, the algorithm
identifies and retains those itemsets that appear in at
least 50% of all transactions and discards (or “prunes
away”) the itemsets that have a support less than 0.5
or appear in fewer than 50% of the transactions. The
word prune is used like it would be in gardening,
where unwanted branches of a bush are clipped away.

In the next iteration of the Apriori algorithm, the
identified frequent 1-itemsets are paired into 2-
itemsets (for example, {bread,eggs}, {bread,milk}, {eggs,milk}, ...)
and again evaluated to identify the frequent 2-
itemsets among them.

At each iteration, the algorithm checks whether the
support criterion can be met; if it can, the algorithm
grows the itemset, repeating the process until it runs
out of support or until the itemsets reach a predefined
length. The Apriori algorithm [5] is given next. Let
variable C, be the set of candidate k-itemsets and
variable L, be the set of k-itemsets that satisfy the
minimum support. Given a transaction database D, a



minimum support threshold 9,

and an optional

parameter N indicating the maximum length an
itemset could reach, Apriori iteratively computes

frequent itemsets L, based on L.

1 Apriori (D, 6, N)

2 k «1
3
iw
« {1-itemsets that satisfy minimum support 6}
4 while
iw
z0
5 if

Nv (3N A k < N)

6
Ck—]
« candidate itemsets generated from
iw
7 for each transaction t in database D do
8 increment the counts of
Ck—]

contained in t
9

« candidates in

k+1
that satisfy minimum support &
10 k «k+1
11 return

kk



The first step of the Apriori algorithm is to identify the
frequent itemsets by starting with each item in the
transactions that meets the predefined minimum
support threshold 6. These itemsets are 1l-itemsets
denoted as L;, as each l-itemset contains only one
item. Next, the algorithm grows the itemsets by joining
L, onto itself to form new, grown 2-itemsets denoted
as L, and determines the support of each 2-itemset in
L. Those itemsets that do not meet the minimum
support threshold 6 are pruned away. The growing and
pruning process is repeated until no itemsets meet the
minimum support threshold. Optionally, a threshold N
can be set up to specify the maximum number of
items the itemset can reach or the maximum number
of iterations of the algorithm. Once completed, output
of the Apriori algorithm is the collection of all the
frequent k-itemsets.

Next, a collection of candidate rules is formed based
on the frequent itemsets uncovered in the iterative
process described earlier. For example, a frequent
itemset (mitk,eggs} May suggest candidate rules itk

-{eggs} A nd {eggs}-{milk}.

5.3 Evaluation of
Candidate Rules

Frequent itemsets from the previous section can form
candidate rules such as X implies Y (X - Y). This



section discusses how measures such as confidence,
lift, and leverage can  help evaluate the
appropriateness of these candidate rules.

Confidence [2] is defined as the measure of
certainty or trustworthiness associated with each
discovered rule. Mathematically, confidence is the
percent of transactions that contain both X and Y out
of all the transactions that contain X (see Equation 5-
1).

SupportiX AY)

Confidence(X — V)= S 0
uppor

(5-1)

For example, if {bread,eqqs,mitkt has a support of 0.15
and {bread,eqgs} also has a support of 0.15, the
confidence of rule {bread,eqgsi-{mitk; is 1, which means

100% of the time a customer buys bread and eggs,
milk is bought as well. The rule is therefore correct for
100% of the transactions containing bread and eggs.

A relationship may be thought of as interesting when
the algorithm identifies the relationship with a
measure of confidence greater than or equal to a
predefined threshold. This predefined threshold is
called the minimum confidence. A higher confidence
indicates that the rule (X — Y) is more interesting or
more trustworthy, based on the sample dataset.

So far, this chapter has talked about two common

measures that the Apriori algorithm uses: support and
confidence. All the rules can be ranked based on these



two measures to filter out the uninteresting rules and
retain the interesting ones.

Even though confidence can identify the interesting
rules from all the candidate rules, it comes with a
problem. Given rules in the form of X -» Y, confidence
considers only the antecedent (X) and the co-
occurrence of X and Y; it does not take the consequent
of the rule (Y) into concern. Therefore, confidence
cannot tell if a rule contains true implication of the
relationship or if the rule is purely coincidental. X and Y
can be statistically independent yet still receive a high
confidence score. Other measures such as lift [6] and
leverage [7] are designed to address this issue.

Lift measures how many times more often X and Y
occur together than expected if they are statistically
independent of each other. Lift is a measure [6] of how
X and Y are really related rather than coincidentally
happening together (see Equation 5-2).

Support(X ~Y)

(5-2)
Support(X)* Support(Y)

Lift(X — V)=

Lift is 1 if X and Y are statistically independent of
each other. In contrast, a lift of X = Y greater than 1
indicates that there is some usefulness to the rule. A
larger value of lift suggests a greater strength of the
association between X and Y.

Assuming 1,000 transactions, with  {milk,eggs}
appearing in 300 of them, i appearing in 500, and
{eggs} appearing in 400, then Lifttmilk - eggs) =



0.3/(0.5%0.4) = 1.5. If {breaay appears in 400
transactions and {miik,bready appears in 400, then

Lift(milk - bread) = 0.4/(0.5*%0.4) = 2. Therefore it can
be concluded that milk and bread have a stronger
association than milk and eggs.

Leverage [7] is a similar notion, but instead of using
a ratio, leverage uses the difference (see Equation 5-
3). Leverage measures the difference in the probability
of X and Y appearing together in the dataset compared
to what would be expected if X and Y were statistically
independent of each other.

Leverage(X — Y) = Support (X AY }—Support(X)* Support(Y) (5-3)

In theory, leverage is 0 when X and Y are statistically
independent of each other. If X and Y have some kind
of relationship, the leverage would be greater than
zero. A larger leverage value indicates a stronger
relationship between X and Y. For the previous
example, Leverage(milk - eggs) = 0.3—(0.5%0.4) = 0.1
and Leverage(milk - bread) = 0.4—(0.5%0.4) = 0.2. It
again confirms that milk and bread have a stronger
association than milk and eggs.

Confidence is able to identify trustworthy rules, but it
cannot tell whether a rule is coincidental. A high-
confidence rule can sometimes be misleading because
confidence does not consider support of the itemset in
the rule consequent. Measures such as lift and



leverage not only ensure interesting rules are
identified but also filter out the coincidental rules.

This chapter has discussed four measures of
significance and interestingness for association rules:
support, confidence, lift, and leverage. These
measures ensure the discovery of interesting and
strong rules from sample datasets. Besides these four
rules, there are other alternative measures, such as
correlation [8], collective strength [9], conviction [6],
and coverage [10]. Refer to the Bibliography to learn
how these measures work.

5.4 Applications of
Association Rules

The term market basket analysis refers to a specific
implementation of association rules mining that many
companies use for a variety of purposes, including
these:

« Broad-scale approaches to better merchandising—
what products should be included in or excluded
from the inventory each month

« Cross-merchandising between products and high-
margin or high-ticket items

« Physical or logical placement of product within
related categories of products



« Promotional programs—multiple product purchase
incentives managed through a loyalty card
program

Besides market basket analysis, association rules are
commonly used for recommender systems [11] and
clickstream analysis [12].

Many online service providers such as Amazon and
Netflix use recommender systems. Recommender
systems can use association rules to discover related
products or identify customers who have similar
interests. For example, association rules may suggest
that those customers who have bought product A have
also bought product B, or those customers who have
bought products A, B, and C are more similar to this
customer. These findings provide opportunities for
retailers to cross-sell their products.

Clickstream analysis refers to the analytics on data
related to web browsing and user clicks, which is
stored on the client or the server side. Web usage log
files generated on web servers contain huge amounts
of information, and association rules can potentially
give useful knowledge to web usage data analysts. For
example, association rules may suggest that website
visitors who land on page X click on links A, B, and C
much more often than links D, E, and F. This
observation provides valuable insight on how to better



personalize and recommend the content to site
visitors.

The next section shows an example of grocery store
transactions and demonstrates how to use R to
perform association rule mining.

5.5 An Example:
Transactions in a Grocery
Store

An example illustrates the application of the Apriori
algorithm to a relatively simple case that generalizes
to those used in practice. Using R and the arutes and
arulesviz packages, this example shows how to use the
Apriori algorithm to generate frequent itemsets and
rules and to evaluate and visualize the rules.

The following commands install these two packages
and import them into the current R workspace:

install.packages('arules"')
install.packages('arulesViz')

library('arules')
library('arulesViz')

5.5.1 THE GROCERIES
DATASET

The example uses the croceries dataset from the R arutes
package. The croceries dataset is collected from 30 days



of real-world point-of-sale transactions of a grocery
store. The dataset contains 9,835 transactions, and the
items are aggregated into 169 categories.

data(Groceries)
Groceries
transactions in sparse format with
9835 transactions (rows) and
169 items (columns)

The summary shows that the most frequent items in
the dataset include items such as whole milk, other
vegetables, rolls/buns, soda, and yogurt. These items
are purchased more often than the others.

summary(Groceries)

transactions as itemMatrix in sparse format with
9835 rows (elements/itemsets/transactions) and
169 columns (items) and a density of 0.02609146

most frequent items:

whole milk other vegetables rolls/buns soda

2513 1903 1809 1715
yogurt (0Other)
1372 34055

element (itemset/transaction) length distribution:
sizes
1 2 3 4 5 6 7 8 9 10 11 12 13 14
2159 1643 1299 1005 855 645 545 438 350 246 182 117 78 77
15 16 17 18 19 20 21 22 23 24 26 27 28 29
55 46 29 14 14 9 11 4 6 1 1 1 1 3
32
1

Min. 1st Qu. Median Mean 3rd Qu. Max.
1.000 2.000 3.000 4.409 6.000 32.000

includes extended item information - examples:

labels level2 levell
1 frankfurter sausage meet and sausage
2 sausage sausage meet and sausage

3 liver loaf sausage meet and sausage

The class of the dataset is transactions, @s defined by
the arutes package. The transactions Class contains three
slots:



o transactionInfo: A data frame with vectors of the same
length as the number of transactions

o iteminfo: A data frame to store item labels

« data: A binary incidence matrix that indicates which
item labels appear in every transaction

class(Groceries)
[1] "transactions"
attr(,"package")
[1] "arules"

For the croceries dataset, the transactioninfo IS NOt being
used. Enter crocerieseiteminfo to display all 169 grocery

labels as well as their categories. The following
command displays only the first 20 grocery labels.
Each grocery label is mapped to two levels of
categories—tevel2 and teveti—where teveu1 is a superset of

level2. FOr example, grocery label sausage belongs to
the sausage category in tevel2, and it is part of the meat
and sausage category in tevet1. (Note that “meet” in
level1 IS @ typo in the dataset.)

Groceries@itemInfo[1:20,]

labels level2 levell
1 frankfurter sausage meet and sausage
2 sausage sausage meet and sausage
3 liver loaf sausage meet and sausage
4 ham sausage meet and sausage
5 meat sausage meet and sausage
6 finished products sausage meet and sausage
7 organic sausage sausage meet and sausage
8 chicken poultry meet and sausage
9 turkey poultry meet and sausage
10 pork pork meet and sausage
11 beef beef meet and sausage
12 hamburger meat beef meet and sausage



13 fish fish meet and sausage

14 citrus fruit fruit fruit and vegetables
15 tropical fruit fruit fruit and vegetables
16 pip fruit fruit fruit and vegetables
17 grapes fruit fruit and vegetables
18 berries fruit fruit and vegetables
19 nuts/prunes fruit fruit and vegetables
20 root vegetables vegetables fruit and vegetables

The following code displays the 10th to 20th
transactions of the croceries dataset. The [1e:207 Can be

changed to 11:98351 to display all the transactions.

apply(Groceries@datal,10:20], 2,
function(r) paste(Groceries@itemInfo[r,"labels"], collapse=", ")
)

Each row in the output shows a transaction that
includes one or more products, and each transaction
corresponds to everything in a customer's shopping
cart. For example, in the first transaction, a customer
has purchased whole milk and cereals.

[1] "whole milk, cereals"

[2] "tropical fruit, other vegetables, white bread, bottled water,
chocolate"

[31 "citrus fruit, tropical fruit, whole milk, butter, curd, yogurt,
flour, bottled water, dishes"

[4] "beef"

[5] "frankfurter, rolls/buns, soda"

[6] "chicken, tropical fruit"

[7] "butter, sugar, fruit/vegetable juice, newspapers"
[8] "fruit/vegetable juice"

[9] "packaged fruit/vegetables"
[10] "chocolate"
[11] “"specialty bar"

The next section shows how to generate frequent
itemsets from the croceries dataset.

5.5.2 FREQUENT ITEMSET
GENERATION



The apriori()  function from the arule package

implements the Apriori algorithm to create frequent
itemsets. Note that, by default, the apriori¢) function

executes all the iterations at once. However, to
illustrate how the Apriori algorithm works, the code
examples in this section manually set the parameters
of the apriori() function to simulate each iteration of the

algorithm.

Assume that the minimum support threshold is set to
0.02 based on management discretion. Because the
dataset contains 9,853 transactions, an itemset should
appear at least 198 times to be considered a frequent
itemset. The first iteration of the Apriori algorithm
computes the support of each product in the dataset
and retains those products that satisfy the minimum
support. The following code identifies 59 frequent 1-
itemsets that satisfy the minimum support. The
parameters of apriori() specify the minimum and

maximum lengths of the itemsets, the minimum
support threshold, and the target indicating the type of
association mined.

itemsets <- apriori(Groceries, parameter=list(minlen=1, maxlen=1,
support=0.02, target="frequent itemsets"))

parameter specification:
confidence minval smax arem aval originalSupport support minlen
0.8 0.1 1 none FALSE TRUE 0.02 1
maxlen target ext
1 frequent itemsets FALSE

algorithmic control:
filter tree heap memopt load sort verbose

0.1 TRUE TRUE FALSE TRUE 2 TRUE

apriori - find association rules with the apriori algorithm



version 4.21 (2004.05.09) (c) 1996-2004 Christian Borgelt
set item appearances ...[0 item(s)] done [0.00s].

set transactions ...[169 item(s), 9835 transaction(s)] done [0.00s].
sorting and recoding items ... [59 item(s)] done [0.00s].

creating transaction tree ... done [0.00s].

checking subsets of size 1 done [0.00s].

writing ... [59 set(s)] done [0.00s].

creating S4 object ... done [0.00s].

The summary of the itemsets shows that the support
of 1-itemsets ranges from 0.02105 to 0.25552.
Because the maximum support of the 1-itemsets in the
dataset is only 0.25552, to enable the discovery of
interesting rules, the minimum support threshold
should not be set too close to that number.

summary(itemsets)
set of 59 itemsets

most frequent items:

frankfurter sausage ham meat chicken
1 1 1 1 1

(0Other)

54

element (itemset/transaction) length distribution:sizes
1
59
Min. 1st Qu. Median Mean 3rd Qu. Max.
1 1 1 1 1 1

summary of quality measures:
support
Min. :0.02105
1st Qu. :0.03015
Median :0.04809
Mean 10.06200
3rd Qu. :0.07666
Max . 10.25552

includes transaction ID lists: FALSE
mining info:

data ntransactions support confidence
Groceries 9835 0.02 1

The following code uses the inspect() function to

display the top 10 frequent 1l-itemsets sorted by their
support. Of all the transaction records, the 59 1-



itemsets such as {whole milk}, {other vegetables}, {rolls/buns},
{soda}, @Nd {yogurt} all satisfy the minimum support.
Therefore, they are called frequent 1-itemsets.

inspect(head(sort(itemsets, by = "support"), 10))

items support
1 {whole milk} 0.25551601
2 {other vegetables} 0.19349263
3 {rolls/buns} 0.18393493
4 {soda} 0.17437722
5 {yogurt} 0.13950178
6 {bottled water} 0.11052364
7 {root vegetables} 0.10899847
8 {tropical fruit} 0.10493137
9 {shopping bags} 0.09852567
10 {sausage} 0.09395018

In the next iteration, the list of frequent 1-itemsets is
joined onto itself to form all possible candidate 2-
itemsets. For example, 1-itemsets {uhote mitk} and {soda}

would be joined to become a 2-itemset {uhote milk,soda}.

The algorithm computes the support of each candidate
2-itemset and retains those that satisfy the minimum
support. The output that follows shows that 61
frequent 2-itemsets have been identified.

itemsets <- apriori(Groceries, parameter=list(minlen=2, maxlen=2,
support=0.02, target="frequent itemsets"))

parameter specification:
confidence minval smax arem aval originalSupport support minlen
0.8 0.1 1 none FALSE TRUE 0.02 2
maxlen target ext
2 frequent itemsets FALSE

algorithmic control:
filter tree heap memopt load sort verbose
0.1 TRUE TRUE FALSE TRUE 2 TRUE

apriori - find association rules with the apriori algorithm

version 4.21 (2004.05.09) (c) 1996-2004 Christian Borgelt
set item appearances ...[0 item(s)] done [0.00s].

set transactions ...[169 item(s), 9835 transaction(s)] done [0.00s].
sorting and recoding items ... [59 item(s)] done [0.00s].

creating transaction tree ... done [0.00s].



checking subsets of size 1 2 done [0.00s].
writing ... [61 set(s)] done [0.00s].
creating S4 object ... done [0.00s].

The summary of the itemsets shows that the support
of 2-itemsets ranges from 0.02003 to 0.07483.

summary (itemsets)
set of 61 itemsets

most frequent items:

whole milk other vegetables yogurt rolls/buns
25 17 9 9

soda (Other)

9 53

element (itemset/transaction) length distribution:sizes
2
61

Min. 1st Qu. Median Mean 3rd Qu. Max.
2 2 2 2 2 2

summary of quality measures:
support
Min. :0.02003
1st Qu.:0.02227
Median :0.02613
Mean :0.02951
3rd Qu.:0.03223
Max. :0.07483
includes transaction ID lists: FALSE
mining info:
data ntransactions support confidence
Groceries 9835 0.02 1

The top 10 most frequent 2-itemsets are displayed
next, sorted by their support. Notice that whole milk
appears six times in the top 10 2-itemsets ranked by
support. As seen earlier, {whote nitk} has the highest
support among all the 1-itemsets. These top 10 2-
itemsets with the highest support may not be
interesting; this highlights the limitations of using
support alone.



inspect(head(sort(itemsets, by ="support"),10))

items support
1 {other vegetables,
whole milk} 0.07483477
2 {whole milk,
rolls/buns} 0.05663447
3 {whole milk,
yogurt} 0.05602440
4 {root vegetables,
whole milk} 0.04890696

5 {root vegetables,
other vegetables} 0.04738180
6 {other vegetables,

yogurt} 0.04341637
7 {other vegetables,

rolls/buns} 0.04260295
8 {tropical fruit,

whole milk} 0.04229792
9 {whole milk,

soda} 0.04006101
10 {rolls/buns,

soda} 0.03833249

Next, the list of frequent 2-itemsets is joined onto
itself to form candidate 3-itemsets. For example {other

vegetables,whole milk} and {whole milk, rolls/buns} would be jOined
dS {other vegetables,whole milk,rolls/buns}. The algorithm retains

those itemsets that satisfy the minimum support. The
following output shows that only two frequent 3-
itemsets have been identified.

itemsets <- apriori(Groceries, parameter=list(minlen=3, maxlen=3,
support=0.02, target="frequent itemsets"))

parameter specification:
confidence minval smax arem aval originalSupport support minlen
0.8 0.1 1 none FALSE TRUE 0.02 3
maxlen target ext
3 frequent itemsets FALSE

algorithmic control:
filter tree heap memopt load sort verbose
0.1 TRUE TRUE FALSE TRUE 2 TRUE

apriori - find association rules with the apriori algorithm

version 4.21 (2004.05.09) (c) 1996-2004 Christian Borgelt
set item appearances ...[0 item(s)] done [0.00s].

set transactions ...[169 item(s), 9835 transaction(s)] done [0.00s].
sorting and recoding items ... [59 item(s)] done [0.00s].

creating transaction tree ... done [0.00s].

checking subsets of size 1 2 3 done [0.00s].



writing ... [2 set(s)] done [0.00s].
creating S4 object ... done [0.00s].

The 3-itemsets are displayed next:

inspect(sort(itemsets, by ="support"))
items support

1 {root vegetables,
other vegetables,

whole milk} 0.02318251
2 {other vegetables,

whole milk,

yogurt} 0.02226741

In the next iteration, there is only one candidate 4-

itemset {root vegetables,other vegetables,whole milk,yogurt}, and its

support is below 0.02. No frequent 4-itemsets have
been found, and the algorithm converges.

itemsets <- apriori(Groceries, parameter=list(minlen=4, maxlen=4,
support=0.02, target="frequent itemsets"))

parameter specification:
confidence minval smax arem aval originalSupport support minlen
0.8 0.1 1 none FALSE TRUE 0.02 4
maxlen target ext
4 frequent itemsets FALSE

algorithmic control:
filter tree heap memopt load sort verbose
0.1 TRUE TRUE FALSE TRUE 2 TRUE

apriori - find association rules with the apriori algorithm

version 4.21 (2004.05.09) (c) 1996-2004 Christian Borgelt
set item appearances ...[0 item(s)] done [0.00s].

set transactions ...[169 item(s), 9835 transaction(s)] done [0.00s].
sorting and recoding items ... [59 item(s)] done [0.00s].

creating transaction tree ... done [0.00s].

checking subsets of size 1 2 3 done [0.00s].

writing ... [0 set(s)] done [0.00s].

creating S4 object ... done [0.00s].

The previous steps simulate the Apriori algorithm at
each iteration. For the croceries dataset, the iterations

run out of support when k = 4. Therefore, the frequent



itemsets contain 59 frequent 1-itemsets, 61 frequent
2-itemsets, and 2 frequent 3-itemsets.

When the naxten parameter is not set, the algorithm

continues each iteration until it runs out of support or
until k reaches the default naxten-=10. As shown in the

code output that follows, 122 frequent itemsets have
been identified. This matches the total number of 59
frequent 1-itemsets, 61 frequent 2-itemsets, and 2
frequent 3-itemsets.

itemsets <- apriori(Groceries, parameter=list(minlen=1, support=0.02,
target="frequent itemsets"))

parameter specification:
confidence minval smax arem aval originalSupport support minlen
0.8 0.1 1 none FALSE TRUE 0.02 1
maxlen target ext
10 frequent itemsets FALSE

algorithmic control:
filter tree heap memopt load sort verbose

0.1 TRUE TRUE FALSE TRUE 2 TRUE

apriori - find association rules with the apriori algorithm

version 4.21 (2004.05.09) (c) 1996-2004 Christian Borgelt
set item appearances ...[0 item(s)] done [0.00s].

set transactions ...[169 item(s), 9835 transaction(s)] done [0.00s].
sorting and recoding items ... [59 item(s)] done [0.00s].

creating transaction tree ... done [0.00s].

checking subsets of size 1 2 3 done [0.00s].

writing ... [122 set(s)] done [0.00s].

creating S4 object ... done [0.00s].

Note that the results are assessed based on the
specific business context of the exercise using the
specific dataset. If the dataset changes or a different
minimum support threshold is chosen, the Apriori
algorithm must run each iteration again to retrieve the
updated frequent itemsets.



5.5.3 RULE GENERATION
AND VISUALIZATION

The apriori() function can also be used to generate

rules. Assume that the minimum support threshold is
now set to a lower value 0.001, and the minimum
confidence threshold is set to 0.6. A lower minimum
support threshold allows more rules to show up. The
following code creates 2,918 rules from all the
transactions in the croceries dataset that satisfy both the

minimum support and the minimum confidence.

rules <- apriori(Groceries, parameter=list(support=0.001,
confidence=0.6, target = "rules"))

parameter specification:
confidence minval smax arem aval originalSupport support minlen
0.6 0.1 1 none FALSE TRUE 0.001 1
maxlen target ext
10 rules FALSE

algorithmic control:
filter tree heap memopt load sort verbose
0.1 TRUE TRUE FALSE TRUE 2 TRUE

apriori - find association rules with the apriori algorithm

version 4.21 (2004.05.09) (c) 1996-2004 Christian Borgelt
set item appearances ...[0 item(s)] done [0.00s].

set transactions ...[169 item(s), 9835 transaction(s)] done [0.00s].
sorting and recoding items ... [157 item(s)] done [0.00s].

creating transaction tree ... done [0.00s].

checking subsets of size 1 2 3 4 5 6 done [0.01s].

writing ... [2918 rule(s)] done [0.00s].

creating S4 object ... done [0.01s].

The summary of the rules shows the number of rules
and ranges of the support, confidence, and lift.

summary(rules)
set of 2918 rules

rule length distribution (lhs + rhs):sizes
2 3 4 5 6
3 490 1765 626 34



Min. 1st Qu. Median Mean 3rd Qu. Max.
2.000 4.000 4.000 4.068 4.000 6.000

summary of quality measures:

support confidence lift
Min. :0.001017  Min. :0.6000 Min. 1 2.348
1st Qu. :0.001118 1st Qu.:0.6316 1st Qu.: 2.668
Median :0.001220 Median :0.6818 Median : 3.168

Mean :0.001480  Mean :0.7028 Mean 1 3.450
3rd Qu. :0.001525 3rd Qu.:0.7500 3rd Qu.: 3.692
Max. :0.009354  Max. :1.0000 Max. :18.996

mining info:
data ntransactions support confidence
Groceries 9835 0.001 0.6

Enter plot(rutes) to display the scatterplot of the 2,918
rules (Figure 5-3), where the horizontal axis is the
support, the vertical axis is the confidence, and the
shading is the lift. The scatterplot shows that, of the
2,918 rules generated from the sroceries dataset, the
highest lift occurs at a low support and a low
confidence.

Scatter plotfor 2918 rules
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Scatterplot of the 2,918 rules with
minimum support 0.001 and minimum confidence 0.6

Entering pulot(rutesequatlity) displays a scatterplot matrix

(Figure 5-4) to compare the support, confidence, and
lift of the 2,918 rules.

Figure 5-4 shows that lift is proportional to
confidence and illustrates several linear groupings. As
indicated by Equation 5-2 and Equation 5-3, Lift =
Confidence/Support(Y). Therefore, when the support of
Y remains the same, lift is proportional to confidence,
and the slope of the linear trend is the reciprocal of
Support (Y). The following code shows that, of the

2,918 rules, there are only 18 different values for
1

Support(Y), and the majority occurs at slopes 3.91, 5.17,
7.17,9.17, and 9.53. This matches the slopes shown in
the third row and second column of Figure 5-4, where
the x-axis is the confidence and the y-axis is the lift.

# compute the 1/Support(Y)

slope <- sort(round(rules@quality$lift / rules@quality$confidence, 2))
# Display the number of times each slope appears in the dataset
unlist(lapply(split(slope, f=slope),length))

3.91 5.17 5.44 5.73 7.17 9.05 9.17 9.53 10.64 12.08
1585 940 12 7 188 1 102 55 1 4
12.42 13.22 13.83 13.95 18.05 23.76 26.44 30.08

1 5 2 9 3 1 1 1
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The inspect() function can display content of the rules

generated previously. The following code shows the

top ten rules sorted by the lift. Rule {1nstant food
products, soda}-{hamburger meat} NAs the hlghest lift of
18.995654.

inspect(head(sort(rules, by="1ift"), 10))
lhs rhs

support confidence 1ift

1 {Instant food products,

soda} => {hamburger meat}
0.001220132 0.6315789 18.995654
2 {soda,

popcorn} => {salty snack}



0.001220132 0.6315789 16.697793
3  {ham,

processed cheese} => {white bread}
0.001931876 0.6333333 15.045491

4 {tropical fruit,

other vegetables,

yogurt,

white bread} => {butter}
0.001016777 0.6666667 12.030581
5 {hamburger meat,

yogurt,

whipped/sour cream} => {butter}
0.001016777 0.6250000 11.278670
6 {tropical fruit,

other vegetables,

whole milk,

yogurt,

domestic eggs} => {butter}
0.001016777 0.6250000 11.278670
7 {liquor,

red/blush wine} => {bottled beer}

0.001931876 0.9047619 11.235269
8 {other vegetables,

butter,

sugar} => {whipped/sour cream}
0.001016777 0.7142857 9.964539
9 {whole milk,

butter,

hard cheese} => {whipped/sour cream}
0.001423488 0.6666667 9.300236
10 {tropical fruit,

other vegetables,

butter,

fruit/vegetable juice} => {whipped/sour cream}

0.001016777 0.6666667 9.300236

The following code fetches a total of 127 rules whose
confidence is above 0.9:

confidentRules <- rules[quality(rules)$confidence > 0.9]
confidentRules
set of 127 rules

The next command produces a matrix-based
visualization (Figure 5-5) of the LHS versus the RHS of
the rules. The legend on the right is a color matrix
indicating the lift and the confidence to which each
square in the main matrix corresponds.



plot(confidentRules, method="matrix", measure=c("lift", "confidence"),
control=list(reorder=TRUE))

As the previous plot() command runs, the R console

would simultaneously display a distinct list of the LHS
and RHS from the 127 rules. A segment of the output
is shown here:

Itemsets in Antecedent (LHS)
[1] "{citrus fruit,other vegetables,soda,fruit/vegetable juice}"
[2] "{tropical fruit,other vegetables,whole milk,yogurt,oil}"

[3] "{tropical fruit,butter,whipped/sour cream,fruit/vegetable
juice}"

[4] "{tropical fruit,grapes,whole milk,yogurt}"

[5] "{ham,tropical fruit,pip fruit,whole milk}"

[124] "{liquor,red/blush wine}"

Itemsets in Consequent (RHS)
[1] "{whole milk}" "{yogurt}" "{root vegetables}"
[4] "{bottled beer}" "{other vegetables}"

Matrix with 127 rules

lift
[ I

092 096 1

confidence

Consequent |[RHS)
[
|

I I I I [
20 40 B0 &0 100 120

Antecedent (LHS)



Matrix-based visualization of LIS and RIS,
colored by lift and confidence

The following code provides a visualization of the top
five rules with the highest lift. The plot is shown in
Figure 5-6. In the graph, the arrow always points from
an item on the LHS to an item on the RHS. For
example, the arrows that connect ham, processed
cheese, and white bread suggest rule {ham,processed cheese}

~{white bread}. The legend on the top right of the graph

shows that the size of a circle indicates the support of
the rules ranging from 0.001 to 0.002. The color (or
shade) represents the lift, which ranges from 11.279 to
18.996. The rule with the highest lift is {instant food

products,soda} - {hamburger meat}.

highLiftRules <- head(sort(rules, by="1ift"), 5)
plot(highLiftRules, method="graph", control=list(type="items"))
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Ficure 5-6 Graph visualization of the top five rules
sorted by lift

5.6 Validation and Testing

After gathering the output rules, it may become
necessary to use one or more methods to validate the
results in the business context for the sample dataset.
The first approach can be established through
statistical measures such as confidence, lift, and
leverage. Rules that involve mutually independent
items or cover few transactions are considered



uninteresting because they may capture spurious
relationships.

As mentioned in Section 5.3, confidence measures
the chance that X and Y appear together in relation to
the chance X appears. Confidence can be used to
identify the interestingness of the rules.

Lift and leverage both compare the support of X and
Y against their individual support. While mining data
with association rules, some rules generated could be
purely coincidental. For example, if 95% of customers
buy X and 90% of customers buy Y, then X and Y
would occur together at least 85% of the time, even if
there is no relationship between the two. Measures like
lift and leverage ensure that interesting rules are
identified rather than coincidental ones.

Another set of criteria can be established through
subjective arguments. Even with a high confidence, a
rule may be considered subjectively uninteresting
unless it reveals any unexpected profitable actions. For
example, rules like {paperi-{pencity May not be
subjectively interesting or meaningful despite high
support and confidence values. In contrast, a rule like
{diaper}-{beer} that satisfies both minimum support and
minimum confidence can be considered subjectively
interesting because this rule is unexpected and may
suggest a cross-sell opportunity for the retailer. This
incorporation of subjective knowledge into the
evaluation of rules can be a difficult task, and it



requires collaboration with domain experts. As seen in
Chapter 2, “Data Analytics Lifecycle,” the domain
experts may serve as the business users or the
business intelligence analysts as part of the Data
Science team. In Phase 5, the team can communicate
the results and decide if it is appropriate to
operationalize them.

5.7 Diagnostics

Although the Apriori algorithm is easy to understand
and implement, some of the rules generated are
uninteresting or practically useless. Additionally, some
of the rules may be generated due to coincidental
relationships between the variables. Measures like
confidence, lift, and leverage should be used along
with human insights to address this problem.

Another problem with association rules is that, in
Phase 3 and 4 of the Data Analytics Lifecycle (Chapter
2), the team must specify the minimum support prior
to the model execution, which may lead to too many or
too few rules. In related research, a variant of the
algorithm [13] can use a predefined target range for
the number of rules so that the algorithm can adjust
the minimum support accordingly.

Section 5.2 presented the Apriori algorithm, which is
one of the earliest and the most fundamental
algorithms for generating association rules. The Apriori



algorithm reduces the computational workload by only
examining itemsets that meet the specified minimum
threshold. However, depending on the size of the
dataset, the Apriori algorithm can be computationally
expensive. For each level of support, the algorithm
requires a scan of the entire database to obtain the
result. Accordingly, as the database grows, it takes
more time to compute in each run. Here are some
approaches to improve Apriori's efficiency:

- Partitioning: Any itemset that is potentially
frequent in a transaction database must be
frequent in at least one of the partitions of the
transaction database.

« Sampling: This extracts a subset of the data with
a lower support threshold and uses the subset to
perform association rule mining.

. Transaction reduction: A transaction that does
not contain frequent k-itemsets is useless in
subsequent scans and therefore can be ignored.

- Hash-based itemset counting: If the
corresponding hashing bucket count of a k-itemset
is below a certain threshold, the k-itemset cannot
be frequent.

« Dynamic itemset counting: Only add new
candidate itemsets when all of their subsets are



estimated to be frequent.

Summary

As an unsupervised analysis technique that uncovers
relationships among items, association rules find many
uses in activities, including market basket analysis,
clickstream analysis, and recommendation engines.
Although association rules are not used to predict
outcomes or behaviors, they are good at identifying
“interesting” relationships within items from a large
dataset. Quite often, the disclosed relationships that
the association rules suggest do not seem obvious;
they, therefore, provide valuable insights for
institutions to improve their business operations.

The Apriori algorithm is one of the earliest and most
fundamental algorithms for association rules. This
chapter used a grocery store example to walk through
the steps of Apriori and generate frequent k-itemsets
and useful rules for downstream analysis and
visualization. A few measures such as support,
confidence, lift, and leverage were discussed. These
measures together help identify the interesting rules
and eliminate the coincidental rules. Finally, the
chapter discussed some pros and cons of the Apriori
algorithm and highlighted a few methods to improve
its efficiency.



Exercises
1. What is the Apriori property?

2. Following is a list of five transactions that include
items A, B, C, and D:

e T1 :{aB,}

T2 : {ac}
T3 :{s,c}

T4 : {apn}
e« TO :{nacpn}

Which itemsets satisfy the minimum support of
0.57 (Hint: An itemset may include more than
one item.)

3. How are interesting rules identified? How are
interesting rules distinguished from coincidental
rules?

4. A local retailer has a database that stores 10,000
transactions of last summer. After analyzing the
data, a data science team has identified the
following statistics:

 {battery} appears in 6,000 transactions.

e {sunscreen} dAPpears in 5,000 transactions.



« {sandals} appears in 4,000 transactions.
 {bowls} appears in 2,000 transactions.

o {battery,sunscreen} @appears in 1,500 transactions.
o {battery,sandals} appears in 1,000 transactions.
o {battery,bowls} appears in 250 transactions.

o {battery,sunscreen,sandals} appears in 600 transactions.

Answer the following questions:

a. What are the support values of the preceding
itemsets?

b. Assuming the minimum support is 0.05, which
itemsets are considered frequent?

c. What are the confidence values of {battery}
~{sunscreen} @Nd {battery,sunscreen}-{sandals}? Which of the
two rules is more interesting?

d. List all the candidate rules that can be formed
from the statistics. Which rules are considered
interesting at the minimum confidence 0.257 Out
of these interesting rules, which rule is

considered the most useful (that is, least
coincidental)?
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