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Preface

The discipline of optical fiber communications has undergone a fascinating journey
in the past several decades and is still growing rapidly worldwide. Especially exciting
during this time was the 2009 Nobel Prize in Physics received by Sir Charles Kuen
Kao for his pioneering insight, in the 1960s, into using glass fibers as a data transmis-
sion medium and for his enthusiastic international promotions in the further devel-
opment of low-loss fibers. As a result of the promotions by Kao, the first ultrapure
fiber was fabricated in 1970, only four years after his prediction. Modern sophis-
ticated telecom networks based on optical fiber technology now have become an
integral and indispensable part of society. Applications include services such as
database queries, home shopping, interactive video, remote education, telemedicine
and e-health, high-resolution editing of home videos, blogging, and large-scale high-
capacity e-science and grid computing. Due to the importance of these networks to
modern life, the communication services are expected to always be available and to
function properly. Such stringent demands require careful engineering in all tech-
nological aspects ranging from component development through system design and
installation to network operation and maintenance.

To master the skills needed to work in the optical fiber communications disci-
pline, this book presents the fundamental principles for understanding and applying
a wide range of optical fiber technologies to modern communication networks. The
sequence of topics takes the reader systematically from the underlying principles of
photonic components and optical fibers through descriptions of the architectures and
performance characteristics of complex optical networks to essential measurement
and test procedures required during network installation, operation, and mainte-
nance. By mastering these fundamental topics, the reader will be prepared not only
to contribute to disciplines such as current device, communication link, or equip-
ment designs, but also to understand quickly any further technology developments
for future enhanced networks.

To accomplish these objectives, the sequence of chapters addresses the following
topics:
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• Chapter 1 gives themotivations and advantages for usingoptical fibers, the spectral
bands of interest, methods used to boost the transmission capacity of an optical
fiber, and what standards are being applied.

• Despite its apparent simplicity, an optical fiber is one of the most important
elements in a fiber link. Chapter 2 gives details on the physical structures,
constituent materials, and lightwave propagation mechanisms of optical fibers.

• Chapter 3 gives details on the attenuation behavior and signal dispersion char-
acteristics of the wide variety of common optical fibers. In addition, the chapter
discusses international standards for manufacturing optical fibers.

• Chapter 4 addresses the structures, light-emitting principles, operating character-
istics of light sources, and optical signal modulation techniques.

• How to couple the light source to a fiber is described in Chap. 5, as well as how
to join two fibers in order to ensure a low optical power loss at the joints.

• Chapter 6 covers the structures and performances of photodetectors. Because an
optical signal generally is weakened and distorted at the end of link, the photode-
tector must possess a high sensitivity, have a fast response time, and addminimum
noise effects to the system. In addition, its size must be compatible with that of
the fiber output.

• The lightwave receiver detects an arriving optical signal and converts it into an
electrical signal for information processing. Chapter 7 describes receiver princi-
ples and functions, which include signal detection statistics and eye diagram error
measurements schemes.

• Chapter 8 discusses digital link design methods including power budgets and
bandwidth limitations. In addition, the topics include power penalties, basic
coherent detection schemes, and details of error control methods for digital
signals.

• Chapter 9 examines the concepts of analog links for sending radio frequency (RF)
signals at microwave frequencies over optical fibers. An expanding application
of these techniques is for broadband radio-over-fiber networks.

• Chapter 10 addresses wavelength division multiplexing (WDM), examines the
functions of a generic WDM link, and discusses international standards for
different WDM schemes. It also includes descriptions of passive WDM devices,
such as fiber Bragg gratings, thin-film filters, and various types of gratings.

• Chapter 11 describes the concepts for creating optical amplification and the appli-
cations of these devices. Among the topics are semiconductor optical amplifiers,
doped fiber amplifiers, and Raman amplification schemes.

• Chapter 12 is devoted to the origins and effects of nonlinear processes in optical
fibers. Some of these nonlinear effects degrade system performance and need to
be controlled, whereas others can have beneficial uses.

• Chapter 13 is devoted to optical networking concepts for long distance,metro, data
center, and access networks. Among the topics are optical add/drop multiplexing
and optical cross-connects, wavelength routing, optical packet switching, optical
burst switching, and passive optical networks.
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• Chapter 14 discusses performance measurement and monitoring. The topics
include measurement standards, test instruments for fiber link characteriza-
tion, evaluation of link performance through eye pattern measurements, error
monitoring, network maintenance, and fault management.

Use of This Book

This book provides the basic material for a senior-level or postgraduate course in the
theory and application of optical fiber communication technology. It also will serve
well as a working reference for practicing engineers dealing with the design and
development of components, transmission equipment, test instruments, and cable
plants for optical fiber communication systems. The background required to study
the book is that of typical senior-level engineering students. This includes intro-
ductory electromagnetic theory, calculus and elementary differential equations, and
basic concepts of optics as presented in a basic physics course. Concise reviews of
several background topics, such as optics concepts, electromagnetic theory, and basic
semiconductor physics, are included in the main body of the text.

To assist readers in learning the material and applying it to practical designs,
147 examples and 75 drill problems are given throughout the book. A collection of
187 homework problems is included to help test the reader’s comprehension of the
material covered and to extend and elucidate the text.

Numerous references are provided at the end of each chapter as a start for delving
deeper into any given topic. Because optical fiber communications bring together
research and development efforts from many different scientific and engineering
disciplines, there are hundreds of articles in the literature relating to the material
covered in each chapter. Even though not all these articles can be cited in the refer-
ences, the selections represent some of the major contributions to the fiber optics
field and can be considered as a good introduction to the literature. Supplementary
material and references for up-to-date developments can be found in specialized
textbooks and various conference proceedings.

To help the reader understand and use the material in the book, Appendix A
gives an overview of the international system of units and a list of various standard
physical constants. Appendix B presents a brief review of the concept of decibels.
Appendices C through E provide listings of acronyms, Roman symbols, and Greek
symbols, respectively, that are used in the book.

Newton Center, USA Gerd Keiser
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Chapter 1
Perspectives on Lightwave
Communications

Abstract The concept of using optical fibers for communications proposed by Kao
andHockman in 1966 spawned an entire new industry based onphotonics technology.
This chapter describes the motivations and the progressive successes behind optical
fiber communications. The discussion notes that many innovative optical fiber and
photonic component developments were created to achieve high-speed links. In addi-
tion, a great deal of effort was expended in devising installation procedures, creating
network test and monitoring equipment, and formulating a variety of international
standards.

People have considered using opticalmethods for communicating over long distances
ever since ancient times. In the era around 1000 BC the Greeks and Romans used
optical transmission links employing methods such as smoke signals and beacon
fires for sending alarms, calls for help, or announcements of certain events. Improve-
ments of these optical transmission systems were not pursued very actively due to
technological limitations at the time. For example, the speed of sending information
over the communication link was limited because the transmission rate depended
on how fast the senders could move their hands, the optical signal receiver was the
error-prone human eye, line-of-sight transmission paths were required, and atmo-
spheric effects such as fog and rain made the transmission path unreliable. Thus it
turned out to be faster, more efficient, and more dependable to send messages by a
courier over the road network [1].

Subsequently, no significant advances for optical communications appeared until
the invention of the laser in the early 1960s. With the potential of high-speed laser-
based transmission capacities in mind, experiments using atmospheric optical chan-
nels then were carried out. However, the high cost of developing and implementing
such systems, together with the limitations imposed on the atmospheric optical chan-
nels by rain, fog, snow, and dust, make such extremely high-speed links economically
unattractive.

At the same time it was recognized that an optical fiber could provide a more
reliable transmission channel because it is not subject to adverse environmental
conditions [2, 3]. Initially, the extremely large losses of more than 1000 dB/kmmade
optical fibers appear impractical. This changed in 1966 when Kao and Hockman [4]
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speculated that the high losses were a result of impurities in the fiber material, and
that the losses potentially could be reduced significantly in order to make optical
fibers a viable transmission medium. In 2009 Charles K. C. Kao was awarded the
Nobel Prize in Physics for his pioneering insight and his enthusiastic international
follow-ups in promoting the further development of low-loss optical fibers. These
efforts led to the first ultrapure fiber being fabricated in 1970, only four years after
Kao and Hockman’s prediction [5]. This breakthrough led to a series of technology
developments related to optical fibers. These events finally allowed practical optical
fiber based lightwave communication systems to start being fielded worldwide in
1978.

The goal of this book is to describe the various technologies, implementation
methodologies, and performance measurement techniques that make fiber optic
telecom systems possible. The reader can find additional information on the theory
of light propagation in fibers, the design of links and networks, and the evolution of
optical fibers, photonic devices, and optical fiber communication systems in a variety
of reference books [6], tutorial papers [7-12], textbooks [13-20], and conference
proceedings [21-23].

This chapter is organized as follows:

• Section 1.1 gives the motivations behind the development of optical fiber
transmission systems.

• Section 1.2 defines the different spectral bands that describe various operational
wavelength regions used in optical communications.

• Section 1.3 reviews decibel notation for expressing optical power levels.
• Section 1.4 illustrates the basic hierarchy for electrically multiplexing digitized

information streams used on optical links.
• Section 1.5 describes basic optical multiplexing methods for greatly increasing

the information-handling capacity of optical links.
• Section 1.6 introduces the functions and implementation considerations of the

key elements used in optical fiber links.
• Section 1.7 describes the evolution and advances in fiber optic telecom networks

that have resulted from the progressive introduction of emerging technologies.
• Section 1.8 lists the main classes of standards related to optical communication

components, system operations, and installation procedures.

Next, Chaps. 2–12 describe the purpose and performance characteristics of the
major elements in an optical link. These elements include optical fibers, light sources,
photodetectors, passive optical devices, optical amplifiers, and active optoelectronic
devices used in multiple-wavelength networks. Chapters 13 and 14 show how the
elements are put together to form links and networks and explain measurement
methodologies used to evaluate the performance of lightwave components and links.
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1.1 Reasons for Fiber Optic Communications

1.1.1 The Road to Optical Networks

Figure 1.1 shows the schematic of a generic optical fiber structure. Most other fiber
constructions are based on material, size, and layering variations of this fundamental
configuration. A standard fiber consists of a solid glass cylinder called a core. The
core is the region in which light propagates along the fiber. This is surrounded by a
dielectric cladding, which has a different material property from that of the core in
order to achieve light guiding in the fiber. A standard cladding diameter is 125 μm
for most types of fibers. A polymer buffer coating with a nominal 250 μm diameter
surrounds these two layers to protect the fiber frommechanical stresses and environ-
mental effects. Finally an outer protective polymer jacket with a nominal 900 μm
diameter encapsulates the fiber. Chaps. 2 and 3 give details on the structural and
performance characteristics of common optical fibers.

The first generation optical fiber had a 50μmcore diameter and a 125μmcladding
diameter. Six such buffered fibers were enclosed in a single optical cable, which was
used in the first installed optical fiber links in the late 1970s. These commercial links
were used for transmitting telephony signals at about 6Mb/s over distances of around
10 km. As research and development progressed, the sophistication and capabilities
of these systems increased rapidly during the 1980s to create links carrying aggre-
gate data rates beyond terabits per second over distances of hundreds of kilometers.
These achievements were based on new technology developments using single-mode
optical fiber with nominally 9 μm core diameters.

Starting in the 1990s there was a burgeoning demand on communication network
assets for bandwidth-hungry services such as database queries, home shopping,
high-definition interactive video, remote education, telemedicine and e-health, high-
resolution editing of home videos, blogging, and large-scale high-capacity e-science
and Grid computing. This demand was fueled by the rapid proliferation of personal
computers (PCs) and sophisticated smart phones coupledwith a phenomenal increase
in their storage capacity and processing capabilities. Furthermore, the widespread

Core Cladding Buffer coating

n1 n2< n 1

2a

Outer jacket

125 μm

250 μm 900 μm

Fig. 1.1 Schematic of a generic optical fiber structure; nominal core diameters are 2a = 9 μm for
single-mode and 50 μm for multimode fibers
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availability and continuous expansion of the Internet, and an extensive choice of
remotely accessible application programs and information databases, resulted in a
dramatic rise in PC and mobile device usage. To handle the ever-increasing demand
for high-bandwidth services in locations ranging from homes and mobile devices to
large businesses and research organizations, telecom companies worldwide greatly
enhanced the capacity of fiber lines. This was accomplished by adding more inde-
pendent signal-carryingwavelengths on individual fibers, increasing the transmission
speed of information being carried by each wavelength, and utilizing more advanced
signal modulation techniques with improved spectral efficiency.

1.1.2 Benefits of Using Optical Fibers

The advantages of optical fibers compared to copper wires include the following:

LongDistanceTransmissionOptical fibers have lower transmission losses compared
to copper wires. Consequently data can be sent over longer distances, thereby
reducing the number of intermediate repeaters needed to boost and restore signals
in long transmission spans. This reduction in equipment and components decreases
system cost and complexity.

Large Information Capacity Optical fibers have wider bandwidths than copper
wires, so that more information can be sent over a single physical line. This prop-
erty decreases the number of physical lines needed for sending a given amount of
information.

Small Size and Low Weight The low weight and the small dimensions of fibers
offer a distinct advantage over heavy, bulky wire cables in crowded underground city
ducts or in ceiling-mounted cable trays. This feature also is of importance in aircraft,
satellites, and ships where small, low-weight cables are advantageous.

Immunity to Electrical Interference An especially important feature of an optical
fiber relates to the fact that it is a dielectric material, which means it does not conduct
electricity. This makes optical fibers immune to the electromagnetic interference
effects seen in copper wires, such as inductive pickup from other adjacent signal-
carrying wires or coupling of electrical noise into the line from any type of nearby
electronic equipment.

Enhanced Safety Optical fibers offer a high degree of operational safety because
they do not have the problems of ground loops, sparks, and potentially high voltages
inherent in copper lines. However, precautions with respect to possible high-intensity
laser light emissions need to be observed to prevent eye damage.

Increased Signal Security An optical fiber offers a high degree of data security
because the optical signal is well confined within the fiber and an opaque coating
around the fiber absorbs any light signal emissions. This feature is in contrast to
copper wires where electrical signals potentially could be tapped off easily. Thus
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optical fibers are attractive in applications where information security is important,
such as financial, legal, government, and military systems.

1.2 Optical Wavelength Bands

1.2.1 Electromagnetic Energy Spectrum

All communication systems use some form of electromagnetic energy to transmit
signals. The spectrum of electromagnetic (EM) radiation is shown in Fig. 1.2. Elec-
tromagnetic energy is a combination of electrical and magnetic fields and includes
power, radio waves, microwaves, infrared light, visible light, ultraviolet light, X rays,
and gamma rays. Each discipline takes up a portion (or band) of the electromagnetic
spectrum. The fundamental nature of all radiation within this spectrum is that it can
be viewed as electromagnetic waves that travel at the speed of light, which is about c
= 3 × 108 m/s in a vacuum. Note that the speed of light s in a material is smaller by
the refractive-index factor n than the speed c in a vacuum, as described in Chap. 2.
For example, n ≈ 1.45 for silica glass, so that the speed of light in this material is
about s = c/n = 2 × 108 m/s.

The physical properties of the waves in different parts of the spectrum can be
measured in several interrelated ways. These are the length of one period of the
wave, the energy contained in the wave, or the oscillating frequency of the wave.
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Fig. 1.2 The spectrum of electromagnetic radiation
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Whereas electrical signal transmission tends to use frequency to designate the signal
operating bands, optical communication generally uses wavelength to designate the
spectral operating region and photon energy or optical power when discussing topics
such as signal strength or electro-optical component performance. However, note that
in some cases the units of optical frequency are used, for example, when dealing with
nonlinear effects in fibers.

As can be seen fromFig. 1.2, there are three different ways tomeasure the physical
properties of a wave in various regions in the EM spectrum. Thesemeasurement units
are related by some simple equations. First of all, in a vacuum the speed of light c is
equal to the wavelength λ (Greek letter lambda) times the frequency ν (Greek letter
nu), so that

c = λv (1.1)

where the frequency ν is measured in cycles per second or hertz (Hz).

Example 1.1 Two commonly used wavelength regions in optical communications
fall in spectral bands centered around 1310 and 1550 nm. What are the frequencies
of these two wavelengths?

Solution Using c = 2.99793 × 108 m/s, then from Eq. (1.1) the corresponding
frequencies are ν(1310 nm) = 228.85 THz and ν(1550 nm) = 193.41 THz.

An important concept in optical communications is the relationship between the
width of a narrow wavelength band �λ centered around λ and its corresponding
frequency band �ν. This can be found by differentiating the rearranged Eq. (1.1)
given by ν = c/λ, which yields �ν = c �λ/λ2. More details on this relationship and
its applications are given in Chap. 10.

The relationship between the energy E of a photon and its frequency (or
wavelength) is determined by the equation known as Planck’s Law

E = hv = hc/λ (1.2)

where the parameter

h = 6.63 × 10−34J-S = 4.14 × 10−15eV-s

isPlanck’s constant. The unit J means joules and the unit eV stands for electron volts,
which is equal to 1.60218 × 10−19 J. In terms of wavelength (measured in units of
μm), the energy in electron volts is given by

E(eV ) = 1.2406

λ(μm)
(1.3)

Example 1.2 Show that photon energies decrease with increasing wavelength. Use
wavelengths at 850, 1310, and 1550 nm.
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Solution Using Eq. (1.3) yields E(850 nm) = 1.46 eV, E(1310 nm) = 0.95 eV, and
E(1550 nm) = 0.80 eV.

Figure 1.2 shows the optical spectrum ranges from about 5 nm in the ultraviolet
region to 1 mm for far-infrared radiation. In between these limits is the 400-to-
700 nm visible band. Optical fiber communication uses the near-infrared spectral
band ranging from nominally 770–1675 nm.

The Telecomunications Sector of The International Telecommunications Union
(ITU-T) has designated six spectral bands for use in optical fiber communications
within the 1260-to-1675 nm region [24]. These long-wavelength band designa-
tions arose from the attenuation characteristics of optical fibers and the performance
behavior of an erbium-doped fiber amplifier (EDFA), as described in Chaps. 3 and
10, respectively. Figure 1.3 shows and Table 1.1 defines the regions and the origins
of their designations, which are known by the letters O, E, S, C, L, and U.

Traditionally fiber optic telecommunications organizations expressed interest in
transmitting high-capacity information over long distances. Thus the emphasis was

O-Band E-Band S-Band C-Band L-Band U-Band

1260 1360 1460 1530 1565 1625 1675
Wavelength (nm)

238 220 238 193 179

T-Band

1000

300

Optical frequency (THz)

Defined by ITU-TProposed by NICT Japan 1550 nm/193 THz: widely used

Fig. 1.3 Designations of spectral bands used for optical fiber communications

Table 1.1 Spectral band designations used in optical fiber communications

Name Designation Spectrum (nm) Origin of name

Thousand band T-band 1000–1260 Thousands of potential additional
transmission channels

Original band O-band 1260–1360 Original region used for single-mode fiber
links

Extended band E-band 1360–1460 Link use can extend into the region for fibers
with low water content

Short band S-band 1460–1530 Wavelengths are shorter than the C-band but
higher than the E-band

Conventional band C-band 1530–1565 Wavelength region used by EDFAs

Long band L-band 1565–1625 Gain of an EDFA decreases steadily to 1 at
1625 nm in this band

Ultra-long band U-band 1625–1675 Region beyond the response capability of an
EDFA
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on using the 1260–1675 nm spectral region, because optical fibers exhibit low optical
power losses in this range. Then in 2012 the National Institute of Information and
Communications Technology (NICT) of Japan proposed using the 1000–1260 nm
spectral band, which is designated as the T-band. Here the symbol “T” stands for
“thousand.” The motivation for examining this spectral band was for addressing the
rapidly increasing need for moderate distance links within data centers, the develop-
ments of Internet of Things (IoT), and the support of fifth-generation (5G) wireless
systems [25]. Although the optical signal attenuation in standard telecom fibers is
higher in the T-band compared to the ITU-T bands, the losses are tolerable for the
relatively short transmission distances of up to several kilometers used for applica-
tions in the T-band. However, other fiber types with potentially lower losses in the
T-band are being considered.

The 770-to-910 nm band is used for shorter-wavelength multimode fiber systems.
Thus this region is designated as the short-wavelength or multimode fiber band.
Later chapters describe the operational performance characteristics and applications
of optical fibers, electro-optic components, and other passive optical devices for use
in the short- and long-wavelength bands.

1.2.2 Optical Windows and Spectral Bands

Figure 1.4 shows the operating range of optical fiber systems and the characteristics
of the four key components of a link: the optical fiber, light sources, photodetectors,
and optical amplifiers. Here the dashed vertical lines indicate the centers of the three
main legacy operatingwavelength bands of optical fiber systems, which are the short-
wavelength region, the O-band, and the C-band. One of the principal characteristics
of an optical fiber is its attenuation as a function of wavelength, as shown at the top
in Fig. 1.4. Early applications in the late 1970s made exclusive use of the 770-to-
910 nm wavelength band where there was a low-loss window and GaAlAs optical
sources and silicon photodetectors operating at these wavelengths were available.
Originally this region was referred to as the first window because around 1000 nm
there was a large attenuation spike due to absorption by water molecules. As a result
of this spike, early fibers exhibited a local minimum in the attenuation curve around
850 nm.

By reducing the concentration of hydroxyl ions (OH–) and metallic impurities
in the fiber material, in the 1980s manufacturers could fabricate optical fibers with
very low losses in the 1260-to-1675 nm region. This spectral band is called the long-
wavelength region. Because the glass still contained some water molecules, initially
a third-order absorption spike remained around 1400 nm. This spike defined two
low-loss windows, these being the second window centered at 1310 nm and the third
window centered at 1550 nm. These two windows now are called the O-band and
C-band, respectively.

The desire to use the low-loss long-wavelength regions prompted the develop-
ment of InGaAsP-based light sources, InGaAs photodetectors, and InGaAsP optical
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Fig. 1.4 Characteristics and operating ranges of the four key optical fiber link components

amplifiers that can operate in the 1310 and 1550 nm regions. In addition, doping
optical fibers with rare-earth elements such as Pr, Th, and Er creates optical fiber
amplifiers (called PDFA, TDFA, and EDFA devices, respectively). These devices
and the use of Raman amplification gave a further capacity boost to high-capacity
long-wavelength systems.

Special material-purification processes can eliminate almost all water molecules
from the glass fiber material, thereby dramatically reducing the water-attenuation
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peak around 1400 nm. This process opens the E-band (1360-to-1460 nm) transmis-
sion region to provide around 100 nm more spectral bandwidth in these specially
fabricated fibers than in conventional single-mode fibers.

Systems operating at 1550 nmprovide the lowest attenuation, but the signal disper-
sion as a function of distance in a standard silica fiber is larger at 1550 nm than at
1310 nm. Manufacturers overcame this limitation first by creating dispersion-shifted
fibers for single-wavelength operation and then by devising non-zero dispersion-
shifted fiber (NZDSF) for use with multiple-wavelength implementations. The latter
fiber type has led to the widespread use of multiple-wavelength S-band and C-band
systems for high-capacity, long-span terrestrial and undersea transmission links.
These links routinely carry traffic at 10Gb/s over nominally 90 km distances between
amplifiers or repeaters. By 2010 links operating at 100 Gb/s were being installed and
in 2017 the IEEE P802.3bs Task Force ratified the 400GbE (Gigabit Ethernet) stan-
dard. This standard established the foundation for industrial deployment of 400GbE
in the global network [26–28].

1.3 Decibel Notation

As the following chapters of this book describe, a critical consideration when
designing and implementing an optical fiber link is to establish, measure, and/or
interrelate the optical signal levels at each of the elements of a transmission link.
Thus it is necessary to know parameter values such as the optical output power from
a light source, the power level needed at the receiver to properly detect a signal,
and the amount of optical power lost at each of the constituent elements of the
transmission link.

Reduction or attenuation of signal strength arises from various lossmechanisms in
a transmission medium. For example, electric power is lost through heat generation
as an electric signal flows along a wire, and optical power is attenuated through
scattering and absorption processes in a glass or plastic fiber or in an atmospheric
channel. To compensate for these energy losses, amplifiers are used periodically
along a channel path to boost the signal level, as shown in Fig. 1.5.

A standard and convenient method for measuring attenuation through a link or
a device is to reference the output signal level to the input level. For guided media
such as an optical fiber, the signal strength normally decays exponentially. Thus
for convenience one can designate signal attenuation or amplification in terms of a
logarithmic power ratio measured in decibels (dB). The dB unit is defined by

Power ratio in dB = 10 log
P2

P1
(1.4)

where P1 and P2 are the electrical or optical power levels of a signal at points 1 and
2 in Fig. 1.6, and log is the base-10 logarithm. The logarithmic nature of the decibel
allows a large ratio to be expressed in a fairly simple manner. Power levels differing
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Transmission line

Point 1 Point 2

Signal amplitude

Point 3

Original
signal

Attenuated
signal

Amplified
signal

Amplifier

Fig. 1.5 Periodically placed amplifiers compensate for energy losses along a link

P1

P2

Transmission linePoint 1 Point 2

Signal amplitude

Fig. 1.6 Example of pulse attenuation in a link. P1 and P2 are the power levels of a signal at points
1 and 2

by many orders of magnitude can be compared easily when they are in decibel form.
For example, a power reduction by a factor of 1000 is a −30 dB loss, an attenuation
of 50% is a −3 dB loss, and a 10-fold amplification of the power is a +10 dB gain.
Another attractive feature of the decibel is that to measure the changes in the strength
of a signal, one merely adds or subtracts the decibel loss or gain numbers in a series
of connected optical link elements (e.g., optical fibers, couplers, power splitters, or
amplifiers) between two different points.

Example 1.3 Assume that after traveling a certain distance in some transmission
medium, the power of a signal is reduced to half, that is, P2 = 0.5 P1 in Fig. 1.6. At
this point, using Eq. (1.4) the attenuation or loss of power is

10 log
P2

P1
= 10 log

0.5P1

P1
= 10 log 0.5 = 10(−0.3) = −3 dB
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Thus, −3 dB (or a 3 dB attenuation or loss) means that the signal has lost half its
power. If an amplifier is inserted into the link at this point to boost the signal back
to its original level, then that amplifier has a 3 dB gain. If the amplifier has a 6 dB
gain, then it boosts the signal power level to twice the original value.

Example 1.4 Consider the transmission path from point 1 to point 4 shown in
Fig. 1.7. Here the signal is attenuated by 9 dB between points 1 and 2. After getting
a 14 dB boost from an amplifier at point 3, it is again attenuated by 3 dB between
points 3 and 4. Relative to point 1, the signal level in dB at point 4 is

dB level at point 4 = (loss in line 1) + (amplifier gain) + (loss in line 2)

= (−9dB) + (14dB) + (−3dB) = +2dB

Thus the signal has a 2 dB (a factor of 100.2 = 1.58) gain in power in going from
point 1 to point 4.

Table 1.2 shows some sample values of power loss given in decibels and the
percent of power remaining after this loss. These types of numbers are important
when considering factors such as the effects of tapping off a small part of an optical
signal for monitoring purposes, for examining the power loss through some optical
element, or when calculating the signal attenuation in a specific length of optical
fiber.

Transmission line 1

Point 1 Point 2 Point 3

Amplifier
Transmission line 2

Point 4

-9 dB +14 dB -3 dB

+2 dB

Fig. 1.7 Example of signal attenuation and amplification in a transmission path

Table 1.2 Representative
values of decibel power loss
and the remaining
percentages

Power loss (in dB) Percent of power left

0.1 98

0.5 89

1 79

2 63

3 50

6 25

10 10

20 1
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Table 1.3 Examples of
optical power levels and their
dBm equivalents

Power dBm equivalent

200 mW 23

100 mW 20

10 mW 10

1 mW 0

100 μW −10

10 μW −20

1 μW −30

100 nW −40

10 nW −50

1 nW −60

100 pW −70

10 pW −80

1 pW −90

Because the decibel is used to refer to ratios or relative units, it gives no indication
of the absolute power level. However, a derived unit can be used for this purpose. Such
a unit that is particularly common in optical fiber communications is the dBm (simply
pronounced dee bee em). This unit expresses the power level P as a logarithmic ratio
of P referred to 1 mW. In this case, the power in dBm is an absolute value defined by

Power level (in dBm) = 10 log
P(in mW)

1 mW
(1.5)

An important rule-of-thumb relationship to remember for optical fiber communi-
cations is 0 dBm = 1 mW. Therefore, positive values of dBm are greater than 1 mW
and negative values are less than 1 mW.

Example 1.5 Consider three different light sources having the following optical
output powers: 50, 1, and 50 mW. What are the power levels in dBm units?

Solution Using Eq. (1.5) to express the light levels in dBm units shows that the
output powers of these sources are −13 dBm, 0 dBm, and +17 dBm, respectively.

Example 1.6 Consider a product data sheet for a photodetector that states that an
optical power level of −32 dBm is needed at the photodetector to satisfy a specific
performance requirement. What is the power level in nW (nanowatt) units?

Solution Equation (1.5) shows that −32 dBm corresponds to a power in nW of

P = 10−32/10 mW = 0.631 μW = 631 nW

Table 1.3 lists some examples of optical power levels and their dBm equivalents.
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1.4 Digital Multiplexing Techniques

To handle the continuously rising demand for high-bandwidth services from users
ranging from individuals to large businesses and research organizations, telecom
companies worldwide are implementing increasingly sophisticated digital multi-
plexing techniques that allow a larger number of independent information streams to
share the same physical transmission channel simultaneously. This section describes
some common electrical digital signal multiplexing techniques [29–32].

1.4.1 Basic Telecom Signal Multiplexing

Table 1.4 gives examples of information rates for some typical telecom services.
To send these services from one user to another, network providers combine the
signals from many different users and send the aggregate signal over a single trans-
mission line. This scheme is known as time-division-multiplexing (TDM) wherein
N independent information streams, each running at a data rate of R b/s, are inter-
leaved electrically into a single information stream operating at a higher rate of N
× R b/s. To get a detailed perspective of this methodology, this section looks at the
multiplexing schemes used in telecommunications.

Early applications of fiber optic transmission links were mainly for large capacity
telephone lines. These digital links consisted of time-division-multiplexed 64-kb/s
voice channels. The multiplexing was developed in the 1960s and is based on what
is known as the plesiochronous digital hierarchy (PDH). Figure 1.8 shows the
digital transmission hierarchies used in the North American and the European-based
telephone networks.

The fundamental building block in the North American network is a 1.544 Mb/s
transmission rate known as a DS1 rate, where DS stands for digital system. It is
formed by time-division-multiplexing twenty-four voice channels, each digitized at
a 64 kb/s rate (which is referred to as DS0). Framing bits, which indicate where an
information unit starts and ends, are added along with these voice channels to yield
the 1.544 Mb/s bit stream. Framing and other control bits that may get added to an

Table 1.4 Examples of
information rates for some
typical services

Type of service Data rate

Video on demand/interactive video 1.5–6 Mb/s

Video games 1–2 Mb/s

Remote education 1.5–3 Mb/s

Electronic shopping 1.5–6 Mb/s

Data transfer or telecommuting 1–3 Mb/s

Video conferencing 0.384–2 Mb/s

Voice (single phone channel) 33.6–56 kb/s
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Fig. 1.8 Digital transmission hierarchies used in the a North American and b European-based
telephone networks

information unit in a digital stream are called overhead bits. At any multiplexing
level a signal at the designated input rate is combined with other input signals at the
same rate.

In describing North American telephone network data rates, one sees terms such
as T1, T3, and so on. Often the terms Tx and DSx (e.g., T1 and DS1 or T3 and DS3)
are used interchangeably. However, there is a subtle difference in their meaning.
Designations such as DS1, DS2, and DS3 refer to a service type; for example, a
user who wants to send information at a 1.544 Mb/s rate would subscribe to a DS1
service. Abbreviations such as T1, T2, and T3 refer to the data rate the transmission
line technology uses to deliver that service over a physical link. For example, the
DS1 service is transported over a physical wire or optical fiber using electrical or
optical pulses sent at a T1 = 1.544 Mb/s rate.

Telephone networks in other countries use either European- or Japanese-based
multiplexing hierarchies. Similar to the North American hierarchies, basic 64 kb/s
channels are combined but at different multiplexed bit-rate levels as shown in
Table 1.5. Most countries outside of North America and Japan (such as in Europe,
South and Central America, Africa, Australia, and most of Asia) use the European-
based multiplexing hierarchy labeled by E1, E2, E3, and so on. Figure 1.8b shows
the number of channels multiplexed at each bit-rate level up to E4. For example,
multiplexing thirty 64 kb/s channels and adding required overhead bits results in a
2.048 Mb/s E1 rate.
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Table 1.5 Digital multiplexing levels used in North America, Europe, and Japan

Multiplexing level Number of 64 kb/s channels Bit rate (Mb/s)

North America Europe Japan

DS0 1 0.064 0.064 0.064

DS1 24 1.544 1.544

E1 30 2.048

48 3.152 3.152

DS2 96 6.312 6.312

E2 120 8.448

E3 480 34.368 32.064

DS3 672 44.736

1344 91.053

1440 97.728

E4 1920 139.264

DS4 4032 274.176

5760 397.200

The TDM scheme is not restricted to multiplexing voice signals. For example, at
the DS1 or E1 level, any 64 kb/s digital signal of the appropriate format could be
transmitted as one of the 24 or 30 input channels shown in Fig. 1.8. As noted there
and in Table 1.5, the main multiplexed rates for North American applications are
designated as DS1 (1.544 Mb/s), DS2 (6.312 Mb/s), and DS3 (44.736 Mb/s).

Example 1.7 As can be seen fromFig. 1.8, at eachmultiplexing level some overhead
bits are added for synchronization purposes. What is the overhead for T1?

Solution At T1 the overhead is 1544 kb/s − 24 × 64 kb/s = 8 kb/s.

1.4.2 Multiplexing Hierarchy in SONET/SDH

With the advent of high-capacity fiber optic transmission lines in the 1980s, service
providers established a standard signal format called synchronous optical network
(SONET) inNorthAmerica and synchronous digital hierarchy (SDH) inother parts of
the world [33–35]. These standards define a synchronous frame structure for sending
multiplexed digital traffic over optical fiber trunk lines. The basic building block
and first level of the SONET signal hierarchy is called the Synchronous Transport
Signal—Level 1 (STS-1), which has a bit rate of 51.84 Mb/s. Higher-rate SONET
signals are obtained by byte-interleaving N of these STS-1 frames (where one byte
is a group of 8 bits), which then are scrambled and converted to an Optical Carrier—
Level N (OC-N) signal. Thus the OC-N signal will have a line rate exactly N times
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Table 1.6 Common SDH and SONET line rates and their popular numerical name

SONET level Electrical level SDH level Line rate (Mb/s) Popular rate name

OC-1 STS-1 – 51.84 –

OC-3 STS-3 STM-1 155.52 155 Mb/s

OC-12 STS-12 STM-4 622.08 622 Mb/s

OC-48 STS-48 STM-16 2488.32 2.5 Gb/s

OC-192 STS-192 STM-64 9953.28 10 Gb/s

OC-768 STS-768 STM-256 39,813.12 40 Gb/s

that of an OC-1 signal. For SDH systems the fundamental building block is the
155.52 Mb/s Synchronous Transport Module—Level 1 (STM-1). Again, higher-
rate information streams are generated by synchronously multiplexing N different
STM-1 signals to form the STM-N signal. Table 1.6 shows commonly used SDH
and SONET signal levels, the line rate, and the popular numerical name for that
rate. Note that although SONET rates can be defined for data rates beyond 40 Gb/s,
emerging requirements for efficient transport of information from high bandwidth
data services requires a new technology such as Sect. 1.4.3 describes.

1.4.3 Optical Transport Network (OTN)

In the early days of telecommunications, for decades network traffic consisted prin-
cipally of voice calls that were transported over networks in which the connections
between endpoints followed a predictable connection scheme. When data services
emerged, adaptations were developed to map the data traffic onto SONET/SDH
networks to provide a single transport network. However, this scheme became
increasingly difficult to implement beyond 40 Gb/s because voice and data have
inherently different transport requirements.Whereas aggregated voice traffic follows
a predictable connection pattern, data services and applications have bursty, unpre-
dictable traffic patterns with widely varying demands on bandwidth and data trans-
mission performance. Consequently, the telecom industry developed a new tech-
nology known as the Optical Transport Network for transmission rates of 40 Gb/s
and above. The ITU has standardized OTN as G.709. Chapter 13 gives more details
on OTN and its applications.

1.5 Multiplexing of Wavelength Channels

The burgeoning development of consumer equipment such as powerful laptop PCs,
tablet computers, 4G and 5G smart phones, high-definition TV sets, and control
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consoles for 3D online games has created a growing demand for more band-
width from applications such as video-on-demand, cloud computing, online gaming,
music streaming, and social networking. To accommodate this growing bandwidth
demand, network providers are continuously seeking new methods for increasing
the information-handling capacity of optical links. This is especially important in
the links running between a customer and a nearby traffic switching facility (known
as the central office). These methods include wavelength division, polarization divi-
sion, mode division, and space division multiplexing techniques that combine many
individual information channels onto a single fiber.

1.5.1 Basis of WDM

The basis of wavelength division multiplexing (WDM) is to use multiple sources
operating at slightly different wavelengths to transmit several independent informa-
tion streams simultaneously over the same fiber. Figure 1.9 shows the basic WDM
concept. Here N independent optically formatted information streams, each trans-
mitted at a different wavelength, are combined by means of an optical multiplexer
and sent over the same fiber. Note that each of these streams could be at a different
data rate. Each information stream maintains its individual data rate after being
multiplexed with the other traffic streams, and still operates at its unique wavelength.

Although researchers started looking atWDM techniques in the 1970s, during the
ensuing years it generally turned out to be easier to transmit only a single wavelength
on a fiber using high-speed electronic and optical devices, than to invoke the greater
system complexity called for in WDM. However, a dramatic surge in WDM popu-
larity started in the early 1990s owing to several factors. These include new fiber
types that provide better performance of multiple-wavelength operation at 1550 nm,
advances in producing WDM devices that can combine and separate closely spaced
wavelengths, and the development of optical amplifiers that can boost optical signal

Optical
multiplexer

Individual fiber 
input lines

Single fiber
output line

λ1, λ2, …, λN

λ1

λ2

λN

Fig. 1.9 Basic concept of wavelength division multiplexing
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levels completely in the optical domain. Chapter 10 presents further details onWDM
concepts and components

1.5.2 Polarization Division Multiplexing

AsSect. 3.2.8 describes, signal energy at a givenwavelength occupies two orthogonal
polarization modes. The basis of polarization division multiplexing (PDM) is to
impose independent optical signal streams on the two orthogonal polarization states,
thereby doubling the transmission capacity of an optical fiber. The PDM method
generally is used with phase modulation or optical quadrature amplitude modulation
(QAM) techniques thus allowingdata rates of 100Gb/s ormore to be sent over a single
optical fiber in a WDM link. A challenge with implementing PDM is to mitigate the
problems of polarization-mode dispersion (see Sect. 3.2.8), polarization-dependent
loss, and cross-polarization modulation. This challenge is addressed through the
use of advanced coding techniques, such as polarization-multiplexed differential
quadrature phase-shift keying (PM-DQPSK) modulation formats (see Sect. 13.4.2).

1.5.3 Optical Fibers with Multiple Cores

Another concept for increasingoptical fiber capacity is the techniqueof space division
multiplexing (SDM) through the use of fibers withmultiple cores. In such fibers, each
core provides a spatially isolated transmission path for independent groups of WDM
optical signals. SDM simply multiplies the transmission capacity per fiber by the
number of fiber cores. This condition holds, provided that each SDM channel (each
fiber core) acts independently and has transmission characteristics that are equivalent
to the performance of conventional single-core fibers. For example, the capacity of
a seven-core fiber would be seven times that of a single-core fiber. Section 3.6 gives
some examples of multiple-core optical fibers.

1.6 Basic Elements of Optical Fiber Systems

Similar to electrical communication systems, the basic function of an optical fiber link
is to transport a signal from communication equipment (e.g., a computer, telephone,
or video device) at one location to corresponding equipment at another location with
a high degree of reliability and accuracy. Figure 1.10 shows the main constituents of
an optical fiber communications link. The key sections are a transmitter consisting
of a light source and its associated drive circuitry, a cable offering mechanical
and environmental protection to the optical fibers contained inside, and a receiver
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Fig. 1.10 Main constituents of an optical fiber communications link

consisting of a photodetector plus amplification and signal-restoring circuitry. Addi-
tional components include optical amplifiers, connectors, splices, couplers, regener-
ators (for restoring the signal-shape characteristics), and other passive components
and active photonic devices.

The cabled fiber is one of the most important elements in an optical fiber link
as is described in Chaps. 2 and 3. In addition to protecting the glass fibers during
installation and service, the cable may contain copper wires for powering optical
amplifiers or signal regenerators, which are needed periodically in long-distance
links for amplifying and reshaping the signal. A variety of fiber types with different
performance characteristics exist for awide range of applications. To protect the glass
fibers during installation and service, there are many different cable configurations
depending on whether the cable is to be installed inside a building, underground
in ducts or through direct-burial methods, outside on poles, or under water. Very
low-loss optical connectors and splices are needed in all categories of optical fiber
networks for joining cables and for attaching one fiber to another.

Analogous to copper cables, the installation of optical fiber cables can be either
aerial, in ducts, undersea, or buried directly in the ground, as illustrated in Fig. 1.11.
As Chap. 2 describes, the cable structure will vary greatly depending on the specific
application and the environment in which it will be installed. Owing to installa-
tion and/or manufacturing limitations, individual cable lengths for in-building or
terrestrial applications will range from several hundred meters to several kilometers.
Practical considerations such as reel size and cableweight determine the actual length
of a single cable section. The shorter segments tend to be used when the cables are
pulled through ducts. Longer lengths are used in aerial, direct-burial, or underwater
applications.

Workers can install optical fiber cables by pulling or blowing them through ducts
(both indoor and outdoor), laying them in a trench outside, plowing them directly
into the ground, suspending them on poles, or laying or plowing them underwater.
Although each method has its own special handling procedures, they all need to
adhere to a common set of precautions. These include avoiding sharp bends of the
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Fig. 1.11 Optical fiber cables can be installed on poles, in ducts, and underwater, or they can be
buried directly in the ground

cable, minimizing stresses on the installed cable, periodically allowing extra cable
slack along the cable route for unexpected repairs, and avoiding excessive pulling
or hard yanks on the cable. For direct-burial installations a fiber optic cable can be
plowed directly underground or placed in a trench that is filled in later.

Transoceanic cable lengths can bemany thousands of kilometers long and include
periodically spaced (on the order of 60–100 km) optical repeaters to boost the signal
level. The cables are assembled in onshore factories and then are loaded into special
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cable-laying ships. Splicing together individual cable sections forms continuous
transmission lines for these long-distance links.

Once the cable is installed, a transmitter can be used to launch a light signal into the
fiber. Chapter 4 describes transmitter configurations and Chap. 5 discusses methods
and devices for connecting sources and other photonic devices to fibers. In general,
the transmitter consists of a light source that is dimensionally compatible with the
fiber core and it contains associated electronic control and modulation circuitry.
Semiconductor light-emitting diodes (LEDs) and laser diodes are suitable sources.
For these devices the light output amplitude can be modulated rapidly by simply
varying the input current at the desired transmission rate, thereby producing a time-
varying optical signal. The electric input signals to the transmitter circuitry for driving
the optical source can be either of an analog or digital form. The functions of the
associated transmitter electronics are to set and stabilize the source operating point
and output power level. For high-rate systems (usually greater than about 2.5 Gb/s),
direct modulation of the source can lead to unacceptable optical signal distortion. In
this case, an external modulator is used to vary the amplitude of a continuous light
output from a laser diode source. In the 770-to-910 nm region the light sources are
generally alloys of GaAlAs. At longer wavelengths (1260–1675 nm) an InGaAsP
alloy is the principal optical source material.

After an optical signal is launched into a fiber, it will become progressively atten-
uated and distorted with increasing distance because of light scattering, absorption,
and dispersion mechanisms in the glass material. As Chap. 6 discusses, at the desti-
nation of an optical fiber transmission line, there is a receiving device that interprets
the information contained in the optical signal. Inside the receiver is a photodiode
that detects the weakened and distorted optical signal emerging from the end of an
optical fiber and converts it to an electrical signal (referred to as a photocurrent).
The receiver also contains electronic amplification devices and circuitry to restore
signal fidelity. Silicon photodiodes are used in the 770-to-910 nm region. The primary
material in the 1260-to-1675 nm region is an InGaAs alloy.

The design of an optical receiver is inherently complex and can have rather sophis-
ticated functions because it has to interpret the content of the weakened and degraded
signal received by the photodetector. Chapters 6–8 discuss basic receivers for digital
and analog applications. The principal figure of merit for a receiver is the minimum
optical power necessary at the desired data rate to attain either a given error proba-
bility for digital systems or a specified signal-to-noise ratio for an analog system. The
ability of a receiver to achieve a certain performance level depends on the photode-
tector type, the effects of noise in the system, and the characteristics of the successive
amplification stages in the receiver.

Included in any optical fiber link are various passive and active optical devices that
assist in controlling and guiding the light signals. Chapter 10 describes a variety of
such components. Passive devices are optical components that require no electronic
control for their operation. Among these are optical filters that select only a narrow
spectrum of desired light, optical splitters that divide the power in an optical signal
into a number of different branches, optical multiplexers that combine signals from
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two or more distinct wavelengths onto the same fiber (or that separate the wave-
lengths into individual channels at the receiving end) in multiple-wavelength optical
fiber networks, and couplers used to tap off a certain percentage of light, usually for
performance monitoring purposes. In addition, modern sophisticated optical fiber
networks contain a wide range of active optical components, which require an elec-
tronic control for their operation. These include light signal modulators, tunable
(wavelength-selectable) optical filters, reconfigurable elements for adding and drop-
ping wavelengths at intermediate nodes, variable optical attenuators, and optical
switches.

Chapters 11 through 13 address factors associated with implementing optical
telecom networks. After an optical signal has traveled a certain distance along a
fiber, it becomes greatly weakened due to power loss along the fiber. Therefore,
when setting up an optical link, engineers formulate a power budget and add ampli-
fiers or repeaters when the path loss exceeds the available power margin. The peri-
odically placed amplifiers merely give the optical signal a power boost, whereas a
repeater also will attempt to restore the signal to its original shape. Prior to 1990, only
repeaters were available for signal amplification. For an incoming optical signal, a
repeater performs photon-to-electron conversion, electrical amplification, retiming,
pulse shaping, and then electron-to-photon conversion. This process can be fairly
complex for high-speed multiple-wavelength systems. Thus researchers expended a
great deal of effort to develop all-optical amplifiers, which boost the light power level
completely in the optical domain. Optical amplification mechanisms for WDM links
include the use of devices based on rare-earth-doped lengths of fiber and distributed
amplification by means of a stimulated Raman scattering effect.

The installation and operation of an optical fiber communication system require
measurement techniques for verifying that the specified performance characteristics
of the constituent components are satisfied. Chapter 14 addresses these techniques.
In addition to measuring optical fiber parameters, system engineers are interested
in knowing the characteristics of passive splitters, connectors, and couplers, and
electro-optic components, such as sources, photodetectors, and optical amplifiers.
Furthermore, when a link is being installed and tested, operational parameters that
should be measured include bit error rate, timing jitter, and signal-to-noise ratio as
indicated by the eye pattern. During actual operation, measurements are needed for
maintenance and monitoring functions to determine factors such as fault locations
in fibers and the status of remotely located optical amplifiers.

1.7 Evolution of Fiber Optic Networks

Optical networking technology has made tremendous advances since the first basic
links were installed to carry live traffic around 1978. The initial installations oper-
ated at 6.3 Mb/s over distances of about 10 km using simple on-off keying (OOK)
modulation in the transmitter. As shown in Fig. 1.12, there has been a steady 40–
50% growth per year in link data rates and transmission distances since then. Until



24 1 Perspectives on Lightwave Communications

1980 1985 1990 1995 2000 2005 2010 2015
Year

Bi
t r

at
e 

( b
/s

) 

10M

100M

1G

10G

1T

100G

45 Mb/s 
20 km

155 Mb/s 
20 km

622 Mb/s 
80 km

2.5 Gb/s
400 km

10 Gb/s
1000 km

40 Gb/s
1000 km

DPSK

100 Gb/s
1000 km
DP-QPSK

400 Gb/s
to 1Tb/s
MQAM

On-off keying (OOK)
modulaƟon

Single wavelength WDM 

Advanced
modulaƟon

2020

10 Tb/s
MQAM

10T

Fig. 1.12 Evolution in optical communication network capacities

about 1995, an optical fiber typically carried data on a single wavelength using OOK
modulation. Progressively higher data transmission rates were achieved mainly by
developingmore efficient data routing and switching equipment and taking advantage
of improvements in silicon device technology for laser drivers. Then in themid-1990s
the use of wavelength division multiplexing (WDM) allowed a significant increase
in link capacity by sending information on several wavelengths simultaneously over
an individual optical fiber. In addition, the development and deployment of optical
amplifiers enabled carriers to send information over longer distances without the
need for intermediate repeater stations.

Initially, to send data the telecom companies (carriers) used simple OOK modu-
lation at the transmitter and direct detection schemes at the receiver. This changed
starting in 2005 with the introduction of advanced modulation techniques to increase
spectral efficiency, coherent detection to enable multilevel demodulation, sophisti-
cated digital signal processing (DSP) to compensate for optical signal impairment,
and forward error correction (FEC) processing to reduce signal-to-noise ratio require-
ments. Differential phase-shift keying (DPSK) modulation schemes introduced in
2005 allowed transmissions at 40 Gb/s per wavelength. Dual polarization quadra-
ture phase-shift keying (DP-QPSK)modulationwith a coherent receiver started being
implemented in 2011 for 100Gb/s perwavelength transmission.Thenext step starting
in 2017was to use higher-ordermodulation techniques, such as 16QAMand 64QAM
(quadrature amplitude modulation), to achieve from 400 Gb/s to 10 Tb/s and beyond
[36–39] (see Chap. 13 for more details on these techniques).
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1.8 Standards for Fiber Optic Communications

To allow components and equipment from different vendors to interface with one
another, numerous international standards have been developed [40, 41]. The three
basic classes for fiber optics are primary standards, component testing standards, and
system standards.

Primary standards refer to measuring and characterizing fundamental physical
parameters such as attenuation, bandwidth, operational characteristics of fibers, and
optical power levels and spectralwidths. In theUSA themain organization involved in
primary standards is theNational Institute of Standards and Technology (NIST). This
organization carries out fiber optic and laser standardization work. Other national
organizations include theNational PhysicalLaboratory (NPL) in theUnitedKingdom
and the Physikalisch-Technische Bundesanstalt (PTB) in Germany.

Component testing standards define tests for fiber-optic component perfor-
mance and establish equipment-calibration procedures. Several different organiza-
tions are involved in formulating testing standards, some very active ones being the
Fiber Optic Association (thefoa.org), the Telecommunication Sector of the Inter-
national Telecommunication Union (ITU-T), and the International Electrotechnical
Commission (IEC).

System standards refer tomeasurementmethods for links and networks. Themajor
organizations are the American National Standards Institute (ANSI), the Institute for
Electrical and Electronic Engineers (IEEE), and the ITU-T. Of particular interest for
fiber optics system are test standards and recommendations from the ITU-T. Within
the G series (in the number range G.650 and higher) the recommendations relate to
fiber cables, optical amplifiers, wavelength multiplexing, optical transport networks
(OTN), system reliability and availability, and management and control for passive
optical networks (PON). The L and O series of the ITU-T address methods and
equipment for the construction, installation, maintenance support, monitoring, and
testing of cable and other elements in the optical fiber outside plant, that is, the fielded
cable system.

1.9 Summary

Following its introduction into telecom networks in the late 1970s, optical fiber
communications technology has experienced a dramatic increase in transmission
capacities. Starting with a humble 6 Mb/s transmission rate over a 10 km link, forty
years later in 2020 optical fiber transmission links carrying information at speeds
of 400 Gb/s and 1 Tb/s were being installed on links over hundreds of kilometers
long. Many new technology developments were created to achieve such high-speed
links and a great deal of effort also was expended in devising installation procedures,
network test andmonitoring equipment, and awide variety of international standards.



26 1 Perspectives on Lightwave Communications

The following chapters of this book present the fundamental principles for under-
standing and applying a wide range of optical fiber technologies to modern commu-
nication networks. The sequence of topics moves systematically from the underlying
principles of components and their interactions with other devices in an optical fiber
link, through descriptions of the architectures and performance characteristics of
complex optical links and networks, to essential measurement and test procedures
required during network installation and maintenance. By mastering these funda-
mental topics the reader will be prepared not only to contribute to disciplines such
as current device, communication link, or equipment designs, but also to understand
quickly any further technology developments for future enhanced networks.

Problems

1.1 What are the energies in electron volts (eV) of photons at wavelengths 850,
1310, 1490, and 1550 nm?

1.2 A fundamental analog signal is the sine wave shown in Fig. 1.13. Its threemain
features are its amplitude, period or frequency, and phase. The amplitude is the
waveformmagnitude, which ismeasured in volts, amperes, or watts depending
on the signal type. The frequency f is the number of cycles or oscillations per
second and is expressed in units of hertz (Hz). The period T is the inverse of
the frequency, that is, T = 1/f. The parameter phase describes the position of
the waveform relative to time zero and is measured in degrees or radians (rad)
with 180° = π rad. Consider three sine waves have the following periods:
25 ms, 250 ns, 125 ps. What are their frequencies?

1.3 If the crests and troughs of two sine waves that have the same period occur at
the same time, they are in phase. Otherwise they are said to be out of phase.
Consider two waves that have amplitudes A1(t) and A2(t), respectively, at a
time t. The amplitude of the resulting wave then is A(t) = A1(t) + A2(t). (a)
If two in-phase waves have the same maximum amplitude A and the same
period, what is the maximum amplitude of the combined wave? This case is
called constructive interference. (b) What is the maximum amplitude of the
combined wave if the two waves are 180° (π rad) out of phase? This case is
called destructive interference.

Fig. 1.13 A fundamental sine wave analog signal showing the amplitude, period or frequency, and
phase
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1.4 Consider two sine wave signals that have the same frequency. Suppose that
the second signal is offset by one quarter of a cycle with respect to the first
wave. What is the phase shift in degrees between the two signals?

1.5 A common digital binary waveform is represented by a sequence of two types
of pulses called bits. As Fig. 1.14 shows, the time slot in which a bit occurs is
called the bit interval or bit period. The presence of a pulse in a time slot is a
one bit or 1 bit, whereas the absence of a pulse represents a zero bit. The bit
intervals are regularly spaced and occur every 1/R seconds or at a rate of R bits
per second. Depending on the signal coding method, a bit can fill the entire
bit period (Fig. 1.14a) or only part of it (Fig. 1.14b). The number of photons
N in a digital pulse can be found from the relation

N = (Pulse width)(Pulse power)

(Energy/photon in eV)(1.6 × 10−19 J/eV)

Consider a 1 ns pulse with a 100 nW amplitude at various wavelengths. How
many photons are in such a pulse at each of the following wavelength: 850,
1310, 1490, and 1550 nm?

1.6 What is the duration of a bit for each of the following three signals which
have bit rates of 64 kb/s, 5 Mb/s, and 10 Gb/s?

1.7 Convert the following absolute power gains to decibel power gains: 10−3, 0.3,
1, 4, 10, 100, 500, 2n.

Fig. 1.14 A common digital binary waveform is represented by a sequence of two types of bit
pulses
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1.8 Convert the following decibel power gains to absolute power gains: −30 dB,
0 dB, 13 dB, 30 dB, 10n dB.

1.9 Convert the following absolute power levels to dBm values: 1 pW, 1 nW, 1
mW, 10 mW, 50 mW.

1.10 Convert the following dBm values to power levels in units of mW: −13, −6,
6, 17 dBm.

1.11 A signal travels along a fiber from point A to point B. (a) If the signal power
is 1.0 mW at point A and 0.125 mW at point B, what is the fiber attenuation in
dB? (b) What is the signal power at point B if the
attenuation is 15 dB?

1.12 A signal passes through three cascaded amplifiers, each of which has a 5 dB
gain. What is the total gain in dB? By what numerical factor is the signal
amplified?

1.13 A 50 km long optical fiber has a total attenuation of 24 dB. If 500 μW of
optical power get launched into the fiber, what is the output optical power
level in dBm and in μW?

1.14 Based on the Shannon theorem, the maximum data rate R of a channel with a
bandwidth B is R = B log2(1 + S/N), where S/N is the signal-to-noise ratio.
Suppose a transmission line has a bandwidth of 2 MHz. If the signal-to-noise
ratio at the receiving end is 20 dB, what is the maximum data rate that this line
can support?

1.15 (a) At the lowest TDM level of the digital service scheme, 24 channels of
64 kb/s each are multiplexed into a 1.544Mb/s DS1 channel. Howmuch is the
overhead that is added? (b) The next higher multiplexed level, the DS2 rate,
is 6.312 Mb/s. How many DS1 channels can be accommodated in the DS2
rate, and what is the overhead? (c) If the DS3 rate that is sent over a T3 line
is 44.376 Mb/s, how many DS2 channels can be accommodated on a T3 line,
and what is the overhead? (d) Using the above results, find how many DS0
channels can be sent over a T3 line. What is the total added overhead?

Answers to Selected Problems

1.1 1.46, 0.95, 0.83, and 0.80 eV, respectively
1.2 40 kHz, 4.0 MHz, and 8 GHz, respectively
1.3 (a) 2A; (b) 0
1.4 90°
1.5 428, 657, 753, and 781, respectively
1.6 15.6 μs, 200 ns, and 0.1 ns, respectively
1.7 −30, −5.2, 0, 6, 10, 20, 27, and 3n dB, respectively
1.8 10–3, 1, 20, 1000, and 10n, respectively
1.9 −90 dBm, −60 dBm, −30 dBm, 10 dBm, and 17 dBm, respectively
1.10 50 μW, 250 μW, 4 mW, and 50 mW, respectively
1.11 (a) 9 dB; (b) 32 μW
1.12 15 dB. The signal is amplified by a factor 101.5 = 31.6.
1.13 −27 dBm, which is equivalent to 2.0 μW
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1.14 13.3 Mb/s
1.15 (a) 8000 bits of overhead; (b) Four DS-1 channels fit into a DS-2 channel.

136 kb/s of overhead are added; (c) A T3 line can accommodate seven DS2
channels. The overhead is 192 kb/s. (d) 672 DS0 channels can be sent over a
T3 line. The total added overhead is 1.368 Mb/s or 3%.
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Chapter 2
Optical Fiber Structures and Light
Guiding Principles

Abstract Photonics technology is the basic indispensible tool and foundation for
optical fiber communications. To understand how light signals travel along an optical
fiber, this chapter first describes the fundamental nature of light and discusses how
light propagates in a dielectric medium such as glass. The discussion then examines
the structure of optical fibers and presents two mechanisms that show how light
travels along an optical fiber.

The operational characteristics of an optical fiber largely determine the overall
performance of a lightwave transmission system. Some of the questions that arise
concerning optical fibers are

1. What is the structure of an optical fiber?
2. How does light propagate along a fiber?
3. Of what materials are fibers made?
4. How is the fiber fabricated?
5. How are fibers incorporated into cable structures?
6. What is the signal loss or attenuation mechanism in a fiber?
7. Why and to what degree does a signal get distorted as it travels along a fiber?

The purpose of this chapter is to present some of the fundamental answers to the
first five questions in order to attain a good understanding of the physical structure
and waveguiding properties of optical fibers. Questions 6 and 7 are answered in
Chap. 3. The discussions address both conventional silica and photonic crystal fibers.
Chapter 12 addresses additional nonlinear distortion effects that can arise inmultiple-
wavelength optical networks.

Fiber optics technology involves the emission, transmission, and detection of
light, so the discussion first considers the nature of light and then reviews a few basic
laws and definitions of optics. Following a description of the structure of optical
fibers, two methods are used to describe how an optical fiber guides light. The first
approach uses the geometrical or ray optics concept of light reflection and refraction
to provide an intuitive picture of the propagationmechanisms. In the second approach,
light is treated as an electromagnetic wave that propagates along the optical fiber
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waveguide. This involves solving Maxwell’s equations subject to the cylindrical
boundary conditions of the fiber.

2.1 The Nature of Light

The concepts concerning the nature of light have undergone several variations during
the history of physics [1]. Until the early seventeenth century, it was generally
believed that light consisted of a stream of minute particles that were emitted by
luminous sources. These particles were pictured as traveling in straight lines, and it
was assumed that they could penetrate transparent materials but were reflected from
opaque ones. This theory adequately described certain large-scale optical effects,
such as reflection and refraction, but failed to explain finer-scale phenomena, such
as interference and diffraction.

Fresnel gave the correct explanation of diffraction in 1815. He showed that the
approximately rectilinear propagation character of light could be interpreted on the
assumption that light is a wave motion, and that the diffraction fringes could thus be
accounted for in detail. Later, the work ofMaxwell in 1864 theorized that light waves
must be electromagnetic in nature. Furthermore, observation of polarization effects
indicated that light waves are transverse (i.e., the wave motion is perpendicular to the
direction in which the wave travels). In this wave optics or physical optics viewpoint,
a series of successive spherical wave fronts (referred to as a train of waves) spaced
at regular intervals called a wavelength can represent the electromagnetic waves
radiated by a small optical source with the source at the center as shown in Fig. 2.1.
A wave front is defined as the locus of all points in the wave train that have the same

Spherical wave fronts
from a point source

Point  
source

Wave fronts are separated by one wavelength λ

Plane wave fronts
from an infinite source

RaysRays

λ

λ

Fig. 2.1 Representations of spherical and plane wave fronts and their associated rays
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phase. Generally, one draws wave fronts passing through either the maxima or the
minima of the wave, such as the peak or trough of a sine wave, for example. Thus
the wave fronts (also called phase fronts) are separated by one wavelength.

When the wavelength of the light is much smaller than the object (or opening)
that it encounters, the wave fronts appear as straight lines to this object or opening.
In this case, the light wave can be represented as a plane wave, and its direction of
travel can be indicated by a light ray, which is drawn perpendicular to the phase
front, as shown in Fig. 2.1. The light-ray concept allows large-scale optical effects
such as reflection and refraction to be analyzed by the simple geometrical process
of ray tracing. This view of optics is referred to as ray or geometrical optics. The
concept of light rays is very useful because the rays show the direction of energy
flow in the light beam.

2.1.1 Polarization

Light emitted by the sun or by an incandescent lamp is created by electromagnetic
waves that vibrate in a variety of directions. This type of light is called unpolar-
ized light. Lightwaves in which the vibrations occur in a single plane are known as
polarized light. The process of transforming unpolarized light into polarized light is
known as polarization. The polarization characteristics of lightwaves are important
when examining the behavior of components such as optical isolators and filters.
Polarization-sensitive devices include light signal modulators, polarization filters,
Faraday rotators, beam splitters, and beam displacers. Birefringent crystals such
as calcite, lithium niobate, rutile, and yttrium vanadate are polarization-sensitive
materials used in such components.

Light is composed of one or more transverse electromagnetic waves that have
both an electric field (called E field) and a magnetic field (called H field) component
[2]. In a transverse wave the directions of the vibrating electric and magnetic fields
are perpendicular to each other and are at right angles to the direction of propagation
of the wave, as Fig. 2.2 shows. The waves are moving in the direction indicated by
the wave vector k. The magnitude of the wave vector k is k = 2π/λ, which is known
as the wave propagation constant with λ being the wavelength of the light. Based
on Maxwell’s equations, it can be shown that E and H are both perpendicular to the
direction of propagation. This condition defines a plane wave; that is, the vibrations
in the electric field are parallel to each other at all points in the wave. Thus, the
electric field forms a plane called the plane of vibration. Likewise all points in the
magnetic field component of the wave lie in another plane of vibration. Furthermore,
E and H are mutually perpendicular, so that E, H, and k form a set of orthogonal
vectors.

An ordinary lightwave is made up of many transverse waves that vibrate in a
variety of directions (i.e., in more than one plane) and is referred to as unpolarized
light. However any arbitrary direction of vibration of a specific transverse wave can
be represented as a combination of two orthogonal plane polarization components.



34 2 Optical Fiber Structures and Light Guiding Principles

z 

Magnetic  
field 

Electric field

Direction  
of wave

propagation

Wave
vector 

Fig. 2.2 Electric and magnetic field distributions in a train of plane electromagnetic waves at a
given instant in time

This concept is important when examining the reflection and refraction of lightwaves
at the interface of two different media, and when examining the propagation of light
along an optical fiber. In the case when all the electric field planes of the different
transverse waves are aligned parallel to each other, then the lightwave is linearly
polarized. This is the simplest type of polarization.

2.1.2 Linear Polarization

The electric or magnetic field of a train of plane linearly polarized waves traveling
in a direction k can be represented in the general form

A
(
r,t

) = ei A0 exp[ j (ωt − k · r)] (2.1)

with r = xex + yey + zez representing a general position vector and k = kxex + kyey

+ kzez representing thewave propagation vector. Here,A0 is themaximum amplitude
of the wave, ω = 2πν, where v is the frequency of the light and ei is a unit vector
lying parallel to an axis designated by i.

The components of the actual (measurable) electromagnetic field represented by
Eq. (2.1) are obtained by taking the real part of this equation. For example, if k =
kez, and if A denotes the electric field E with the coordinate axes chosen such that
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ei = ex, then the real measurable electric field is given by

Ex (z, t) = Re(E) = ex E0x cos(ωt − kz) = ex Ex (2.2)

which represents a plane wave that varies harmonically as it travels in the z direction.
Here E0x is the maximum amplitude of the wave along the x axis and Ex is the
amplitude at a given value of z. The reason for using the exponential form shown in
Eq. (2.1) is that it is more easily handled mathematically than equivalent expressions
given in terms of sine and cosine. In addition, the rationale for using harmonic
functions is that any waveform can be expressed in terms of sinusoidal waves using
Fourier techniques.

The plane wave example given by Eq. (2.2) has its electric field vector always
pointing in the ex direction. Such a wave is linearly polarized with polarization
vector ex. A general state of polarization is described by considering another linearly
polarized wave that is independent of the first wave and orthogonal to it. Let this
wave be

Ey(z, t) = ey E0y cos(ωt − kz + δ) = ey Ey (2.3)

where δ is the relative phase difference between the waves. Similar to Eq. (2.2), E0y

is the maximum amplitude of the wave along the y axis and Ey is the amplitude at a
given value of z. The resultant wave is

E(z, t) = Ex (z, t) + Ey(z, t) (2.4)

If δ is zero or an integer multiple of 2π, then the waves are in phase. Equation (2.4)
is then also a linearly polarized wave with a polarization vector making an angle

θ = arctan
E0y

E0x
(2.5)

with respect to ex and having a magnitude

E = (
E2
0x + E2

0y

)1/2
(2.6)

This case is shown schematically in Fig. 2.3. Conversely, just as any two orthog-
onal planewaves can be combined into a linearly polarizedwave, an arbitrary linearly
polarized wave can be resolved into two independent orthogonal plane waves that
are in phase.

Example 2.1 The general form of an electromagnetic wave is

y = (amplitude in μm) × cos(ωt − kz) = A cos[2π(νt − z/λ)]
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Fig. 2.3 Addition of two linearly polarized waves having a zero relative phase between them

Find (a) the amplitude, (b) the wavelength, (c) the angular frequency, and (d) the
displacement at time t = 0 and z = 4 μm of a given plane electromagnetic wave
specified by the equation y = 12 cos [2π (3t − 1.2z)].

Solution From the above general wave equation for y it follows that

(a) Amplitude = 12 μm
(b) Wavelength: 1/λ = 1.2 μm–1 so that λ = 833 nm
(c) The angular frequency is ω = 2πν = 2π (3) = 6π
(d) At time t = 0 and z = 4 μm we have that the displacement is

y = 12 cos [2π(−1.2 μm−1)(4 μm)] = 12 cos[2π(−4.8)] = 10.38 μm

2.1.3 Elliptical Polarization and Circular Polarization

For general values of δ the wave given by Eq. (2.4) is elliptically polarized. The
resultant field vector Ewill both rotate and change its magnitude as a function of the
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angular frequency ω. Eliminating the (ωt – kz) dependence between Eqs. (2.2) and
(2.3) for a general value of δ yields

(
Ex

E0x

)2

+
(

Ey

E0y

)2

− 2

(
Ex

E0x

)(
Ey

E0y

)
cosδ = sin2δ (2.7)

which is the general equation of an ellipse. Thus as Fig. 2.4 shows, the endpoint of
E will trace out an ellipse at a given point in space. The axis of the ellipse makes an
angle α relative to the x axis given by

tan2α = 2E0x E0ycosδ

E2
0x − E2

0y

(2.8)

Aligning the principal axis of the ellipse with the x axis gives a better picture of
Eq. (2.7). In that case α = 0, or, equivalently, δ = ± π/2,± 3π/2,…, so that Eq. (2.7)
becomes

(
Ex

E0x

)2

+
(

Ey

E0y

)2

= 1 (2.9)

This is the equation of an ellipse with the origin at the center and semi-axes equal
to E0x and E0y.

E
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Ex 
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α

Phase difference 
between Ex and Ey 

Ellipse traced 
out by E in a

travelling wave 

z 

Direction  
of wave

propagation

Fig. 2.4 Elliptically polarized light results from the addition of two linearly polarized waves of
unequal amplitude having a nonzero phase difference δ between them
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When E0x = E0y = E0 and the relative phase difference δ = ± π/2+ 2mπ, where
m = 0, ± 1, ± 2, …, then the light is circularly polarized. In this case, Eq. (2.9)
reduces to

E2
x + E2

y = E2
0 (2.10)

which defines a circle. Choosing the positive sign for δ, Eqs. (2.2) and (2.3) become

Ex (z, t) = ex E0 cos(ωt − kz) (2.11)

Ey(z, t) = −ey E0 sin(ωt − kz) (2.12)

In this case, the endpoint of E will trace out a circle at a given point in space, as
Fig. 2.5 illustrates. To see this, consider an observer located at some arbitrary point
zref toward which the wave is moving. For convenience, pick the reference point to
be at z = π/k at t = 0. Then, using Eqs. (2.11) and (2.12) it follows that

Ex (z, t) = −ex E0 and Ey(z, t) = 0

Phase difference 
between Ex and Ey 

Ex 

Circle traced 
out by E in a

travelling wave 

Ex
Ey 

E

Fig. 2.5 Addition of two equal-amplitude linearly polarized waves with a relative phase difference
δ = π/2 + 2mπ results in a right circularly polarized wave
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so that E lies along the negative x axis as Fig. 2.5 shows. At a later time, say t =
π/2ω, the electric field vector has rotated through 90° and now lies along the positive
y axis at zref. Thus as the wave moves toward the observer with increasing time, the
resultant electric field vector E rotates clockwise at an angular frequencyω. It makes
one complete rotation as the wave advances through one wavelength. Such a light
wave is right circularly polarized.

If one chooses the negative sign for δ, then the electric field vector is given by

E = E0
[
ex cos(ωt − kz) + ey sin(ωt − kz)

]
(2.13)

Now E rotates counterclockwise and the wave is left circularly polarized.

2.1.4 Quantum Aspects of Light

The wave theory of light adequately accounts for all phenomena involving the trans-
mission of light. However, in dealing with the interaction of light and matter, such as
occurs in dispersion and in the emission and absorption of light, neither the particle
theory nor the wave theory of light is appropriate. Instead, one must turn to quantum
theory, which indicates that optical radiation has particle as well as wave properties.
The particle nature arises from the observation that light energy is always emitted or
absorbed in discrete units called quanta or photons. In all experiments used to show
the existence of photons, the photon energy is found to depend only on the frequency
v. This frequency, in turn, must be measured by observing a wave property of light.

As described in Sect. 1.2.1 and illustrated in Fig. 1.2, the physical properties of
a photon can be measured in terms of its wavelength, energy, or frequency. The
relationship between the energy E and the frequency v of a photon is given by

E = hv (2.14)

where h = 6.6256× 10–34 J·s is Planck’s constant.When light is incident on an atom,
a photon can transfer its energy to an electron within this atom, thereby exciting it
to a higher energy level. In this process either all or none of the photon energy is
imparted to the electron. The energy absorbed by the electron must be exactly equal
to that required to excite the electron to a higher energy level. Conversely, an electron
in an excited state can drop to a lower state separated from it by an energy hv by
emitting a photon of exactly this energy.

Drill Problem 2.1 Using Eq. (2.14), show that the corresponding wavelengths
of photons with energies of 0.95 eV and 0.80 eV are 1310 nm and 1550 nm,
respectively.
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Example 2.2 (a) Consider an incoming photon that boosts an electron from a ground
state level E1 to an excited level E2. If the incoming photon energy E = E2 – E1 =
1.512 eV, what is the wavelength of the incoming photon? (b) Now suppose this
excited electron loses some of its energy and moves to a slightly lower energy level
E3. If the electron then drops back to level E1 thereby emitting a photon of energy
E3 – E1 = 1.450 eV, what is the wavelength of the emitted photon?

Solution (a) Referring back to Sect. 1.2, from Eqs. (1.2) and (1.3), λincident =
1.2405/1.512 eV = 0.820 μm = 820 nm. (b) From Eqs. (1.2) and (1.3), λemitted

= 1.2405/1.450 eV = 0.855 μm = 855 nm.

2.2 Basic Laws and Definitions of Optics

This section reviews some of the basic optics laws and definitions relevant to optical
fiber transmission technology [1, 3]. These include Snell’s law, the definition of
the refractive index of a material, and the concepts of reflection, refraction, and
polarization.

2.2.1 Concept of Refractive Index

A fundamental optical parameter of a material is the refractive index (or index of
refraction). In free space light travels at a speed c = 2.99793 × 108 m/s ≈ 3 × 108

m/s. The speed of light is related to the frequency ν and the wavelength λ by c =
νλ. Upon entering a dielectric or nonconducting medium the wave now travels at a
speed s, which is characteristic of the material and is less than c. The ratio of the
speed of light in a vacuum to that in matter is the index of refraction n of the material
and is given by Eq. (2.15). Representatives values are listed in Table 2.1

n = c

s
(2.15)

2.2.2 Basis of Reflection and Refraction

The concepts of reflection and refraction can be interpreted by considering the
behavior of light rays associated with plane waves traveling in a dielectric material.
When a light ray encounters a boundary separating two different dielectric media,
part of the ray is reflected back into the first medium and the remainder is bent (or
refracted) as it enters the second material. This is shown in Fig. 2.6 for the interface
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Table. 2.1 Examples of
the indices of refraction for
various substances

Material Refractive index

Acetone 1.356

Air 1.000

Diamond 2.419

Ethyl alcohol 1.361

Fused quartz (SiO2): varies with
wavelength

1.453 @ 850 nm

Gallium arsenide (GaAs) 3.299 (infrared region)

Glass, crown 1.52–1.62

Glycerin 1.473

Polymethylmethacrylate (PMMA) 1.489

Silicon (varies with wavelength) 3.650 @ 850 nm

Water 1.333

Fig. 2.6 Refraction and
reflection of a light ray at a
material boundary
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between two materials that have refractive indices n1 and n2, where n2 < n1. The
bending or refraction of the light ray at the interface is a result of the difference in the
speed of light in two materials that have different refractive indices. The relationship
at the interface is known as Snell’s law and is given by

n1 sin θ1 = n2 sin θ2 (2.16a)

or, equivalently, as

n1 cosϕ1 = n2 cosϕ2 (2.16b)

where the angles are defined in Fig. 2.6. The angle θ1 between the incident ray and
the normal to the surface is known as the angle of incidence.

According to the law of reflection, the angle θ1 at which the incident ray strikes the
interface is exactly equal to the angle that the reflected raymakes with the normal line
to the same interface. In addition, the incident ray, the normal to the interface, and the
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Fig. 2.7 Representation of the critical angle and total internal reflection at a glass-air interface,
where n1 is the refractive index of glass

reflected ray all lie in the same plane, which is perpendicular to the interface plane
between the two materials. This plane is called the plane of incidence. When light
traveling in a certain medium is reflected off an optically denser material (one with a
higher refractive index), the process is referred to as external reflection. Conversely,
the reflection of light off of less optically dense material (such as light traveling in
glass being reflected at a glass–air interface) is called internal reflection.

As the angle of incidence θ1 in an optically denser material becomes larger, the
refracted angle θ2 approaches π/2. Beyond this point no refraction is possible as
the incident angle increases and the light rays undergo total internal reflection. The
conditions required for a light ray to be totally internally reflected can be determined
by using Snell’s law. Consider Fig. 2.7, which shows a glass surface in air. A light
ray gets bent toward the glass surface as it leaves the glass in accordance with Snell’s
law. If the angle of incidence θ1 is increased, a point will eventually be reached
where the light ray in air is parallel to the glass surface. This point is known as the
critical angle of incidence θc. When the incidence angle θ1 is greater than the critical
angle, the condition for total internal reflection is satisfied; that is, the light is totally
reflected back into the glass with no light escaping from the glass surface.

To find the critical angle, consider Snell’s law as given by Eq. (2.16). The critical
angle is reached when θ2 = 90° so that sin θ2 = 1. Substituting this value of θ2 into
Eq. (2.16) thus show that the critical angle is thus determined from the condition

sin θc = n2

n1
(2.17)

Example 2.3 Consider the interface between a smooth dielectric material with n1
= 1.48 and air for which n2 = 1.00. What is the critical angle for light traveling in
the dielectric material?

Solution From Eq. (2.17), for light traveling in the dielectric material the critical
angle is

θc = sin−1 n2

n1
= sin−10.676 = 42.5◦
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Thus any light ray traveling in the dielectric material that is incident on the mate-
rial–air interface at an angle θ1 with respect to the normal (as shown in Fig. 2.7)
greater than 42.5° is totally reflected back into the dielectric material.

Example 2.4 A light ray traveling in air (n1 = 1.00) is incident on a smooth, flat slab
of crown glass, which has a refractive index n2 = 1.52. If the incoming ray makes
an angle of θ1 = 30.0° with respect to the normal, what is the angle of refraction θ2
in the glass?

Solution From Snell’s law given by Eq. (2.16),

sin θ2 = n1

n2
sin θ1 = 1.00

1.52
sin 30◦ = 0.658 × 0.50 = 0.329

Solving for θ2 then yields θ2 = sin−1 (0.329) = 19.2°.

Drill Problem 2.2 Consider the interface between a GaAs surface with a
refractive index n1 = 3.299 and air for which n2 = 1.000. Show that the critical
angle is θc = 17.6°.

An important consideration for optical communication links is the power reflec-
tion for light incident normally at the interfaces between two fibers or between a
fiber and a different type of material, such as air, a light source, or a photodetector.
This situation is shown in Fig. 2.8 for light that is incident perpendicularly on the
interface between materials having refractive indices n1 and n2. A typical case in
fiber links is the interface between the end of an optical fiber and air. The fraction of
the incident power that is reflected at the interface is given by the reflectance R

R =
(

n1 − n2

n1 + n2

)2

(2.18a)

Fig. 2.8 Power reflection
for light incident normally at
the interface between two
different types of material

Ptrans = PincT = Pinc - Pref

Pinc Pref=PincR

n1 

n2 

Material interface
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The corresponding fraction of optical power that traverses the material interface
is given by the transmittance T

T = 4n1n2

(n1 + n2)
2 (2.18b)

These expressions are derived from the Fresnel reflection coefficient analyses [3]
given in the appendix of this chapter. Note that R + T = 1. Chapter 5 gives detailed
applications and examples of these optical power reflection conditions.

In addition, when light is totally internally reflected, a phase change δ occurs in
the reflected wave. This phase change depends on the angle θ < π/2 − ϕ according
to the relationships

tan
δN

2
=

√
n2cos2θ1 − 1

nsinθ1
(2.19a)

tan
δp

2
=

√
n2cos2θ1 − 1

sinθ1
(2.19b)

Here, δN and δp are the phase shifts of the electric field wave components normal
and parallel to the plane of incidence, respectively, and n = n1/n2.

2.2.3 Polarization Characteristics of Light

A generic lightwave consists of many transverse electromagnetic waves that vibrate
in a variety of directions (i.e., in more than one plane) and is called unpolarized light.
However, one can represent any arbitrary direction of vibration as a combination of
a parallel vibration and a perpendicular vibration, as shown in Fig. 2.9. Therefore,
one can consider unpolarized light as consisting of two orthogonal plane polarization
components, one that lies in the plane of incidence (the plane containing the incident
and reflected rays) and the other of which lies in a plane perpendicular to the plane
of incidence. These are the parallel polarization and the perpendicular polarization
components, respectively. In the case when all the electric field planes of the different
transverse waves are aligned parallel to each other, then the lightwave is linearly
polarized. This is the simplest type of polarization, as Sect. 2.1.1 describes.

Unpolarized light can be split into separate polarization components either by
reflection off of a nonmetallic surface or by refraction when the light passes from one
material to another. As noted in Fig. 2.10, when an unpolarized light beam traveling
in air impinges on a nonmetallic surface such as glass, part of the beam is reflected
and part is refracted into the glass. A circled dot and an arrow designate the parallel
and perpendicular polarization components, respectively, in Fig. 2.10. The reflected
beam is partially polarized and at a specific angle (known as Brewster’s angle) the
reflected light is completely perpendicularly polarized. The parallel component of
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Fig. 2.9 Polarization represented as a combination of a parallel vibration and a perpendicular
vibration

Fig. 2.10 Behavior of an unpolarized light beam at the interface between air and a nonmetallic
surface
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the refracted beam is transmitted entirely into the glass, whereas the perpendicular
component is only partially refracted. How much of the refracted light is polarized
depends on the angle at which the light approaches the surface and on the material
composition.

2.2.4 Polarization-Sensitive Devices

The polarization characteristics of light are important when examining the behavior
of materials for devices such as optical isolators and light filters. Three polarization-
sensitivematerials or devices that are used in such components are polarizers, Faraday
rotators, and birefringent crystals.

A polarizer is a material or device that transmits only one polarization compo-
nent and blocks the other. For example, in the case when unpolarized light enters
a polarizer that has a vertical transmission axis as shown in Fig. 2.11, only the
vertical polarization component passes through the device. A familiar example of
this concept is the use of polarizing sunglasses to reduce the glare of partially polar-
ized sunlight reflections from road or water surfaces. To see the polarization property
of the sunglasses, a number of glare spots will appear when users tilt their head side-
ways. The polarization filters in the sunglasses block out the polarized light coming
from these glare spots when the head is held normally.

A Faraday rotator is a device that rotates the state of polarization (SOP) of light
passing through it by a specific amount. For example, a popular device rotates the
SOP clockwise by 45° or a quarter of a wavelength, as shown in Fig. 2.12. This
rotation is independent of the SOP of input light, but the rotation angle is different
depending on the direction in which the light passes through the device. That is,
the rotation process is not reciprocal. In this process, the SOP of the input light is

Fig. 2.11 Only the vertical polarization component passes through a vertically oriented polarizer
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Fig. 2.12 A Faraday rotator
is a device that rotates the
state of polarization, for
example, clockwise by 45°
or a quarter of a wavelength

Polarized input

45° polarization 
rotation 

45° Faraday rotator

Output 

maintained after the rotation. For example, if the input light to a 45° Faraday rotator
is linearly polarized in a vertical direction, then the rotated light exiting the crystal
also is linearly polarized at a 45° angle. The Faraday rotator material usually is an
asymmetric crystal such as yttrium iron garnet (YIG), and the degree of angular
rotation is proportional to the thickness of the device.

Birefringent or double-refractive crystals have a property called double refraction.
Thismeans that the indices of refraction are slightly different along twoperpendicular
axes of the crystal as shown in Fig. 2.13. A devicemade from suchmaterials is known
as a spatial walk-off polarizer (SWP). The SWP splits the light signal entering it into
two orthogonally (perpendicularly) polarized beams. One of the beams is called an
ordinary ray or o-ray because it obeys Snell’s law of refraction at the crystal surface.
The second beam is called the extraordinary ray or e-ray because it refracts at an
angle that deviates from the prediction of the standard form of Snell’s law. Each
of the two orthogonal polarization components thus is refracted at a different angle
as shown in Fig. 2.13. For example, if the incident unpolarized light arrives at an
angle perpendicular to the surface of the device, the o-ray can pass straight through
the device whereas the e-ray component is deflected at a slight angle so it follows a
different path through the material.

Birefringent 
material

Ordinary ray

Unpolarized 
incident ray

Extraordinary 
ray 

Extraordinary ray polarization

Ordinary ray polarization

Fig. 2.13 A birefringent crystal splits the light signal entering it into two perpendicularly polarized
beams
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Table 2.2 Common birefringent crystals and some applications

Crystal name Symbol no ne Applications

Calcite CaCO3 1.658 1.486 Polarization controllers and beamsplitters

Lithium niobate LiNbOj 2.286 2.200 Light signal modulators

Rutile TiO2 2.616 2.903 Optical isolators and circulators

Yttrium vanadate yvo4 1.945 2.149 Optical isolators, circulators, and beam displacers

Table 2.2 lists the ordinary index no and the extraordinary index ne of some
common birefringent crystals that are used in optical communication components
and gives some of their applications.

2.3 Optical Fiber Configurations and Modes

This section first presents an overview of the underlying concepts of optical fiber
modes and optical fiber configurations. The discussions in Sects. 2.3 through 2.7
address conventional optical fibers, which consist of solid dielectric structures.
Section 2.8 describes the structure of photonic crystal fibers, which can be created
to have a variety of internal microstructures. Chapter 3 describes the operational
characteristics of both categories of fibers.

2.3.1 Conventional Fiber Types

An optical fiber is a dielectric waveguide that operates at optical frequencies. This
fiber waveguide is normally cylindrical in form. It confines electromagnetic energy
in the form of light to within its surfaces and guides the light in a direction parallel
to its axis. The transmission properties of an optical waveguide are dictated by its
structural characteristics, which have a major effect in determining how an optical
signal is affected as it propagates along the fiber. The structure basically establishes
the information-carrying capacity of the fiber and also influences the response of the
waveguide to different kinds of environmental perturbations.

The propagation of light along a waveguide can be described in terms of a set
of guided electromagnetic waves called the modes of the waveguide. These guided
modes are referred to as the bound or trapped modes of the waveguide. Each guided
mode is a pattern of electric and magnetic field distributions that is repeated along
the fiber at equal intervals. Only a certain discrete number of modes are capable
of propagating along the guide. These modes are those electromagnetic waves that
satisfy the homogeneous wave equation in the fiber and the electromagnetic field
boundary conditions at the core-cladding interface of the waveguide.
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Fig. 2.14 A conventional silica fiber has a circular solid core of refractive index n1 surrounded by
a cladding with a refractive index n2 < n1; an elastic plastic buffer encapsulates the fiber

Although many different configurations of the optical waveguide have been
discussed in the literature, [4] the most widely accepted structure is the single solid
dielectric cylinder of radius a and index of refraction n1 shown in Fig. 2.14. This
cylinder is known as the core of the fiber. The core is surrounded by a solid dielec-
tric cladding, which has a refractive index n2 that is less than n1. As described in
Sect. 2.3.5, the cladding material is carefully selected to enable light to propagate
efficiently along the core of the fiber. In addition, the cladding reduces scattering
loss that results from dielectric discontinuities at the core surface, it adds mechanical
strength to the fiber, and it protects the core from absorbing surface contaminants
with which it could come in contact.

In standard optical fibers the core material is a highly pure silica glass (SiO2)
compound and is surrounded by a glass cladding. Common core sizes are about 9
and 50 μm (micrometers). A standard cladding diameter is 125 μm. Higher-loss
plastic-core fibers with plastic claddings are also widely in use. In addition, most
fibers are encapsulated in an elastic, abrasion-resistant plastic buffer coating and an
outer strengthening jacket that have diameters of 250 μm and 900 μm, respectively.
These materials add further strength to the fiber and mechanically isolate or buffer
the fibers from small geometrical irregularities, distortions, or roughness of adjacent
surfaces. These perturbations could otherwise cause scattering losses induced by
randommicroscopic bends that can arise when the fibers are incorporated into cables
or supported by other structures.

Variations in the material composition of the core give rise to the two commonly
used fiber types shown in Fig. 2.15. In the first case, which is called a step-index
fiber, the refractive index of the core is uniform throughout and undergoes an abrupt
change (or step) at the cladding boundary. In the other case shown at the bottom of
Fig. 2.15, the core refractive index is made to vary as a function of the radial distance
from the center of the fiber. This type is a graded-index fiber.

Both the step-index and the graded-index fibers can be further divided into single-
mode and multimode classes. As the name implies, a single-mode fiber sustains
only one mode of propagation, whereas multimode fibers contain many hundreds of
modes. A few typical sizes of single-and multimode fibers are given in Fig. 2.15 to
provide an idea of the dimensional scale. Multimode fibers offer several advantages
compared with single-mode fibers. As shown in Chap. 5, the larger core radii of
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Fig. 2.15 Comparison of
conventional single-mode
and multimode step-index
and graded-index optical
fibers
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multimode fibers make it easier to launch optical power into the fiber and facilitate
the connecting together of similar fibers. Another advantage is that light can be
launched into a multimode fiber using a light-emitting-diode (LED) source, whereas
single-mode fibers must generally be excited with laser diodes. Although LEDs have
less optical output power than laser diodes (as discussed in Chap. 4), they are easier
to make, are less expensive, require less complex circuitry, and have longer lifetimes
than laser diodes, thus making them more desirable in certain applications.

A limitation of multimode fibers for high-speed long-distance transmission is that
the bandwidth is restricted by intermodal dispersion. This effect is described in detail
in Chap. 3. Briefly, intermodal dispersion can be defined as follows. When an optical
pulse is launched into a fiber, the optical power in the pulse is distributed over all (or
most) of the modes of the fiber. Each of the modes that can propagate in a multimode
fiber travels at a slightly different velocity. This means that the modes in a given
optical pulse arrive at the fiber end at slightly different times, thus causing the pulse
to spread out in time as it travels along the fiber. This effect is known as intermodal
dispersion or modal delay and can be reduced by using a graded-index profile in
a fiber core. This allows graded-index fibers to have much larger bandwidths (data
rate transmission capabilities) than step-index fibers. Even higher bandwidths are
possible in single-mode fibers, where intermodal dispersion effects are not present
because only one mode travels in the fiber.
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2.3.2 Concepts of Rays and Modes

The electromagnetic light field that is guided along an optical fiber can be represented
by a superposition of bound or trapped modes. Each of these guided modes consists
of a set of simple electromagnetic field configurations. For monochromatic light
fields of radian frequency ω, a mode traveling in the positive z direction (i.e., along
the fiber axis) has a time and z dependence given by

e j (ωt−βz)

The factor β is the z component of the wave propagation constant k = 2π/λ and
is the main parameter of interest in describing fiber modes. For guided modes, β can
assume only certain discrete values, which are determined from the requirement that
the mode field must satisfy Maxwell’s equations and the electric and magnetic field
boundary conditions at the core-cladding interface.

Another method for theoretically studying the propagation characteristics of light
in an optical fiber is the geometrical optics or ray-tracing approach. This method
provides a good approximation to the light acceptance and guiding properties of
optical fibers when the ratio of the fiber radius to the wavelength is large. This is
known as the small-wavelength limit.Although the ray approach is strictly valid only
in the zero-wavelength limit, it is still relatively accurate and extremely valuable
for nonzero wavelengths when the number of guided modes is large; that is, for
multimode fibers. The advantage of the ray approach is that, compared with the exact
electromagnetic wave (modal) analysis, it gives a more direct physical interpretation
of the light propagation characteristics in an optical fiber.

Because the concept of a light ray is very different from that of a mode, it is
important to see qualitatively what the relationship is between them. (The mathe-
matical details of this relationship are beyond the scope of this book but can be found
in the literature [5–7]). A guided mode traveling in the z direction (along the fiber
axis) can be decomposed into a family of superimposed plane waves that collectively
form a standing-wave pattern in the direction transverse to the fiber axis. That is, the
phases of the plane waves are such that the envelope of the collective set of waves
remains stationary. Because with any plane wave one can associate a light ray that is
perpendicular to the phase front of thewave, the family of planewaves corresponding
to a particular mode forms a set of rays called a ray congruence. Each ray of this
particular congruent set travels in the fiber at the same angle relative to the fiber axis.
It is important to note that, since only a certain number M of discrete guided modes
exist in a fiber, the possible angles of the ray congruences corresponding to these
modes are also limited to the same number M. Although a simple ray picture appears
to allow rays at any angle greater than the critical angle to propagate in a fiber, the
allowable quantized propagation angles result when the phase condition for standing
waves is introduced into the ray picture. This is discussed further in Sect. 2.3.5.

Despite the usefulness of the approximate geometrical optics method, a number
of limitations and discrepancies exist between it and the exact modal analysis. An
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important case is the analysis of single-mode or few-mode fibers, whichmust be dealt
with by using electromagnetic theory. Problems involving coherence or interference
phenomena must also be solved with an electromagnetic approach. In addition, a
modal analysis is necessary when knowledge of the field distribution of individual
modes is required. This arises, for example, when analyzing the excitation of an indi-
vidual mode or when analyzing the coupling of power between modes at waveguide
imperfections (which is discussed in Sect. 3.1).

Another discrepancy between the ray optics approach and the modal analysis
occurs when an optical fiber is uniformly bent with a constant radius of curvature.
As shown in Chap. 3, wave optics correctly predicts that every mode of the curved
fiber experiences some radiation loss. Ray optics, on the other hand, erroneously
predicts that some ray congruences can undergo total internal reflection at the curve
and, consequently, can remain guided without loss.

2.3.3 Structure of Step-Index Fibers

To begin the discussion of light propagation in an optical waveguide first consider
the step-index fiber illustrated in Fig. 2.15. In practical step-index glass fibers the
core of radius a has a refractive index n1, which is typically equal to 1.48. This is
surrounded by a cladding of slightly lower index n2, where

n2 = n1(1 − 
) (2.20)

The parameter 
 is called the core-cladding index difference or simply the index
difference. Values of n2 are chosen such that 
 is nominally 1–3% for multimode
fibers and from0.2 to 1.0% for single-modefibers.Because the core refractive index is
larger than the cladding index, electromagnetic energy at optical frequencies is made
to propagate along thefiberwaveguide through internal reflection at the core-cladding
interface.

2.3.4 Ray Optics Representation

Because the core size of multimode fibers is much larger than the wavelength of the
light being transmitted (which is approximately l μm), an intuitive picture of the
propagation mechanism in an ideal multimode step-index optical waveguide is most
easily seen by a simple ray (geometrical) optics representation [6–11]. For simplicity,
this analysis shall consider only a particular ray belonging to a ray congruence that
represents a fiber mode. The two types of rays that can propagate in a fiber are
meridional rays and skew rays. Meridional rays are confined to the meridian planes
of the fiber, which are the planes that contain the axis of symmetry of the fiber (the
core axis). Because a given meridional ray lies in a single plane, its path is easy to
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Fig. 2.16 Ray optics
representation of skew rays
traveling in a step-index
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track as it travels along the fiber. Meridional rays can be divided into two general
classes: bound rays that are trapped in the core and propagate along the fiber axis
according to the laws of geometrical optics, and unbound rays that are refracted out
of the fiber core.

Skew rays are not confined to a single plane, but instead tend to follow a helical-
type path along the fiber as shown in Fig. 2.16. These rays are more difficult to track
as they travel along the fiber because they do not lie in a single plane. Although skew
rays constitute a major portion of the total number of guided rays, their analysis is not
necessary to obtain a general picture of rays propagating in a fiber. The examination
of meridional rays will suffice for this purpose. However, a detailed inclusion of
skew rays will change such expressions as the light-acceptance ability of the fiber
and power losses of light traveling along a waveguide.

A greater power loss arises when skew rays are included in the analyses because
many of the skew rays that geometric optics predicts to be trapped in the fiber are
actually leaky rays [6, 12, 13]. These leaky rays are only partially confined to the
core of the circular optical fiber and attenuate as the light travels along the optical
waveguide. This partial reflection of leaky rays cannot be described by pure ray
theory alone. Instead, the analysis of radiation loss arising from these types of rays
must be described by mode theory.

Themeridional ray is shown in Fig. 2.17 for a step-index fiber. The light ray enters
the fiber core from a medium of refractive index n at an angle θ0 with respect to the
fiber axis and strikes the core-cladding interface at a normal angle ϕ. If it strikes this
interface at such an angle that it is totally internally reflected, then the meridional
ray follows a zigzag path along the fiber core, passing through the axis of the guide
after each reflection.

From Snell’s law, the minimum or critical angle ϕc that supports total internal
reflection for the meridional ray is given by

sin φc = n2

n1
(2.21)

Rays striking the core-to-cladding interface at angles less than ϕc will refract out
of the core and be lost in the cladding, as the dashed line shows. By applying Snell’s
law to the air–fiber face boundary, the condition of Eq. (2.21) can be related to the
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Fig. 2.17 Meridional ray optics representation of the propagationmechanism in an ideal step-index
optical waveguide

maximum entrance angle θ0, max, which is called the acceptance angle θA, through
the relationship

n sin θ0,max = n sin θA = n1sin θc = (
n2
1 − n2

2

)1/2
(2.22)

where θc = π/2 − ϕc. Thus those rays having entrance angles θ0 less than θA will
be totally internally reflected at the core–cladding interface. Thus θA defines an
acceptance cone for an optical fiber.

Equation (2.22) also defines the numerical aperture (NA) of a step-index fiber for
meridional rays:

N A = n sin θA = (
n2
1 − n2

2

)1/2 ≈ n1

√
2
 (2.23)

The approximation on the right-hand side is valid for the typical case where
, as
defined by Eq. (2.20), is much less than 1. Because the numerical aperture is related
to the acceptance angle, it is commonly used to describe the light acceptance or
gathering capability of a fiber and to calculate source-to-fiber optical power coupling
efficiencies. This is detailed in Chap. 5. The numerical aperture is a dimensionless
quantity less than unity, with values normally ranging from 0.14 to 0.50.

Example 2.5 Consider a multimode silica fiber that has a core refractive index n1 =
1.480 and a cladding index n2 = 1.460. Find (a) the critical angle, (b) the numerical
aperture, and (c) the acceptance angle.

Solution

(a) From Eq. (2.21), the critical angle is given by

ϕc = sin−1 n2

n1
= sin−1 1.460

1.480
= 80.5◦
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(b) From Eq. (2.23) the numerical aperture is

N A = (
n2
1 − n2

2

)1/2 = 0.242

(c) From Eq. (2.22) the acceptance angle in air (n = 1.00) is

θA = sin−1 NA = sin−1 0.242 = 14
◦

Example 2.6 Consider a multimode fiber that has a core refractive index of 1.480
and a core-cladding index difference of 2.0% (
 = 0.020). Find (a) the numerical
aperture, (b) the acceptance angle, and (c) the critical angle.

Solution From Eq. (2.20), the cladding index is n2 = n1(1 − 
) = 1.480(0.980) =
1.450.

(a) Using Eq. (2.23) then the numerical aperture is

N A = n1

√
2
 = 1.480

√
0.04 = 0.296

(b) Using Eq. (2.22) the acceptance angle in air (n = 1.00) is

θA = sin−1NA = sin−10.296 = 17.2◦

(c) From Eq. (2.21) the critical angle at the core–cladding interface is

ϕc = sin−1 n2

n1
= sin−10.980 = 78.5◦

Drill Problem 2.3 Consider the interface between fiber core and cladding
materials that have refractive indices of n1 and n2, respectively. If n2 is smaller
than n1 by 1% and n1 = 1.450, show that n2 = 1.435. Show that the critical
angle is ϕc = 81.9°.

2.3.5 Lightwaves in a Dielectric Slab Waveguide

Referring to Fig. 2.17, the ray theory appears to allow rays at any angle ϕ greater
than the critical angleϕc to propagate along the fiber. However, when the interference
effect due to the phase of the plane wave associated with the ray is taken into account,
it is seen that only waves at certain discrete angles greater than or equal to ϕc are
capable of propagating along the fiber.
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Fig. 2.18 When light propagates along a fiber waveguide, phase changes occur both as the wave
travels through the fiber and at the reflection points

To see this, consider wave propagation in an infinite dielectric slab waveguide
of thickness d. Its refractive index n1 is greater than the index n2 of the material
above and below the slab. A wave will thus propagate in this guide through multiple
reflections, provided that the angle of incidence with respect to the upper and lower
surfaces satisfies the condition given in Eq. (2.22).

Figure 2.18 shows the geometry of the waves reflecting at the material interfaces.
Here, first consider two rays, designated ray 1 and ray 2, associated with the same
wave. The rays are incident on the material interface at an angle θ < θc = π/2 −
ϕc. In Fig. 2.18 the solid lines denote the ray paths and the dashed lines show their
associated constant-phase fronts.

The condition required for wave propagation in the dielectric slab is that all points
on the same phase front of a plane wave must be in phase. This means that the phase
change occurring in ray 1 when traveling from point A to point B minus the phase
change in ray 2 between points C and D must differ by an integer multiple of 2π. As
the wave travels through the material, it undergoes a phase shift 
 given by


 = k1s = n1ks = n12πs/λ

where

k1 = the propagation constant in the medium of refractive index n1.
k = k1/n1 is the free-space propagation constant.
s = the distance the wave has traveled in the material.

The phase of thewave changes not only as thewave travels but also upon reflection
from a dielectric interface, as described in Sect. 2.2.

In going from point A to point B, ray 1 travels a distance s1 = d/sin θ in the
material, and undergoes two phase changes δ at the reflection points. Ray 2 does not
incur any reflections in going from pointC to pointD. To determine its phase change,



2.3 Optical Fiber Configurations and Modes 57

first note that the distance from point A to point D is AD = AF − DF = (d/tan θ) −
d tan θ. Thus, the distance between points C and D is

s2 = AD cos θ = (
cos2 θ − sin2 θ

)
d/ sin θ

The requirement for wave propagation can then be written as

2πn1

λ
(s1 − s2) + 2δ = 2πm (2.24a)

where m = 0, 1, 2, 3, …. Substituting the expressions for s1 and s2 into Eq. (2.24a)
then yields

2πn1

λ

{
d

sinθ
−

[(
cos2θ − sin2θ

)
d

sinθ

]}

+ 2δ = 2πm (2.24b)

which can be reduced to

2πn1d sin θ

λ
+ δ = πm (2.24c)

Considering only electric waves with components normal to the plane of
incidence, it follows from Eq. (2.19a) that the phase shift upon reflection is

δ = −2arctan

⎡

⎣

√
cos2θ − (

n2
2/n2

1

)

sinθ

⎤

⎦ (2.25)

The negative sign is needed here because the wave in the medium must be a
decaying and not a growing wave. Substituting this expression into Eq. (2.24c) yields

2πn1d sin θ

λ
− πm = 2arctan

⎡

⎣

√
cos2θ − (

n2
2/n2

1

)

sin θ

⎤

⎦ (2.26a)

or

tan

(
πn1d sin θ

λ
− πm

2

)
=

⎡

⎣

√
n2
1cos2θ − n2

2

n1sin θ

⎤

⎦ (2.26b)
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Thus only waves that have those angles θ that satisfy the condition in Eq. (2.26)
will propagate in the dielectric slab waveguide.

2.4 Modes in Circular Waveguides

To attain a detailed understanding of the optical power propagation mechanism in a
fiber, it is necessary to solveMaxwell’s equations subject to their cylindrical boundary
conditions of the electric and magnetic fields at the interface between the core and
the cladding of the fiber. This has been done in extensive detail in a number of works
[6, 10, 14–18]. Because a complete mathematical treatment is beyond the scope of
this book, only the results of the analysis of Maxwell’s equations is given here.

When solving Maxwell’s equations for hollow metallic waveguides, only trans-
verse electric (TE) modes and transverse magnetic (TM) modes are involved.
However, in optical fibers the core-cladding boundary conditions lead to a coupling
between the electric and magnetic field components. This gives rise to hybrid elec-
tromagnetic modes, which makes optical waveguide analysis more complex than
metallic waveguide analysis. The hybrid modes are designated as EH or HE modes,
depending on whether the transverse electric field (the E field) or the transverse
magnetic field (the H field), respectively, is larger for that mode. The two lowest-
order modes are called HE11 and TE01, where the subscripts refer to possible modes
of propagation of the optical field.

2.4.1 Basic Modal Concepts

Before progressing with a discussion of mode theory in circular optical fibers, this
section will qualitatively examine the appearance of modal fields in the planar dielec-
tric slab waveguide shown in Fig. 2.19. The core of this waveguide is a dielectric
slab of index n1 that is sandwiched between two dielectric layers that have refractive
indices n2 < n1. These surrounding layers are called the cladding. This represents
the simplest form of an optical waveguide and can serve as a model to gain an
understanding of wave propagation in optical fibers. In fact, a cross-sectional view
of the slab waveguide looks the same as the cross-sectional view of an optical fiber
cut along its axis. Figure 2.19 shows the field patterns of several of the lower-order
transverse electric (TE) modes (which are solutions of Maxwell’s equations for the
slab waveguide). The order of a mode is equal to the number of field zeros across the
guide (the locations where the field is zero at the center of the guide or at the axis of
the fiber). The order of the mode is also related to the angle that the ray congruence
corresponding to this mode makes with the plane of the waveguide (or the axis of
a fiber); that is, the steeper the angle, the higher the order of the mode. The plots
show that the electric fields of the guided modes are not completely confined to the
central dielectric slab (i.e., they do not go to zero at the guide-cladding interface),
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Fig. 2.19 Electric field distributions for several of the lower-order guided modes in a symmetrical-
slab waveguide

but, instead, they extend partially into the cladding. The fields vary harmonically
in the guiding region of refractive index n1 and decay exponentially outside of this
region. For low-order modes the fields are tightly concentrated near the center of the
slab (or the axis of an optical fiber), with little penetration into the cladding region.
On the other hand, for higher-order modes the fields are distributed more toward the
edges of the guide and penetrate farther into the cladding region.

SolvingMaxwell’s equations shows that, in addition to supporting a finite number
of guided modes, the optical fiber waveguide has an infinite continuum of radiation
modes that are not trapped in the core and guided by the fiber but are still solutions
of the same boundary-value problem. The radiation field basically results from the
optical power that is outside the fiber acceptance angle being refracted out of the
core. Because of the finite radius of the cladding, some of this radiation gets trapped
in the cladding, thereby causing cladding modes to appear. As the core and cladding
modes propagate along the fiber, mode coupling occurs between the cladding modes
and the higher-order core modes. This coupling occurs because the electric fields of
the guided core modes are not completely confined to the core but extend partially
into the cladding (see Fig. 2.19) and likewise for the cladding modes. A diffusion
of power back and forth between the core and cladding modes thus occurs; this
generally results in a loss of power from the core modes.

Guidedmodes in the fiber occur when the values for β satisfy the condition n2k < β

< n1k. At the limit of propagation when β = n2k, a mode is no longer properly guided
and is called being cut off . Thus unguided or radiation modes appear for frequencies
below the cutoff point where β < n2k. However, wave propagation can still occur
below cutoff for those modes where some of the energy loss due to radiation is
blocked by an angular momentum barrier that exists near the core-cladding interface
[17]. These propagation states behave as partially confined guided modes rather
than radiation modes and are called leaky modes [5, 6, 12, 13]. These leaky modes
can travel considerable distances along a fiber but lose power through leakage or
tunneling into the cladding as they propagate.
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2.4.2 Cutoff Wavelength and V Number

An important parameter connected with the cutoff condition is the normalized
frequency V (also called the V number or V parameter) defined by

V = 2πa

λc

(
n2
1 − n2

2

)1/2 ≈ 2πa

λ
n1

√
2
 (2.27)

where the approximation on the right-hand side comes from Eq. (2.23).
This parameter is a dimensionless number that is related to the wavelength and

the numerical aperture and determines how many modes a fiber can support. The
number ofmodes that can exist in awaveguide as a function ofV may be conveniently
represented in terms of a normalized propagation constant b defined by Gloge [19]

b = (β/k)2 − n2
2

n2
1 − n2

2

(2.28)

Figure 2.20 gives a plot of b (in terms of β/k) as a function of V for a few of
the low-order modes. This figure shows that except for the lowest-order HE11 mode,
each mode can exist only for values of V that exceed a certain limiting value (with
each mode having a different V limit). The modes are cut off when β = n2k. The
wavelength at which all higher-order modes are cut off is called the cutoff wavelength
λc. The HE11 mode has no cutoff and ceases to exist only when the core diameter is
zero. This is the principle on which single-mode fibers are based. By appropriately
choosing a, n1, and n2 so that

V = 2πa

λ

(
n2
1 − n2

2

)1/2 ≤ 2.405 (2.29)

then all modes except the HE11 mode are cut off.
The ITU-T Recommendation G.652 states that an effective cutoff wavelength

should be less than or equal to 1260 nm for single-mode fiber operation in the
1310 nm wavelength region [20]. This specification also ensures that the fiber is
single-mode for operation in the 1550 nm region.

Drill Problem 2.4 Consider a step-index fiber that has a 5 μm core radius,
a core index n1 = 1.480, and a cladding index n2 = 1.477. (a) Show that at
820 nm the fiber has V = 3.514. (b) From Fig. 2.20 find the four modes that
exist at 820 nm. (c) Verify that at 1310 nm only the HE11 mode exists.

Example 2.7 A step-index fiber has a normalized frequency V = 26.6 at a 1300 nm
wavelength. If the core radius is 25 μm, what is the numerical aperture?
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Solution From Eq. (2.27) the NA is

N A = V
λ

2πa
= 26.2

1.30μm

2π × 25μm
= 0.22

Drill Problem 2.5 Consider a fiber that has a core refractive index of 1.480, a
cladding index of 1.476, and a core radius of 4.4 μm. Using Eq. (2.27), show
that the wavelength at which this fiber becomes single-mode with V = 2.405
is λc = 1250 nm.

The V number also can be used to express the number of modes M in a multimode
step-index fiber whenV is large (see Sect. 2.6 formodes in a graded-indexmultimode
fiber). For the multimode step-index case, an estimate of the total number of modes
supported in such a fiber is

M = 1

2

(
2πa

λ

)2(
n2
1 − n2

2

) = V 2

2
(2.30)

Example 2.8 Consider a multimode step-index fiber with a 62.5 μm core diam-
eter and a core-cladding index difference of 1.5%. If the core refractive index is
1.480, estimate the normalized frequency of the fiber and the total number of modes
supported in the fiber at a wavelength of 850 nm.

Solution From Eq. (2.27) the normalized frequency is

V = 2πa

λ
n1

√
2
 = 2π × 31.25μm × 1.48

0.85μm

√
2 × 0.015 = 59.2

Using Eq. (2.30), the total number of modes is

M = V 2

2
= 1752

Example 2.9 Consider a multimode step-index optical fiber that has a core radius
of 25 μm, a core index of 1.48, and an index difference 
 = 0.01. How many modes
are in the fiber at wavelengths 860, 1310, and 1550 nm?

Solution

(a) First, from Eq. (2.27) at an operating wavelength of 860 nm the value of V is

V = 2πa

λ
n1

√
2
 = 2π × 25μm × 1.48

0.86μm

√
2 × 0.01 = 38.2
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Using Eq. (2.30), the total number of modes at 860 nm is

M = V 2

2
= 729

(b) Similarly, at 1310 nm the parameter V = 25.1 and M = 315.
(c) Finally, at 1550 nm the parameter V = 21.2 and M = 224.

Example 2.10 Consider three multimode step-index optical fibers each of which
has a core index of 1.48 and an index difference 
 = 0.01. Assume the three fibers
have core diameters of 50, 62.5, and 100 μm. How many modes are in these fibers
at a wavelength of 1550 nm?

Solution

(a) First, from Eq. (2.27) at a core diameter of 50 μm the value of V is

V = 2πa

λ
n1

√
2
 = 2π × 25μm × 1.48

1.55μm

√
2 × 0.01 = 21.2

Using Eq. (2.30), the total number of modes in the 50 μm core-diameter fiber
is

M = V 2

2
= 224

(b) Similarly, at 62.5 μm the parameter V = 26.5 and M = 351.
(c) Finally at 100 μm the parameter V = 42.4 and M = 898.

2.4.3 Optical Power in Step-Index Fibers

A final quantity of interest for step-index fibers is the fractional power flow in the
core and cladding for a given mode. As illustrated in Fig. 2.19, the electromagnetic
field for a given mode does not go to zero at the core-cladding interface, but changes
from an oscillating form in the core to an exponential decay in the cladding. Thus
the electromagnetic energy of a guided mode is carried partly in the core and partly
in the cladding. The farther away a mode is from its cutoff frequency, the more of
its energy is concentrated in the core. As cutoff is approached, the field penetrates
farther into the cladding region and a greater percentage of the energy travels in the
cladding. At cutoff the field no longer decays outside the core and the mode now
becomes a fully radiating mode with all the optical power of the mode residing in
the cladding.

Far from cutoff, that is, for large values of V, the fraction of the average optical
power residing in the cladding can be estimated by
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Pclad

P
= 4

3
√

M
(2.31)

where P is the total optical power in the fiber. Note that because M is proportional to
V 2, the power flow in the cladding decreases as V increases. However, this increases
the number of modes in the fiber, which is not desirable for a high-bandwidth
capability.

Example 2.11 Consider a multimode step-index optical fiber that has a core radius
of 25μm, a core index of 1.48, and an index difference
 = 0.01. Find the percentage
of optical power that propagates in the cladding at 840 nm.

Solution From Eq. (2.27), at an operating wavelength of 840 nm the value of V is

V = 2πa

λ
n1

√
2
 = 2π × 25μm × 1.48

0.84μm

√
2 × 0.01 = 39

Using Eq. (2.30), the total number of modes is

M = V 2

2
= 760

From Eq. (2.31) it follows that.

Pclad

P
= 4

3
√

M
= 0.048

Thus approximately 4.8% of the optical power propagates in the cladding. If 


is decreased to 0.03 in order to lower the signal dispersion (see Chap. 3), then there
are 242 modes in the fiber and about 8.6% of the power propagates in the cladding.

Drill Problem 2.6 Consider a multimode step-index optical fiber that has a
core diameter of 62.5 μm, a core index of 1.48, and an index difference 


= 0.01. Show that at 840 nm (a) the value of V is 49, (b) the total number
of modes is 1200, and (c) the optical power that propagates in the cladding is
3.8%.

2.4.4 Linearly Polarized Modes

Although the theory of light propagation in optical fibers is well understood, a
complete description of the guided and radiation modes requires the use of six-
component hybrid electromagnetic fields that have very involved mathematical
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Fig. 2.20 Plots of the propagation constant (in terms of β/k) as a function of V for a few of the
lowest-order modes

expressions. A simplification [19, 21–24] of these expressions can be carried out
in practice, because fibers usually are constructed so that the difference in the core
and cladding indices of refraction is very small; that is, n1 − n2 � 1. With this
assumption, only four field components need to be considered and their expressions
become significantly simpler. The field components are called linearly polarized
(LP) modes and are labeled LPjm where j and m are integers designating mode solu-
tions. In this scheme for the lowest-order modes, each LP0m mode is derived from an
HE1m mode and each LP1m mode comes from TE0m, TM0m, and HE0m modes. Thus
the fundamental LP01 mode corresponds to an HE11 mode, which is the only mode
that propagates in a single-mode fiber. Figure 2.20 shows the LP01, LP11, LP21, and
LP02 modes and their relations to the lower order HE, EH, TE, and TM modes.

Within the weakly guiding approximation all modes characterized by a common
set of j and m satisfy the same characteristic equation. This means that these modes
are degenerate. Thus if an HEv+1, m mode is degenerate with an EHv−1, m mode (i.e., if
HE and EHmodes of corresponding radial order m and equal circumferential order ν
form degenerate pairs), then any combination of an HEv+1, m mode with an EHv−1, m

mode will likewise constitute a guided mode of the fiber.
The corresponding LP modes are designated LPjm modes regardless of their TM,

TE, EH, or HE field configuration. In general, the following conditions hold:

1. Each LP0m mode is derived from an HE1m mode.
2. Each LP1m mode comes from TE0m, TM0m, and HE2m modes.
3. Each LPvm mode (ν ≥ 2) is from an HEv+1, m and an EH v−1, m mode.
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Table 2.3 Composition of the lower-order linearly polarized modes

LP-mode designation Traditional-mode designation and
number of modes

Number of degenerate modes

LP01 HE11 × 2 2

LP11 TE01, TM01, HE21 × 2 4

LP21 EH11 × 2, HE31 × 2 4

LP02 HE12 × 2 2

LP31 EH21 × 2, HE41 × 2 4

LP12 TE02, TM02, HE22 × 2 4

LP41 EH31 × 2, HE51 × 2 4

LP22 EH12 × 2, HE32 × 2 4

LP03 HE13 × 2 2

LP51 EH41 × 2, HE61 × 2 4

The correspondence between the ten lowest order LPmodes (i.e., those having the
lowest cutoff frequencies) and the traditional TM, TE, EH, and HE modes is given
in Table 2.3. This table also shows the number of degenerate modes.

2.5 Single-Mode Fibers

Inmultimode fibers the differences in the propagation delays of variousmodes lead to
signal dispersion in an optical fiber link (described inSect. 3.2). This intermodal delay
or modal dispersion effect limits the speed at which information can be transmitted
over a fiber. Intermodal signal dispersion can be avoided by designing a fiber such
that only the fundamental mode is allowed to propagate. Such a construction forms
the basis of a single-mode fiber (SMF).

2.5.1 SMF Construction

Single-mode fibers are constructed by letting the dimensions of the core diameter
be a few wavelengths (usually from 8 to 12) and by having small index differences
between the core and the cladding. From Eq. (2.27) with V = 2.4, it can be seen
that single-mode propagation is possible for fairly large variations in values of the
physical core size a and the core-cladding index differences
. However, in practical
designs of single-mode fibers, [25] the core-cladding index difference varies between
0.2 and 1.0%, and the core diameter should be chosen to be just below the cutoff of
the first higher-order mode; that is, for V slightly less than 2.4.
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Example 2.12 A manufacturing engineer wants to make an optical fiber that has a
core index of 1.480 and a cladding index of 1.478. What should the core size be for
single-mode operation at 1550 nm?

Solution Using the condition that V ≤ 2.405 must be satisfied for single-mode
operation, then from Eq. (2.27)

a = V λ

2π

1
√

n2
1 − n2

2

≤ 2.405 × 1.55 μm

2π

1
√

(1.480)2 − (1.478)2
= 7.7μm

If this fiber also should be single-mode at 1310 nm, then the core radius must be
less than 6.50 μm.

Example 2.13 An applications engineer has an optical fiber that has a 3.0 μm core
radius and a numerical aperture of 0.1. Will this fiber exhibit single-mode operation
at 800 nm?

Solution From Eq. (2.27)

V = 2πa

λ
N A = 2π × 3μm

0.80μm
0.10 = 2.356

Because V < 2.405, this fiber will exhibit single-mode operation at 800 nm.

2.5.2 Definition of Mode–Field Diameter

For multimode fibers the core diameter and numerical aperture are key parameters
for describing the signal transmission properties. In single-mode fibers the geometric
distribution of light in the propagating mode is what is needed when predicting the
performance characteristics of these fibers. Thus in a single-mode fiber a fundamental
parameter is themode-field diameter (MFD). This parameter can be determined from
the mode-field distribution of the fundamental fiber mode and is a function of the
optical source wavelength, the core radius, and the refractive index profile of the
fiber. The mode-field diameter is analogous to the core diameter in multimode fibers,
except that in single-mode fibers not all the light that propagates through the fiber is
carried in the core. For example, at V = 2 only 75% of the optical power is confined
to the core. This percentage increases for larger values of V and is less for smaller V
values.

The MFD is an important parameter for single-mode fiber because it is used to
predict fiber properties such as splice loss, bending loss, cutoff wavelength, and
waveguide dispersion. Chapters 3 and 5 describe these parameters and their effects
on fiber performance. A variety of models have been proposed for characterizing and
measuring the MFD [26–31]. These include far-field scanning, near-field scanning,
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transverse offset, variable aperture in the far field, knife-edge, and mask methods.
The main consideration of all these methods is how to approximate the optical power
distribution.

A standard technique to find the MFD is to measure the far-field intensity
distribution E2(r) and then calculate the MFD using the Petermann II equation [28]

MFD = 2w0 = 2

[
2

∫ ∞
0 E2(r)r3dr

∫ ∞
0 E2(r)rdr

]1/2

(2.32)

where the parameter 2w0 (with w0 being called the spot size or the mode field radius)
is the full width of the far-field distribution. For calculation simplicity the exact field
distribution can be fitted to a Gaussian function [22]

E(r) = E0exp
(−r2/w2

0

)
(2.33)

where r is the radial position in the field distribution and E0 is the field at zero
radius, as shown in Fig. 2.21. Then the MFD is given by the 1/e2 width of the optical
power. The Gaussian pattern given in Eq. (2.33) is a good approximation for values
of V lying between 1.8 and 2.4, which designates the operational region of practical
single-mode fibers.

Fig. 2.21 Distribution of
light in a single-mode fiber
above its cutoff wavelength
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cladding 
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cladding 

r
E(r)



68 2 Optical Fiber Structures and Light Guiding Principles

An approximation to the relative spot size w0/a, which for a step-index fiber has
an accuracy better than 1% in the range 1.2 < V < 2.4, is given by

w0

a
= 0.65 + 1.619V −3/2 + 2.879V −6 (2.34)

The condition V = 2.405 for single-mode operation yields w0/a = 1.1005. As V
decreases from 2.4, the spot size increases. The spot size thus becomes progressively
larger than the core radius a and extends farther into the cladding. As a result, when
V becomes smaller the optical beam becomes less tightly bound to the core and
becomes more susceptible to optical power losses from the cladding. Manufacturers
therefore typically design their fibers with V values greater than 2.0 to prevent high
cladding losses but somewhat less than 2.4 to avoid the possibility of having more
than one mode in the fiber.

Example 2.14 A certain single-mode step-index fiber has an MFD = 11.2 μm and
V = 2.25. What is the core diameter of this fiber?

Solution From Eq. (2.32) w0 = MFD/2 = 5.6 μm. Using Eq. (2.34) then yields

a = w0/
(
0.65 + 1.619V −3/2 + 2.879V −6

) = 5.6μm

0.65 + 1.619V −3/2 + 2.879V −6

= 5.6μm

1.152
= 4.86μm

Thus the core diameter is 2a = 9.72 μm.

Drill Problem 2.7 Compare the relative spot size w0/a for V values of 1.2,
1.8, and 2.4.

2.5.3 Origin of Birefringence

An important point to keep in mind is that in any ordinary single-mode fiber there are
actually two independent, degenerate propagation modes [32–34]. These modes are
very similar, but their polarization planes are orthogonal. These may be chosen arbi-
trarily as the horizontal (H) and the vertical (V) polarizations as shown in Fig. 2.22.
Either one of these two polarization modes constitutes the fundamental HE11 mode.
In general, the electric field of the light propagating along the fiber is a linear super-
position of these two polarization modes and depends on the polarization of the light
at the launching point into the fiber.
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Fig. 2.22 Two polarizations of the fundamental HE11 mode in a single-mode fiber

Suppose one of the modes is chosen arbitrarily to have its transverse electric field
polarized along the x direction and the other independent, orthogonal mode to be
polarized in the y direction as shown in Fig. 2.22. In ideal fibers with perfect rota-
tional symmetry, the two modes are degenerate with equal propagation constants (βx

= βy), and any polarization state injected into the fiber will propagate unchanged. In
actual fibers there are imperfections, such as asymmetrical lateral stresses, noncir-
cular cores, and variations in refractive-index profiles. These imperfections break the
circular symmetry of the ideal fiber and lift the degeneracy of the two modes. Then
the modes propagate with different phase velocities, and the difference between their
effective refractive indices is called the fiber birefringence,

B f = λ

2π

(
βx − βy

)
(2.35)

If light is injected into the fiber so that both modes are excited, then one mode
will be delayed in phase relative to the other as they propagate. When this phase
difference is an integral multiple of 2π, the two modes will beat at this point and
the input polarization state will be reproduced. The length over which this beating
occurs is the fiber beat length,

L B = λ

B f
= 2π

(
βx − βy

) (2.36)

Example 2.15 A single-mode optical fiber has a beat length of 8 cm at 1310 nm.
What is the birefringence?

Solution From Eq. (2.36) the modal birefringence is
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B f = λ

L B
= 1.31 × 10−6 m

8 × 10−2 m
= 1.64 × 10−5

This is characteristic of an intermediate type fiber, because birefringence can vary
from Bf = 1 × 10–3 (for a typical high birefringence fiber) to Bf = 1 × 10–8 (for a
typical low birefringence fiber).

2.5.4 Effective Refractive Index

From Maxwell’s equations it can be shown that the phase of the fundamental HE11

mode (or equivalently, of the LP01 mode) is determined by means of the wave
propagation constant β for that mode. For various applications, for example, when
discussing signal propagation in few-mode fibers or when analyzing fiber Bragg
gratings, it is useful to define an effective refractive index neff. The basic definition
is that for some fiber mode the propagation constant β is a factor of neff times the
vacuum wave number k0 = 2π /λ, that is,

nef f = β

k0
(2.37)

In a standard single-mode fiber, because the fundamental guided LP01 mode
extends significantly beyond the core region, the effective refractive index has a
value falling between the refractive indices of the core and the cladding. In a multi-
mode fiber, higher-order modes extend farther into the cladding, and have smaller
effective indices than lower-order modes. The exact value of the effective refractive
index depends on factors such as the specific mode being considered, the size of the
fiber, and the wavelength. It is important to note that the definition of neff is related to
the phase change per unit length along the fiber and not on the intensity distribution
of the modes.

2.6 Graded-Index (GI) Fibers

2.6.1 Core Structure of GI Fibers

In the graded-index fiber design the core refractive index decreases continuouslywith
increasing radial distance r from the center of the fiber but is generally constant in the
cladding. The most commonly used construction for the refractive-index variation
in the core is the power law relationship
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n(r) = { n1
[
1 − 2


(
r
a

)α]1/2
for 0 ≤ r ≤ a

n1(1 − 2
)1/2 ≈ n1(1 − 
) = n2 for r ≥ a
(2.38)

Here, r is the radial distance from the fiber axis, a is the core radius, n1 is the
refractive index at the core axis, n2 is the refractive index of the cladding, and the
dimensionless parameterα defines the shape of the index profile. The index difference

 for the graded-index fiber is given by


 = n2
1 − n2

2

2n2
1

≈ n1 − n2

n1
(2.39)

The approximation on the right-hand side of this equation reduces the expression
for 
 to that of the step-index fiber given by Eq. (2.20). Thus, the same symbol is
used in both cases. For α = ∞, inside the core Eq. (2.38) reduces to the step-index
profile n(r) = nl.

2.6.2 GI Fiber Numerical Aperture

Determining the NA for graded-index fibers is more complex than for step-index
fibers because it is a function of position across the core end face. This is in contrast
to the step-index fiber, where the NA is constant across the core. Geometrical optics
considerations show that light incident on the fiber core at position r will propagate
as a guided mode only if it is within the local numerical aperture NA(r) at that point.
The local numerical aperture is defined as [35]

N A(r) =
{[

n2(r) − n2
2

]1/2 ≈ N A(0)
√
1 − (r/a)α for r ≤ a

0 for r >a
(2.40)

where the axial numerical aperture is defined as

N A(0) = [
n2(0) − n2

2

]1/2 = (
n2
1 − n2

2

)1/2 ≈ n1

√
2
 (2.41)

Thus, the NA of a graded-index fiber decreases from NA(0) to zero as r moves
from the fiber axis to the core-cladding boundary. A comparison of the numerical
apertures for fibers having various α profiles is shown in Fig. 2.23. The number of
bound modes in a graded-index fiber is

Mg = α

α + 2
a2k2n2

1
 ≈ α

α + 2

V 2

2
(2.42)

where k = 2π/λ and the right-hand approximation is derived using Eqs. (2.23) and
(2.27). Fibermanufacturers typically choose aparabolic refractive index profilegiven
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Fig. 2.23 A comparison of the numerical apertures for fibers having various core index profiles

by α = 2.0. In this case, Mg = V 2/4, which is half the number of modes supported
by a step-index fiber (for which α = ∞) that has the same V value.

Example 2.16 Consider a 50 μm diameter graded-index fiber that has a parabolic
refractive index profile (α = 2). If the fiber has a numerical aperture NA = 0.22,
what is the total number of guided modes at a wavelength of 1310 nm?

Solution First, from Eq. (2.27)

V = 2πa

λ
N A = 2π × 25μm

1.31μm
0.22 = 26.4

Then from Eq. (2.42) the total number of modes for α = 2 is

Mg = α

α + 2

V 2

2
= V 2

4
= 174

2.6.3 Cutoff Condition in GI Fibers

Similar to step-index fibers, in order to eliminate intermodal dispersion graded-index
fibers can be designed as single-mode fibers in which only the fundamental mode is
allowed to propagate at the desired operational wavelength. An empirical expression
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of the V parameter at which the second lowest order mode, the L11 mode, is cut off
for graded-index fibers has been shown to be [3]

V = 2.405

√

1 + 2

α
(2.43)

Equation (2.43) shows that in general for a graded-index fiber the value of V
decreases as α increases. It also shows that the critical value of V for the cutoff
condition in parabolic graded-index fibers is a factor of

√
2 larger than for a similar-

sized step-index fiber. Furthermore, from the definition of V given by Eq. (2.27), the
numerical aperture of a graded-index fiber is larger than that of a step-index fiber of
comparable size.

2.7 Optical Fiber Materials

In selecting materials for optical fibers, a number of requirements must be satisfied.
For example:

1. It must be possible to make long, thin, flexible fibers from the material;
2. The material must have a low loss at a particular optical wavelength in order for

the fiber to guide light efficiently;
3. Physically compatible materials that have slightly different refractive indices for

the core and cladding must be available.

Materials that satisfy these requirements are glasses and plastics.
The majority of fibers are made of glass consisting of either silica (SiO2) or

a silicate. The variety of available glass fibers ranges from moderate-loss fibers
with large cores used for short-transmission distances to very transparent (low-loss)
fibers employed in long-haul applications. Plastic fibers typically have a substantially
higher attenuation than glass fibers. A main use of plastic fibers is in short-distance
applications (several hundredmeters) and in abusive environments, where the greater
mechanical strength of plastic fibers offers an advantage over the use of glass fibers.

2.7.1 Glass Optical Fibers

Glass is made by fusing mixtures of metal oxides, sulfides, or selenides [36–38].
The resulting material is a randomly connected molecular network rather than an
ordered structure as found in crystalline materials. A consequence of this random
order is that glasses do not have well defined melting points. When glass is heated
up from room temperature, it remains a hard solid up to several hundred degrees
centigrade. As the temperature increases further, the glass gradually begins to soften
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Fig. 2.24 Variation in refractive index as a function of doping concentration in silica glass

until at very high temperatures it becomes a viscous liquid. The expression “melting
temperature” is commonly used in glass manufacture. This term refers only to an
extended temperature range in which the glass becomes fluid enough to free itself
fairly quickly of gas bubbles.

The largest category of optically transparent glasses from which optical fibers
are made consists of the oxide glasses. Of these, the most common is silica (SiO2),
which has a refractive index ranging from 1.458 at 850 to 1.444 at 1550 nm. To
produce two similar materials that have slightly different indices of refraction for the
core and cladding, either fluorine or various oxides (referred to as dopants), such as
B2O3, GeO2, or P2O5, are added to the silica. As shown in Fig. 2.24, the addition of
GeO2 or P2O5 increases the refractive index, whereas doping the silica with fluorine
or B2O3 decreases it. Because the cladding must have a lower index than the core,
examples of fiber compositions are

• GeO2–SiO2 core; SiO2 cladding
• P2O5–SiO2 core; SiO2 cladding
• SiO2 core; B2O3–SiO2 cladding
• GeO2–B2O3–SiO2 core; B2O3–SiO2 cladding.

Here, the notation GeO2–SiO2, for example, denotes a GeO2-doped silica glass.
The principal raw material for silica is high-purity sand. Glass composed of pure

silica is referred to as silica glass, fused silica, or vitreous silica. Some of its desirable
properties are a resistance to deformation at temperatures as high as 1000 °C, a high
resistance to breakage from thermal shock because of its low thermal expansion, good
chemical durability, and high transparency in both the visible and infrared regions
of interest to fiber optic communication systems.
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2.7.2 Standard Fiber Fabrication

Two basic techniques are used in the fabrication of all-glass optical waveguides.
These are the vapor-phase oxidation processes and the direct-melt methods. The
direct-melt method follows traditional glass-making procedures in that optical fibers
are made directly from the molten state of purified components of silicate glasses. In
the vapor-phase oxidation process, highly pure vapors of metal halides (e.g., SiCl4
and GeCl4) react with oxygen to form a white powder of SiO2 particles. The particles
are then collected on the surface of a bulk glass by one of four different commonly
used processes and are sintered (transformed to a homogeneous glassmass by heating
without melting) by one of a variety of techniques to form a clear glass rod or tube
(depending on the process). This rod or tube is called a preform. It is typically around
10–25 mm in diameter and 60–120 cm long. Fibers are made from the preform [39]
by using the equipment shown in Fig. 2.25. The preform is precision-fed into a
circular heater called the drawing furnace. Here the preform end is softened to the
point where it can be drawn into a very thin filament, which becomes the optical fiber.
The turning speed of the takeup drum at the bottom of the draw tower determines
how fast the fiber is drawn. This, in turn, will determine the thickness of the fiber, so
that a precise rotation rate must be maintained. An optical fiber thickness monitor is
used in a feedback loop for this speed regulation. To protect the bare glass fiber from
external contaminants, such as dust and water vapor, an elastic coating is applied to
the fiber immediately after it is drawn.

Fig. 2.25 Schematic of a
fiber-drawing apparatus
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2.7.3 Active Glass Optical Fibers

Incorporating rare-earth elements (atomic numbers 57–71) into a normally passive
glass gives the resulting material new optical and magnetic properties. These new
properties allow the material to perform amplification, attenuation, and phase retar-
dation on the light passing through it [40, 41]. Doping (i.e., adding impurities) can
be carried out for silica, telluride, and halide glasses.

Two commonly used dopingmaterials for fiber lasers are erbium and neodymium.
The ionic concentrations of the rare-earth elements are low (on the order of 0.005–
0.05 mol %) to avoid clustering effects. To make use of the absorption and fluo-
rescence spectra of these materials, one can use an optical source that emits at an
absorption wavelength of the doping material to excite electrons to higher energy
levels in the rare-earth dopants. When these excited electrons are stimulated by a
signal photon to drop to lower energy levels, the transition process results in the emis-
sion of light in a narrow optical spectrum at the fluorescence wavelength. Chapter 11
discusses the applications of fibers doped with rare-earth elements to create optical
amplifiers.

2.7.4 Plastic Optical Fibers

The growing demand for delivering high-speed services directly to the workstation
has led fiber developers to create high-bandwidth graded-index polymer (plastic)
optical fibers (POF) for use on customer premises [42–44]. The core of these fibers
is either polymethylmethacrylate or a perfluorinated polymer. These fibers are hence
referred to as PMMA POF and PF POF, respectively. Although they exhibit consid-
erably greater optical signal attenuations than glass fibers, plastic fibers are tough
and durable. For example, since the modulus of these polymers is nearly two orders
of magnitude lower than that of silica, even a 1-mm-diameter graded-index POF is
sufficiently flexible to be installed in conventional fiber cable routes. Standard optical
connectors can be used on plastic fibers having core sizes that are compatible with the
core diameters of standard multimode glass telecom fibers. Thus coupling between
similar sized plastic and glass fibers is straightforward. In addition, for the plastic
fibers inexpensive plastic injection-molding technologies can be used to fabricate
connectors, splices, and transceivers.

Table 2.4 gives sample characteristics of PMMA and PF polymer optical fibers.

2.8 Photonic Crystal Fiber Concepts

In the early 1990s researchers envisioned and demonstrated a new optical fiber struc-
ture. Initially this was called a holey fiber and later became known as a photonic
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Table 2.4 Sample
characteristics of PMMA and
PF polymer optical fibers

Characteristic PMMAPOF PFPOF

Core diameter 0.4 mm 0.050–0.30 mm

Cladding diameter 1.0 mm 0.25–0.60 mm

Numerical aperture 0.25 0.20

Attenuation 150 dB/km at
650 nm

<40 dB/km at
650–1300 nm

Bandwidth 2.5 Gb/s over
200 m

2.5 Gb/s over
550 m

crystal fiber (PCF) or a microstructured fiber [45–48]. The difference between this
new structure and that of a conventional fiber is that the cladding and, in some cases,
the core regions of a PCF contain air holes, which run along the entire length of the
fiber. Whereas the material properties of the core and cladding define the light trans-
mission characteristics of conventional fibers, the structural arrangement of the hole
channels in a PCF creates an internal microstructure, which offers extra dimensions
in controlling the optical properties of light, such as the dispersion, nonlinearity, and
birefringence effects in optical fibers.

The sizes of the holes and the hole-to-hole spacing (known as the pitch) in the
microstructure and the refractive index of its constituent material determine the light-
guiding characteristics of photonic crystal fibers. The two basic PCF categories are
index-guiding fibers and photonic bandgap fibers. The light transmission mechanism
in an index-guiding fiber is similar to that in a conventional fiber as it has a high-
index core surrounded by a lower-index cladding. However, for a PCF the effective
refractive index of the cladding depends on the wavelength and the size and pitch
of the holes. In contrast, in a photonic bandgap fiber light is guided by means
of a photonic bandgap effect in either a hollow or microstructured core, which is
surrounded by a microstructured cladding.

2.8.1 Index-Guiding PCF

Figure 2.26 shows the two-dimensional cross-sectional end view of a basic structure
of an index-guiding PCF. The fibers have a solid core that is surrounded by a cladding
region, which contains air holes that run along the length of the fiber and can have
a variety of different shapes, sizes, and distribution patterns. As an illustration, in
Fig. 2.26 the air holes are arranged in a uniform hexagonal array. The holes all have
a diameter d and a hole-to-hole spacing or pitch .

The values of the hole diameter and the pitch are important for determining the
operational characteristics of an index-guiding PCF. For a diameter-to-pitch ratio
d/ < 0.4 the fiber exhibits single-mode properties over a wide range of wavelengths
(from about 300 to 2000 nm). This characteristic is not possible to achieve in standard
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Fig. 2.26 Cross-sectional
end view of the structure of
an index-guiding photonic
crystal fiber with air holes of
uniform size

Solid high-index core Buffer coating

Cladding with
embedded holes

Pitch Λ

Hole 
diameter d

optical fibers and is useful for the simultaneous transmission ofmultiple wavelengths
over the same fiber.

Although the core and the cladding in a PCF are made of the same material (for
example, pure silica), the air holes lower the effective index of refraction in the
cladding region, because n = 1.00 for air and 1.45 for silica. The large difference in
refractive indices together with the small dimensions of the microstructures causes
the effective index of the cladding to depend strongly on wavelength. The fact that
the core can be made of pure silica gives the PCF a number of operational advantages
over conventional fibers, which typically have a germanium-doped silica core. These
include very low losses, the ability to transmit high optical power levels, and a high
resistance to darkening effects from ultraviolet light. The fibers can support single-
mode operation over wavelengths ranging from 300 nm to more than 2000 nm. The
mode-field area of a PCF can be greater than 300 μm2 compared to the 80 μm2

area of conventional single-mode fibers. This allows the PCF to transmit high optical
power levels without encountering the nonlinear effects exhibited by standard fibers
(see Chap. 12).

2.8.2 Photonic Bandgap Fiber

Photonic bandgap (PBG) fibers have a different light-guiding mechanism, which is
based on a two-dimensional photonic bandgap in the transverse plane of the cladding
region. This photonic bandgap results from an ordered arrangement of the air holes
in the cladding. Wavelengths within this bandgap are prevented from traveling in
the cladding and thus are confined to travel in a region where the index is lower
than the surrounding material. The functional principle of a photonic bandgap fiber
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Fig. 2.27 Cross-sectional
end view of the structure of
one type of photonic
bandgap fiber

Air core Buffer coating

Cladding with
embedded holes

Pitch Λ

Hole 
diameter d

is analogous to the role of a periodic crystalline lattice in a semiconductor, which
blocks electrons from occupying a bandgap region. In a traditional PBG fiber the
hollow core acts as a defect in the photonic bandgap structure, which creates a region
in which the light can propagate. Whereas modes at all wavelengths can propagate
along index-guiding fibers, the guided light in a PBG fiber is allowed in only a
relatively narrow wavelength region with a width of approximately 100–200 nm.

Figure 2.27 shows a two-dimensional cross-sectional end view of the structure
of an example PBG fiber. Here a large central hollow core is formed by removing
material in the center of the fiber from an area that can be occupied by seven air holes.
Such a structure is called an air-guiding or a hollow-core PBGfiber, and allows about
98% of the power in the guidedmodes to propagate in the air hole regions. Analogous
to an index-guiding fiber, the holes in the cladding region have a diameter d and a
pitch. Such hollow-core fibers can have a very low nonlinearity and a high damage
threshold. Thus PBG fibers can be used for dispersive pulse compression with high
optical intensities. In addition, fiber optic sensors or variable power attenuators can
be constructed by filling PBG fibers that have larger core holes with gases or liquids.

2.9 Optical Fiber Cables

In any practical application of optical waveguide technology, the fibers need to be
incorporated in some type of cable structure [49–53]. The cable structure will vary
greatly, depending on whether the cable is to be pulled into underground or intra-
building ducts, buried directly in the ground, installed on outdoor poles, or submerged
underwater. Different cable designs are required for each type of application, but
certain fundamental cable design principles will apply in every case. The objectives



80 2 Optical Fiber Structures and Light Guiding Principles

of cable manufacturers have been that the optical fiber cables should be installable
with the same equipment, installation techniques, and precautions as those used
for conventional wire cables. This requires special cable designs because of the
mechanical properties of glass fibers.

2.9.1 Fiber Optic Cable Structures

One importantmechanical property is themaximum allowable axial load on the cable
because this factor determines the length of cable that can be reliably installed. In
copper cables the wires themselves are generally the principal load-bearingmembers
of the cable, and elongations of more than 20% are possible without fracture. On the
other hand, extremely strong optical fibers tend to break at 4% elongation, whereas
typical good-quality fibers exhibit long-length breaking elongations of about 0.5–
1.0%. Because fiber ruptures occur very quickly at stress levels above 40% of the
permissible elongation and very slowly below 20%, fiber elongations during cable
manufacture and installation should be limited to 0.1–0.2%.

Steel wire has been used extensively for reinforcing electric cables and also can be
used as a strength member for optical fiber cables. For some applications it is desirable
to have a completely nonmetallic construction, either to avoid the effects of electro-
magnetic induction or to reduce cableweight. In such cases, plastic strengthmembers
and high- tensile-strength synthetic yarns are used. A popular yarn is Kevlar®, which
is a soft but tough yellow synthetic nylon material belonging to a generic yarn family
known as aramids. Good fabrication practices will isolate the fibers from other cable
components, keep them close to the neutral axis of the cable, and allow the fibers to
move freely when the cable is flexed or stretched.

The generic cable configuration shown inFig. 2.28 illustrates some commonmate-
rials that are used in the optical fiber cabling process. Individual fibers or modules
of bundled fiber groupings are wound loosely around the central buffered strength
member. A cable wrapping tape and other strength members such as Kevlar then
encapsulate and bind these fiber groupings together. Surrounding all these compo-
nents is a tough polyethylene (PE) jacket that provides crush resistance and handles
any tensile stresses applied to the cable so that the fibers inside are not damaged.
The jacket also protects the fibers inside against abrasion, moisture, oil, solvents, and
other contaminants. The jacket type largely defines the application characteristics;
for example, heavy-duty outside-plant cables for direct-burial and aerial applica-
tions have much thicker and tougher jackets than indoor cables that have lower stress
environments. Some cable designs might contain optional copper wires for powering
in-line equipment. Other cable components can include steel armoring tapes, water-
blocking or water-absorbing materials, optional copper wires for powering in-line
equipment, and rip cords that allow the jacket to be cut back easily without damaging
the components inside the cable.

To distinguish individual fiber strands within a grouping of fibers, each fiber is
designated by a separate and distinct jacket color. The TIA-598-D Optical Fiber
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Outer PE jacket

Wrapping tapes

Color-coded 
fiber structures

Central buffered 
strength member 

Filling gel or
water-absorbing yarn 

Steel tape armoring

Inner PE jacket or
water-absorbing tape

Rip cords

Fig. 2.28 A typical generic six-fiber cable illustrating some common materials used in the optical
fiber cabling process

Cable Color Coding standards document prescribes a common set of twelve basic
colors. If there are several encapsulated fiber groupings within a cable, then the jacket
colors of each fiber grouping follow the same standard color-coding scheme.

The two basic fiber optic cable structures are the tight-buffered fiber cable design
and the loose-tube cable configuration. Cables with tight-buffered fibers nominally
are used indoors whereas the loose-tube structure is intended for long-haul outdoor
applications. A ribbon cable is an extension of the tight-buffered cable. In all cases
the fibers themselves consist of the normally manufactured glass core and cladding,
which is surrounded by a protective 250 μm diameter coating.

As shown in Fig. 2.29, in the tight-buffered design each fiber is individually

Fiber buffer (900 m)

Glass fiber with cladding

Fiber coating  (250 m)

Outer cable jacket
(e.g., 2.4 mm diameter)

Yarn strength member

µ

µ

Fig. 2.29 Construction of a simplex tight-buffered fiber cable module



82 2 Optical Fiber Structures and Light Guiding Principles

encapsulatedwithin its own900μmdiameter plastic buffer structure, hence the desig-
nation tight-buffered design. The 900μmbuffer is nearly four times the diameter and
five times the thickness of the 250 μm protective coating material. This construc-
tion feature contributes to the excellent moisture and temperature performance of
tight-buffered cables and also permits their direct termination with connectors. In a
single-fiber module, a layer of amarid strength material surrounds the 900 μm fiber
structure. This configuration then is encapsulated within a polyvinyl chloride (PVC)
outer jacket.

In the loose-tube cable configuration one or more standard-coated fibers are
enclosed in a thermoplastic tube that has an inner diameter much larger than the fiber
diameter. The fibers in the tube are slightly longer than the cable itself. The purpose
of this construction is to isolate the fiber from any stretching of the surrounding cable
structure caused by factors such as temperature changes, wind forces, or ice loading.
The tube is filled with either a gel or a dry water-blocking material that acts as a
buffer, enables the fibers to move freely within the tube, and prevents moisture from
entering the tube. A loose-tube cable typically has a steel armoring layer just inside
the jacket to offer crush resistance and protection against gnawing rodents. Such a
cable can be used for direct burial or aerial-based outside plant applications.

To facilitate the field operation of splicing cables that contain a large number of
fibers, cable designers devised the fiber-ribbon structure. As shown in Fig. 2.30, the
ribbon cable is an arrangement of fibers that are aligned precisely next to each other
and then are encapsulated in a plastic buffer or jacket to form a long continuous
ribbon. The number of fibers in a ribbon typically ranges from four to twelve. These
ribbons can be stacked on top of each other to form a densely packed arrangement
of many fibers (e.g., 144 fibers) within a cable structure.

There are many different ways in which to arrange fibers inside a cable. The
particular arrangement of fibers and the cable design itself need to take into account
issues such as the physical environment, the services that the optical linkwill provide,
and any anticipated maintenance and repair that may be needed.

Fig. 2.30 Example of the
layered ribbon structure of a
64-fiber cable module

Armored outer
jacket

8x8 fiber
ribbon structure
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2.9.2 Designs of Indoor Optical Cables

Indoor cables can be used for interconnecting instruments, for distributing signals
among office users, for connections to printers or servers, and for short patch cords
in telecommunication equipment racks. The three main types are described here.

Interconnect cable serves light-duty low-fiber count indoor applications such as
fiber-to-the-desk links, patch cords, and point-to-point runs in conduits and trays.
The cable is flexible, compact, and lightweight with a tight-buffered construction.
A popular indoor cable type is the duplex cable, which consists of two fibers that
are encapsulated in an outer PVC jacket. Fiber optic patch cords, also known as
jumper cables, are short lengths (usually less than 2 m) of simplex or duplex cable
with connectors on both ends. They are used to connect lightwave test equipment
to a fiber patch panel or to interconnect optical transmission modules within an
equipment rack.

Breakout or fanout cable consists of up to 12 tight-buffered fibers stranded around
a central strength member. Such cables serve low-to-medium fiber-count applica-
tions where it is necessary to protect individual jacketed fibers. The breakout cable
allows easy installation of connectors on individual fibers in the cable. With such a
cable configuration, routing the individually terminated fibers to separate pieces of
equipment can be achieved easily.

Distribution cable consists of individual or small groupings of tight-buffered
fibers stranded around a central strength member. This cable serves a wide range of
network applications for sending data, voice, and video signals. Distribution cables
are designed for use in intra-building cable trays, conduits, and loose placement in
dropped-ceiling structures. A main feature is that they enable groupings of fibers
within the cable to be branched (distributed) to various locations.

2.9.3 Designs of Outdoor Optical Cables

Outdoor cable installations include aerial, duct, direct burial, and underwater applica-
tions. Invariably these cables consist of a loose-tube structure.Many different designs
and sizes of outdoor cables are available depending on the physical environment in
which the cable will be used and the particular application.

Aerial cable is intended for mounting outside between buildings or on poles or
towers. The two popular designs are the self-supporting and the facility-supporting
cable structures. The self-supporting cable contains an internal strength member that
permits the cable to be strung between poles without using any additional support
mechanisms for the cable. For the facility-supporting cable, first a separate wire or
strength member is strung between the poles and then the cable is lashed or clipped
to this member.

Armored cable for direct-burial or underground-duct applications has one or more
layers of steel-wire or steel-sheath protective armoring below a layer of polyethylene
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jacketing as shown in Fig. 2.31. This not only provides additional strength to the cable
but also protects it from gnawing animals such as squirrels or burrowing rodents,
which often cause damage to underground cables. For example, in the United States
the plains pocket gopher (Geomys busarius) can destroy unprotected cable that is
buried less than 2 m (6 ft) deep.

Underwater cable, also known as submarine cable, is used in rivers, lakes, and
ocean environments. Because such cables normally are exposed to high water pres-
sures, they have much more stringent requirements than underground cables. For
example, as shown in Fig. 2.32, cables that can be used in rivers and lakes have
various water-blocking layers, one or more protective inner polyethylene sheaths,

Wrapping tape and
moisture barrier

Color-coded 
fiber building block

Strength member
(kevlar or steel wires) 

Water-blocking  
filling compound

Polyethylene 
jacket 

Steel wires or 
steel sheaths

Outer protective sheath
Optional  
Copper wires

Fig. 2.31 Example configuration of an armored outdoor fiber optic cable
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Bedding layer
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Wrapping tape and
lead sheath

Polyethylene 
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Fig. 2.32 Example configuration of an underwater fiber optic cable
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and a heavy outer armor jacket. Cables that run under the ocean have further layers
of armoring and contain copper wires to provide electrical power for submersed
optical amplifiers or regenerators.

2.10 Summary

This chapter examines the structure of optical fibers and presents two mechanisms
that show how light propagates along these fibers. In its simplest form an optical
fiber is a coaxial cylindrical arrangement of two homogeneous dielectric (glass or
plastic) materials. This fiber type consists of a central core of uniform refractive
index n1 surrounded by a cladding region of refractive index n2 that is less than n1.
This configuration is referred to as a step-index fiber because the cross-sectional
refractive-index profile has a step function at the interface between the core and the
cladding.

In a graded-index fiber the refractive-index profile varies as a function of the radial
coordinate r in the core but is constant in the cladding. This index profile n(r) often
is represented as a rα power law where α defines the shape of the core index profile.
A commonly used value of the power law exponent is α = 2. This special case is
referred to as a parabolic graded-index profile. A graded-index profile reduces signal
dispersion in multimode fibers and thus provides a wider bandwidth than offered by
a step-index fiber.

A photonic crystal fiber (PCF) or a microstructured fiber differs from a conven-
tional fiber in that the cladding and, in some cases, the core regions of a PCF
contain air holes, which run along the entire length of the fiber. Whereas the material
properties of the core and cladding define the light transmission characteristics of
conventional fibers, the structural arrangement of holes in a PCF creates an internal
microstructure, which offers extra dimensions in controlling the optical properties
of light, such as the dispersion, nonlinear effects, and birefringence effects in optical
fibers.

A general picture of light propagation in a conventional fiber can be obtained by
considering a ray-tracing (or geometrical optics) model in a slab waveguide. The
slab consists of a central region of refractive index n1, which is sandwiched between
two material layers having a lower refractive index n2. Light rays propagate along
the slab waveguide by undergoing total internal reflection at the material boundaries.

Although the ray model is adequate for an intuitive picture of how light travels
along a fiber, a more comprehensive description of light propagation, signal disper-
sion, and power loss in a cylindrical optical fiber waveguide requires a wave theory
approach. In this approach, electromagnetic fields (at optical frequencies) traveling
in the fiber can be expressed as superpositions of elementary field configurations
called the modes of the fiber. A mode of monochromatic light of radian frequency ω

traveling in the axial (positive z) direction in a fiber can be described by the factor
exp[j(ωt – βz)], where β is the propagation constant of the mode. For guided (bound)
modes β can assume only a finite number of possible solutions. These solutions are
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found by solving Maxwell’s equations for a dielectric medium subject to the electro-
magnetic field boundary conditions at the core-cladding interface of an optical fiber.
The analysis is rather complex because the boundary conditions create a coupling
between the longitudinal components of the E and H fields, which leads to hybrid
mode solutions.

However, in place of a lengthy exact analysis for the modes of a fiber, a simpler
but highly accurate approximation can be used, based on the principle that in a
typical step-index fiber the difference between the indices of refraction of the core
and cladding is very small. This is the weakly guiding fiber approximation that has
been used successfully for evaluating optical fiber waveguide characteristics.

Appendix: The Fresnel Equations

One can consider unpolarized light as consisting of two orthogonal plane polariza-
tion components. For analyzing reflected and refracted light, one component can be
chosen to lie in the plane of incidence (the plane containing the incident and reflected
rays, which here is taken to be the yz-plane) and the other of which lies in a plane
perpendicular to the plane of incidence (the xz-plane). For example, these can be the
Ex and Ey components of the electric field vector. These then are designated as the
perpendicular polarization (Ex) and the parallel polarization (Ey) components with
maximum amplitudes E0x and E0y, respectively.

When an unpolarized light beam traveling in air impinges on a nonmetallic surface
such as a glass material, part of the beam (designated by E0r) is reflected and part
of the beam (designated by E0t) is refracted and transmitted into the target material.
The reflected beam is partially polarized and at a specific angle (known as Brewster’s
angle) the reflected light is completely perpendicularly polarized, so that (E0r)y =
0. This condition holds when the angle of incidence is such that θ1 + θ2 = 90° (see
Fig. 2.6 for the angle definitions). The parallel component of the refracted beam is
transmitted entirely into the target material, whereas the perpendicular component
is only partially refracted. How much of the refracted light is polarized depends on
the angle at which the light approaches the surface and on the material composition.

The amount of light of each polarization type that is reflected and refracted at a
material interface can be calculated using a set of equations known as the Fresnel
equations. These field-amplitude ratio equations are given in terms of the perpendic-
ular and parallel reflection coefficients rx and ry, respectively, and the perpendicular
and parallel transmission coefficients tx and ty, respectively. Given that E0i, E0r, and
E0t are the amplitudes of the incident, reflected, and transmitted waves, respectively,
then

r⊥ = rx =
(

E0r

E0i

)

x

= n1 cos θ1 − n2 cos θ2

n1 cos θ1 + n2 cos θ2
(2.44)
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r|| = ry =
(

E0r

E0i

)

y

= n2 cos θ1 − n1 cos θ2

n1 cos θ2 + n2 cos θ1
(2.45)

t⊥ = tx =
(

E0t

E0i

)

x

= 2n1 cos θ1

n1 cos θ1 + n2 cos θ2
(2.46)

t|| = ty =
(

E0t

E0i

)

y

= 2n1 cos θ1

n1 cos θ2 + n2 cos θ1
(2.47)

If light is incident perpendicularly on the material interface, then the angles are θ

1 = θ 2 = 0. From Eqs. (2.44) and (2.45) it follows that the reflection coefficients are

rx (θ1 = 0) = −ry(θ2 = 0) = n1 − n2

n1 + n2
(2.48)

Similarly, for θ1 = θ2 = 0, the transmission coefficients are

tx (θ1 = 0) = ty(θ2 = 0) = 2n1

n1 + n2
(2.49)

Example 2A.1 Consider the case when light traveling in air (nair = 1.00) is incident
perpendicularly on a smooth glass surface that has a refractive index ntissue = 1.48.
What are the reflection and transmission coefficients?

Solution From Eq. (2.48) with n1 = nair and n2 = nglass it follows that the reflection
coefficient is

rx = −rx = (1.48 − 1.00)/(1.48 + 1.00) = 0.194

and from Eq. (2.49) the transmission coefficient is

tx = ty = 2(1.00)/(1.48 + 1.00) = 0.806

The change in sign of the reflection coefficient rx means that the field of the
perpendicular component shifts by 180° upon reflection.

The field amplitude ratios can be used to calculate the reflectance R (the ratio of
the reflected to the incident flux or power) and the transmittance T (the ratio of the
transmitted to the incident flux or power). For linearly polarized light in which the
vibrational plane of the incident light is perpendicular to the interface plane, the total
reflectance and transmittance are

R⊥ =
(

E0r

E0i

)2

x

= Rx = r2x (2.50)

R|| =
(

E0r

E0i

)2

y

= Ry = r2y (2.51)
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T⊥ = n2 cos θ2

n1 cos θ1

(
E0t

E0i

)2

x

= Tx = n2 cos θ2

n1 cos θ1
t2x (2.52)

T|| = n2 cos θ2

n1 cos θ1

(
E0t

E0i

)2

y

= Ty = n2 cos θ2

n1 cos θ1
t2y (2.53)

The expression for T is a bit more complex compared to R because the shape of
the incident light beam changes upon entering the second material and the speeds at
which energy is transported into and out of the interface are different.

If light is incident perpendicularly on the material interface, then substituting
Eq. (2.48) into Eqs. (2.50) and (2.51) yields the following expression for the
reflectance R

R = R⊥(θ1 = 0) = R||(θ1 = 0) =
(

n1 − n2

n1 + n2

)2

(2.54)

and substituting Eq. (2.49) into Eqs. (2.52) and (2.53) yields the following expression
for the transmittance T

T = T⊥(θ2 = 0) = T||(θ2 = 0) = 4n1n2

(n1 + n2)
2 (2.55)

Example 2A.2 Consider the case described in Example 2A.1 inwhich light traveling
in air (nair = 1.00) is incident perpendicularly on a smooth glass sample that has a
refractive index nglass = 1.48. What are the reflectance and transmittance values?

Solution From Eq. (2.54) and Example 2A.1 the reflectance is

R = [(1.48−1.00)/(1.48 + 1.00)]2 = (0.194)2 = 0.038 or 3.8%

From Eq. (2.55) the transmittance is

T = 4(1.00)(1.48)/(1.00 + 1.48)2 = 0.962 or 96.2%

Note that R + T = 1.00.

Example 2A.3 Consider a plane wave that lies in the plane of incidence of an air-
glass interface. What are the values of the reflection coefficients if this lightwave is
incident at 30° on the interface? Let nair = 1.00 and nglass = 1.50.

Solution First from Snell’s law, it follows that θ2 = 19.2°. Substituting the values
of the refractive indices and the angles into Eqs. (2.44) and (2.45) then yield rx = −
0.241 and ry = 0.158. As noted in Example 2A.1, the change in sign of the reflection
coefficient rx means that the field of the perpendicular component shifts by 180°
upon reflection.
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Problems

2.1 Suppose a certain wave is specified by y = 8 cos 2π (2t − 0.8z), where y is
expressed in micrometers and the propagation constant is given inμm−1. Find
(a) the amplitude, (b) the wavelength, (c) the angular frequency, and (d) the
displacement at time t = 0 and z = 4 μm. [Answers using Example 2.1: (a)
8 μm; (b) 1.25 μm; (c) 4 π; (d) 7.512 μm.]

2.2 Let E0x = E0y = 1 in Eq. (2.7). Write a software program to plot this equation
for values of δ = (nπ)/8, where n = 0, 1, 2, …. 16. What does this show about
the state of polarization as the angle δ changes?

2.3 Show that any linearly polarized wave may be considered as the superposition
of left and right circularly polarized waves that are in phase and have equal
amplitudes and frequencies.

2.4 Light traveling in air strikes a glass plate at an angle θ1 = 33°, where θ1 is
measured between the incoming ray and the normal to the glass surface. Upon
striking the glass, part of the beam is reflected and part is refracted. (a) If the
refracted and reflected beams make an angle of 90° with each other, show that
the refractive index of the glass is 1.540. (b) Show that the critical angle for
this glass is 40.5°.

2.5 A point source of light is 12 cm below the surface of a large body of water
(nwater = 1.33). Show that the radius of the largest circle on the water surface
through which the light can emerge from the water into air (nair = 1.000) is
13.7 cm.

2.6 A right-angle prism (internal angles are 45°, 45°, and 90°) is immersed in
alcohol (n = 1.45). Show that the refractive index of the prism must be 2.05
if a ray incident normally on one of the short faces is to be totally reflected at
the long face of the prism.

2.7 Show that the critical angle at an interface between doped silica with n1 =
1.460 and pure silica with n2 = 1.450 is 83.3°.

2.8 Consider the power reflection for light incident normally at the interface
between an optical fiber end and air. If the refractive indices of the fiber and
air are nfiber = 1.48 and nair = 1.000, show that the reflectance R = 0.037 and
the transmittance is T = 0.963.

2.9 Consider a step-index fiber having n1 = 1.48 and n2 = 1.46. (a) Show that the
numerical aperture is 0.243. (b) If the outer medium is air with n = 1.00, show
that the acceptance angle θA for this fiber is 14°.

2.10 Suppose a certain multimode step-index optical fiber has a core diameter of
62.5 μm, a core index of 1.48, and an index difference 
 = 0.015. (a) Show
that at 1310 nm the value of V is 38.4. (b) Show that the total number of modes
is 737.

2.11 A given step-index multimode fiber with a numerical aperture of 0.20 supports
approximately 1000 modes at an 850 nm wavelength. (a) Show that the diam-
eter of its core is 60.5 μm. (b) Show that the fiber supports 414 modes at
1320 nm. (c) Show that the fiber supports 300 modes at 1550 nm.
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2.12 A certain step-index fiber has a 25 μm core radius, n1 = 1.48, and n2 = 1.46.
(a) Show that the normalized frequency at 820 nm is V = 46.5. (b) Show
that 1081 modes propagate in this fiber at 820 nm. (c) Show that 417 modes
propagate in this fiber at 1320 nm. (d) Show that 303 modes propagate in this
fiber at 1550 nm. (e) Verify that the percent of the optical power flows in the
cladding for the different wavelengths is 4.1% at 820 nm, 6.6% at 1320 nm,
and 7.8% at 1550 nm.

2.13 Consider a fiber with a 25 μm core radius, a core index n1 = 1.48, and 
 =
0.01. (a) Show that at 1320 nm the parameter V = 25 and the number of modes
M= 312. (b) Verify that 7.5% of the optical power flows in the cladding. (c) If
the core-cladding difference is reduced to 
 = 0.003, show that the number
of modes M = 94 and 13.7% of the optical power flows in the cladding.

2.14 Suppose a certain step-index fiber has a 5 μm core radius, an index difference

 = 0.002, and a core index n1 = 1.480. (a) By calculating the V number,
verify that at 1310 nm this is a single-mode fiber. (b) Verify that at 820 nm
the fiber is not single-mode because V = 3.514. (c) With the result from (b),
verify by observation from Fig. 2.20 that the fiber supports the LP01 and LP11
modes at 820 nm.

2.15 Consider a 62.5 μm core-diameter graded-index fiber that has a parabolic
index profile (α = 2). Suppose the fiber has a numerical aperture NA = 0.275.
(a) Show that the V number for this fiber at 850 nm is 63.5.
(b) Verify that 1008 modes propagate in the fiber at 850 nm.

2.16 Consider a 50 μm core diameter graded-index fiber that has a core index n1

= 1.480 and a cladding index n2 = 1.465. (a) Using the exact expression for
the index difference given in Eq. (2.39), show that 
 = 1.008%. (b) Using the
approximation for given in the right-hand side of Eq. (2.39), show that 
 =
1.014%. This shows that the approximation is quite accurate.

2.17 Calculate the number of modes at 820 and 1300 nm in a graded-index fiber
having a parabolic-index profile (α = 2), a 25 μm core radius, n1 = 1.48, and
n2 = 1.46. How does this compare to a step-index fiber? [Answer: At 820 nm
for the graded-index fiber,M= 543 and at 1300 nm,M= 216. For a step-index
fiber, at 820 nm, M = 1078 and at 1300 nm, M = 429.]

2.18 Calculate the numerical apertures of (a) a plastic step-index fiber having a
core refractive index of n1 = 1.60 and a cladding index of n2 = 1.49, (b) a
step-index fiber having a silica core (n1 = 1.458) and a silicone resin cladding
(n2 = 1.405). [Answer: (a) 0.58; (b) 0.39.]
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Chapter 3
Optical Signal Attenuation
and Dispersion

Abstract When information signals travel in any type of transmission medium,
various signal power losses and signal fidelity distortions are always present. Atten-
uation of a light signal as it propagates along a fiber is an important consideration
in the design of an optical communication system because it plays a major role in
determining themaximum transmission distance between a transmitter and a receiver.
In addition to being attenuated, an optical signal undergoes continuous broadening
and distortion as it travels along a fiber. The signal broadening is a consequence of
intramodal and intermodal dispersion effects.

Chapter 2 showed the structure of optical fibers and examined the concepts of
how light propagates along a cylindrical dielectric optical waveguide. This chapter
continues the discussion of optical fibers by answering two very important questions:

1. What are the optical power loss or signal attenuation mechanisms in a fiber?
2. Why and to what degree do optical signals get distorted as they propagate along

a fiber?

Signal attenuation (also known as fiber attenuation, fiber loss, or power level
reduction) is one of the most important properties of an optical fiber because it
largely determines the maximum unamplified or repeaterless separation between a
transmitter and a receiver. Because amplifiers and repeaters are expensive to fabricate,
install, and maintain, the degree of attenuation in a fiber has a large influence on
system cost. Of equal importance is signal dispersion. The dispersion mechanisms
in a fiber cause optical signal pulses to broaden as they travel along a fiber. If these
pulses travel sufficiently far, they will eventually overlap with neighboring pulses,
thereby creating errors in the receiver output. The signal dispersion mechanisms thus
limit the information-carrying capacity of a fiber.
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3.1 Fiber Attenuation

Optical power attenuation of a light signal as it propagates along afiber is an important
consideration in the design of an optical communication system; the degree of attenu-
ation plays a major role in determining the maximum transmission distance between
a transmitter and a receiver or an in-line amplifier. The basic attenuation mechanisms
that cause power level reductions in a fiber are absorption, scattering, and radiative
losses of the optical energy [1–3]. Absorption is related to the fiber material, whereas
scattering is associated both with the fiber material and with structural imperfections
in the optical waveguide. Attenuation owing to radiative loss effects originates from
perturbations (both microscopic and macroscopic) of the fiber geometry.

This section first discusses the units in which fiber losses are measured and then
presents the physical phenomena that give rise to attenuation.

3.1.1 Units for Fiber Attenuation

As light travels along a fiber, its power decreases exponentially with distance. If P(0)
is the optical power in a fiber at the origin (at z = 0), then the power P(z) at a distance
z farther down the fiber is

P(z) = P(0)e−αp z (3.1)

where

αp = 1

z
ln

[
P(0)

P(z)

]
(3.2)

is the fiber attenuation coefficient given in units of, for example, km−1. Note that the
units for 2zap can also be designated by nepers (see Appendix B).

For simplicity in calculating optical signal attenuation in a fiber, the common
procedure is to express the attenuation coefficient in units of decibels per kilometer,
denoted by dB/km. Designating this parameter by α yields

α(dB/km) = 10

z
log

[
P(0)

P(z)

]
= 4.343αp

(
km−1

)
(3.3)

This parameter is generally referred to as the fiber loss or the fiber attenuation.
It depends on several variables, as is shown in the following sections, and it is a
function of the wavelength.

Example 3.1 An ideal fiber would have no loss so that Pout = Pin. This corresponds
to an attenuation of 0 dB/km, which, in practice, is impossible. An actual low-loss
fiber might have a 0.35 dB/km loss at 1310 nm and a loss of 0.20 dB/km at 1550 nm,
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for example. Then at 1310 nm the optical power at 10 km P(10 km) as a fraction of
the input power P(0) is

P(10 km)

P(0)
= 10−αz/10 = 10−(0.35)(10)/10 = 0.447 = 44.7%

For operation at 1550 nm, the optical power at 10 km P(10 km) as a fraction of
the input power P(0) is

P(10 km)

P(0)
= 10−αz/10 = 10−(0.20)(10)/10 = 0.63 = 63%

This means that after a 10 km transmission distance, at 1310 nm the optical signal
power would decrease by 3.5 dB (that is, 10 log 0.447 = −3.5 dB) or be 44.7% of
the input power. Likewise, at 1550 nm the output optical power is 63% of the input
power (a decrease of 10 log 0.630 = −2.0 dB). Viewed alternatively, at 1310 nm the
loss over 10 km is (10 km) (0.35 dB/km) = 3.5 dB loss and at 1550 nm the loss over
10 km is (10 km) (0.20 dB/km) = 2.0 dB loss.

Figure 3.1 shows the relationship between decibels and power ratios ranging from
0.1 to 1.0. Thus, as shown in Example 3.1, the dashed lines illustrate that transmission
over a 10 km distance using a fiber with an attenuation of 0.5 dB/km results in a 5 dB
power attenuation yielding an output-to-input power ratio of 31.6%. Similarly, over
a 10 km distance a fiber with an attenuation of 0.3 dB/km results in a 3 dB power
attenuation yielding a power ratio of 50%.

Example 3.2 AsSect. 1.3 describes, optical powers are commonly expressed in units
of dBm, which is the decibel power level referred to 1 mW. Consider a 30 km long
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Fig. 3.1 The relationship between decibels and power ratios ranging from 0.1 to 1.0
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optical fiber that has an attenuation of 0.4 dB/km at 1310 nm. Suppose an engineer
wants to find the optical output power Pout if 200 nW of optical power is launched
into the fiber. First express the input power in dBm units:

Pin(dBm) = 10 log

[
Pin(W)

1 mW

]
= 10 log

[
200 × 10−6 W

1 × 10−3 W

]
= −7.0 dBm

From Eq. (3.3) with P(0) = Pin and P(z) = Pout the output power level (in dBm)
at z = 30 km is

Pout (dBm) = 10 log

[
Pout (W)

1 mW

]
= 10 log

[
Pin(W)

1 mW

]
− αz

= −7.0 dBm − (0.4 dB/km)(30 km) = −19.0 dBm

In unit of watts, the output power is

P(30 km) = 10−19.0/10(1mW) = 12.6 × 10−3 mW = 12.6 μW.

Drill Problem 3.1 A50 km long optical fiber has an attenuation of 0.25 dB/km
at 1550 nm. If 100 μW of optical power is launched into the fiber, show that
the power emerging at the fiber output is −32.5 dBm or 0.56 μW.

Drill Problem 3.2 An optical fiber loses 75% of the optical power traversing
the fiber after 25 km. Using the left-hand side of Eq. (3.3) with z = 25 km and
P(z) = 0.25 P(0), show that the attenuation is α = 0.25 dB/km.

3.1.2 Absorption of Optical Power

Absorption of optical power is caused by three different mechanisms:

1. Absorption by atomic defects in the glass composition.
2. Extrinsic absorption by impurity atoms in the glass material.
3. Intrinsic absorption by the basic constituent atoms of the fiber material.

Atomic defects are imperfections in the atomic structure of the fiber material.
Examples of these defects include missing molecules, high-density clusters of

atom groups, or oxygen defects in the glass structure. Usually, absorption losses
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Table 3.1 Examples of
absorption loss in silica glass
at different wavelengths due
to 1 ppm of water-ions and
various transition-metal
impurities

Impurity Loss due to 1 ppm of
impurity (dB/km)

Absorption peak
(nm)

Iron: Fe2+ 0.68 1100

Iron: Fe3+ 0.15 400

Copper: Cu2+ 1.1 850

Chromium: Cr2+ 1.6 625

Vanadium: V4+ 2.7 725

Water: OH– 1.0 950

Water: OH– 2.0 1240

Water: OH– 4.0 1380

arising from these defects are negligible compared with intrinsic and impurity
absorption effects.

The dominant absorption factor in silica fibers is the presence of minute quantities
of impurities in the fiber material. These impurities include OH (water) ions that are
dissolved in the glass and transition metal ions such as iron, copper, chromium, and
vanadium. Transition metal impurity levels were around 1 part per million (ppm) in
glass fibers made in the 1970s, which resulted in losses ranging from 1 to 4 dB/km,
as Table 3.1 shows. Impurity absorption losses occur either because of electron tran-
sitions between the energy levels within these ions or because of charge transitions
between ions. The absorption peaks of the various transition metal impurities tend to
be broad, and several peaks may overlap, which further broadens the absorption in a
specific region. Modern techniques for producing a fiber preform have reduced the
transition-metal impurity levels by several orders of magnitude. Such low impurity
levels allow the fabrication of low-loss fibers.

The presence of OH ion impurities in a glass fiber preform results mainly from
the elements in the oxyhydrogen flame used in the hydrolysis reaction of the basic
SiCl4, GeCl4, and POCl3 starting materials. Water impurity concentrations of less
than a few parts per billion (ppb) are required if the attenuation is to be less than
20 dB/km. The high levels of OH ions in early fibers resulted in large absorption
peaks at 725, 950, 1240, and 1380 nm. Regions of low attention lie between these
absorption peaks.

The peaks and valleys in the attenuation curves resulted in the designation of
the various transmission windows shown in Fig. 3.2 (see Sect. 1.2.2). By reducing
the residual OH content of fibers to below 1 ppb, standard commercially available
single-mode fibers have nominal attenuations of below 0.4 dB/km at 1310 nm (in the
O-band) and less than 0.25 dB/km at 1550 nm (in the C-band). Further elimination
of water ions diminishes the absorption peak around 1440 nm and thus opens up
the E-band for data transmission, as indicated by the dashed line in Fig. 3.2. Optical
fibers that can be used in the E-band are known by names such as low-water-peak
or full-spectrum fibers.
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O E S C L UT

Spectral bands

Fig. 3.2 Optical fiber attenuation as a function of wavelength yields nominal values of 0.40 dB/km
at 1310 nm and 0.25 dB/km at 1550 nm for standard single-mode fiber; the dashed curve is the
attenuation for low-water-peak fiber

Intrinsic absorption is associatedwith the basic fibermaterial (e.g., pure SiO2) and
is the principal physical factor that defines the transparencywindowof amaterial over
a specified spectral region. Intrinsic absorption sets the fundamental lower limit on
absorption for any particular material; it is defined as the absorption that occurs when
the material is in a perfect state with no density variations, impurities, or material
inhomogeneity.

Intrinsic absorption results from electronic absorption bands in the ultraviolet
region and from atomic vibration bands in the near-infrared region. The electronic
absorption bands are associated with the energy band gaps of the amorphous glass
materials. Absorption occurs when a photon interacts with an electron in the valence
band and excites it to a higher energy level. The ultraviolet edge of the electron
absorption bands of both amorphous and crystalline materials follows the empirical
relationship [4]

αuv = CeE/E0 (3.4)

which is known as Urbach’s rule. Here, C and E0 are empirical constants and E
is the photon energy. The magnitude and characteristic exponential decay of the
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ultraviolet absorption are shown in Fig. 3.3. Because E is inversely proportional
to the wavelength λ, ultraviolet absorption decays exponentially with increasing
wavelength. In particular, the ultraviolet loss contribution in dB/kmat anywavelength
(given inμm) can be expressed empirically (derived from observation or experiment)
as a function of the mole fraction x of GeO2 as [5]

αuv = 154.2x

46.6x + 60
× 10−2exp

(
4.63

λ

)
. (3.5)

Example 3.3 Consider two silica fibers that are doped with x = 6% and 18% mole
fractions of GeO2, respectively. Compare the ultraviolet absorptions at wavelengths
of 0.7 μm and 1.3 μm.

Solution Using Eq. (3.5) for the ultraviolet absorption, then

(a) For the fiber with x = 0.06 and λ = 0.7 μm

Fig. 3.3 Optical fiber attenuation characteristics and their limiting mechanisms for a GeO2-doped
low-loss low-water-content silica fiber
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αuv = 154.2(0.06)

46.6(0.06) + 60
× 10−2exp

(
4.63

0.7

)
= 1.10 dB/km

(b) For the fiber with x = 0.06 and λ = 1.3 μm

αuv = 154.2(0.06)

46.6(0.06) + 60
× 10−2exp

(
4.63

1.3

)
= 0.07 dB/km

(c) For the fiber with x = 0.18 and λ = 0.7 μm

αuv = 154.2(0.18)

46.6(0.18) + 60
× 10−2exp

(
4.63

0.7

)
= 3.03 dB/km

(d) For the fiber with x = 0.18 and λ = 1.3 μm

αuv = 154.2(0.18)

46.6(0.18) + 60
× 10−2exp

(
4.63

1.3

)
= 0.19 dB/km.

Drill Problem 3.3 A silica fiber is doped with a 15% mole fraction of GeO2.
Compare the ultraviolet absorption at 860 nm and 1550 nm.

[Answer: 0.75 dB/km at 860 nm; 0.068 dB/km at 1550 nm.]

As Fig. 3.3 shows, absorption loss is small compared with scattering loss in the
ultraviolet, visible, and near-infrared regions ranging from 0.5 to 1.2 μm. In the
near-infrared region above 1.2 μm, the optical waveguide loss is predominantly
determined by the presence of OH ions and the intrinsic infrared absorption of the
constituent material. The intrinsic infrared absorption is associated with the char-
acteristic vibration frequency of the particular chemical bond between the atoms
of which the fiber is composed. An interaction between the vibrating bond and the
electromagnetic field of the optical signal results in a transfer of energy from the
field to the bond, thereby giving rise to absorption. This absorption is quite strong
because of the many bonds present in the fiber. An empirical expression for the
infrared absorption in dB/km for GeO2–SiO2 glass with λ given in μm is [5]

αI R = 7.81 × 1011 × exp

(−48.48

λ

)
(3.6)
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These mechanisms result in a wedge-shaped spectral-loss characteristic. Within
this wedge, losses as low as 0.148 dB/km at 1.57 μm in a single-mode fiber have
been measured [6].

3.1.3 Scattering Losses in Optical Fibers

Scattering losses in glass arise from microscopic variations in the material density,
fromcompositional fluctuations, and from structural inhomogeneity or defects occur-
ringduringfibermanufacture.AsSect. 2.7 describes, glass is composedof a randomly
connected network ofmolecules. Such a structure naturally contains regions inwhich
themolecular density is either higher or lower than the average density in the glass. In
addition, because glass is made up of several oxides, such as SiO2, GeO2, and P2O5,
compositional fluctuations can occur. These two effects give rise to refractive-index
variations that occur within the glass over distances that are small compared with
the wavelength. These index variations cause a Rayleigh-type scattering of the light.
Rayleigh scattering in glass is the same phenomenon that scatters light from the sun
in the atmosphere, thereby giving rise to a blue sky.

The exact expressions for scattering-induced attenuation are fairly complex owing
to the randommolecular nature and the various oxide constituents of glass. For single-
component glass the scattering loss at a wavelength λ (given in μm) resulting from
density fluctuations can be approximated by [4, 7] (in base e units)

αscat = 8π3

3λ4

(
n2 − 1

)2
kBT f βT (3.7)

Here, n is the refractive index, kB is Boltzmann’s constant, βT is the isothermal
compressibility of the material, and the fictive temperature Tf is the temperature at
which the density fluctuations are frozen into the glass as it solidifies (after having
been drawn into a fiber). Alternatively, the relation [4, 8] (in base e units)

αscat = 8π3

3λ4
n8 p2kBT f βT (3.8)

has been derived, where p is the photoelastic coefficient. A comparison of Eqs. (3.7)
and (3.8) is given in Problem 3.5. Note that these equations are given in units of
nepers (that is, base e units). As shown in Eq. (3.1), to change this to decibels for
optical power attenuation calculations, multiply these equations by 10 log e= 4.343.

Example 3.4 For silica the fictive temperature Tf is 1400 K, the isothermal
compressibility βT is 6.8× 10−12 cm2/dyn= 6.8× 10−11 m2/N, and the photoelastic
coefficient is 0.286. Estimate the scattering loss at a 1.30 μmwavelength where n =
1.450.

Solution Using Eq. (3.8)
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αscat = 8π3

3λ4
n8 p2kBT f βT

= 8π3

3(1.3)4
(1.45)8(0.286)2

(
1.38 × 10−23

)
(1400)

(
6.8 × 10−12

)
= 6.08 × 10−2 nepers/km = 0.26 dB/km

.

Example 3.5 For pure silica glass an approximate equation for the Rayleigh
scattering loss is given by

α(λ) = α0

(
λ0

λ

)4

where α0 = 1.64 dB/km at λ0 = 850 nm. This formula predicts scattering losses of
0.291 dB/km at 1310 nm and 0.148 dB/km at 1550 nm.

Drill Problem 3.4 Using Eq. (3.8) and the parameter values from Example
3.4, show that the estimated scattering loss in a silica fiber at 850 nm where n
= 1.455 is 1.49 dB/km.

For multicomponent glasses the scattering at a wavelength λ (measured in μm)
is given by [4]

α = 8π3

3λ4

(
δn2

)2
δV (3.9)

where the square of themean-square refractive-indexfluctuation (δn2)2 over a volume
of δV is

(
δn2

)2 =
(

∂n2

∂ρ

)2

(δρ)2 +
m∑
i=1

(
∂n2

∂Ci

)2

(δCi )
2 (3.10)

Here, δρ is the density fluctuation and δCi is the concentration fluctuation of
the ith glass component. Their magnitudes must be determined from experimental
scattering data. The factors ∂n2/∂ρ and ∂n2/∂Ci are the variations of the square of
the index with respect to the density and the ith glass component, respectively.

Structural inhomogeneities and defects created during fiber fabrication can also
cause scattering of light out of the fiber. These defects may be in the form of trapped
gas bubbles, unreacted starting materials, and crystallized regions in the glass. In
general, the preformmanufacturingmethods that have evolved haveminimized these
extrinsic effects to the point where scattering that results from them is negligible
compared with the intrinsic Rayleigh scattering.
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Rayleigh scattering follows a characteristic λ−4 dependence, so it decreases
dramatically with increasing wavelength, as is shown in Fig. 3.3. For wave-
lengths below about 1 μm it is the dominant loss mechanism in a fiber and gives
the attenuation-versus-wavelength plots their characteristic downward trend with
increasing wavelength. At wavelengths longer than 1μm, infrared absorption effects
tend to dominate optical signal attenuation.

3.1.4 Fiber Bending Losses

Radiative losses occur whenever an optical fiber undergoes a bend of finite radius of
curvature [9, 10]. Fibers can be subject to two types of curvatures: (a) macroscopic
bends having radii that are large compared with the fiber diameter, such as those that
occur when a fiber cable turns a corner, and (b) random microscopic bends of the
fiber axis that can arise when the fibers are incorporated into cables.

Large-curvature radiation loss is known as macrobending loss or simply bending
loss. For slight bends the excess loss is extremely small and is essentially unobserv-
able. As the radius of curvature decreases, the loss increases exponentially until at a
certain critical bend radius the curvature loss becomes observable. If the bend radius
is made a bit smaller once this threshold point has been reached, the losses suddenly
become extremely large.

The amount of optical radiation from a bent fiber depends on the field strength
outside of the fiber core and on the bending radius of curvature R. Because higher-
order modes in a multimode fiber are bound less tightly to the fiber core than lower-
order modes, the higher-order modes will couple more strongly into the cladding
region when the fiber is bent and thus will radiate out of the fiber first. Thus the total
number of modes that can be supported by a curved fiber is less than in a straight
fiber. The following expression [11] has been derived for the effective number of
modes Meff that are guided by a curved multimode fiber of radius a:

Mef f = M∞

{
1 − α + 2

2α	

[
2a

R
+

(
3

2n2kR

)2/3
]}

(3.11)

where α defines the graded-index profile, 	 is the core-cladding index difference, n2
is the cladding refractive index, k = 2π/λ is the wave propagation constant, and

M∞ = α

α + 2
(n1ka)2	 (3.12)

gives the total number of modes in a straight fiber [see Eq. (2.81)].

Example 3.6 Consider a graded-index multimode fiber for which the index profile
α = 2.0, the core index n1 = 1.480, the core-cladding index difference 	 = 0.01,
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and the core radius a = 25 μm. If the radius of curvature of the fiber is R = 1.0 cm,
what percentage of the modes remain in the fiber at a 1300 nm wavelength?

Solution First, from Eq. (2.20) n2 = n1(1 − 	) = 1.480 (1 − 0.01) = 1.465. Then
given that k = 2π /λ, from Eq. (3.7) the percentage of modes at a given curvature R
is

Mef f

M∞
= 1 − α + 2

2α	

[
2a

R
+

(
3

2n2kR

)2/3
]

= 1 − 1

0.01

[
2(25)

10000
+

(
3(1.3)

2(1.465)2π(10000)

)2/3
]

= 0.42

Thus 42% of the modes remain in this fiber at a 1.0 cm bend radius.

Drill Problem 3.5

(a) Show that for a step-index fiber where the index parameter α = ∞,
Eq. (3.7) becomes

Mef f

M∞
= 1 − 1

2	

[
2a

R
+

(
3

2n2kR

)2/3
]

(b) Consider a step-index multimode fiber for which the core index n1 =
1.480, the index difference	=0.01, and the core radius a=25μm. If the
radius of curvature of the fiber isR= 1 cm, show from the above equation
that the percentage of themodes remaining in the fiber at 1300 nm is 71%.
Note that k = 2π /λ.

Another form of radiation loss in optical waveguide results from mode coupling
caused by random microbends of the optical fiber [12]. Microbends are repetitive
small-scale fluctuations in the radius of curvature of the fiber axis, as is illustrated in
Fig. 3.4. They are caused either by nonuniformities in the manufacturing of the fiber
or by nonuniform lateral pressures created during the cabling of the fiber. The latter
effect is often referred to as cabling or packaging losses. An increase in attenuation
results from microbending because the fiber curvature causes repetitive coupling of
energy between the guided modes and the nonguided modes in the fiber.

One method of minimizing microbending losses is by extruding a compressible
jacket over the fiber.When external forces are applied to this configuration, the jacket
will be deformed but the fiber will tend to stay relatively straight. For a multimode
graded-index fiber having a core radius a, outer radius b (excluding the jacket), and
index difference 	, the microbending loss αM of a jacketed fiber is reduced from
that of an unjacketed fiber by a factor [13]
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Fig. 3.4 Small-scale fluctuations in the radius of curvature of the fiber axis lead to microbending
losses, which can cause power from low-order modes to couple to higher-order modes

F(αM) =
[
1 + π	2

(
b

a

)4 E f

E j

]−2

(3.13)

Here, Ej and Ef are the Young’s moduli of the jacket and fiber, respectively. The
Young’s modulus of common jacket materials ranges from 20 to 500 MPa. The
Young’s modulus of fused silica glass is about 65 GPa.

Drill Problem 3.6 Equation (3.13) gives an expression for the factor by which
microbending loss is reduced when a compressible jacket is extruded over a
fiber. Consider the case when a jacket material that has a Young’s modulus
Ej = 58 MPa is extruded over a glass fiber that has a Young’s modulus Ej =
64 GPa and a cladding-to-core ratio b/a = 2.0. Show that when the refractive
index difference 	 = 0.01, the microbending loss reduction factor is F(αM) =
0.0233 = 2.33%.

3.1.5 Core and Cladding Propagation Losses

Upon measuring the propagation losses in an actual fiber, all the dissipative and
scattering losses will be manifested simultaneously. Because the core and cladding
have different indices of refraction and therefore differ in composition, generally
the core and cladding have different attenuation coefficients denoted by α1 and α2,
respectively. If the influence of modal coupling is ignored (see Sect. 3.2.4), the loss
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for a mode of order (ν, m) for a step-index waveguide is

ανm = α1
Pcore
P

+ α2
Pclad
P

(3.14)

where P is total power in a given mode and the fractional powers Pcore/P and Pclad/P
are shown in Fig. 3.5 as a function of the V number for several low-order modes.
From the relation P = Pcore + Pclad, it follows that Eq. (3.14) can be written as

ανm = α1 + (α2 − α1)
Pclad
P

(3.15)

The total loss of the waveguide can be found by summing over all modes weighted
by the fractional power in that mode.

For the case of a graded-index fiber the situation is much more complicated. In
this case, both the attenuation coefficients and the modal power tend to be functions
of the radial coordinate. At a distance r from the core axis the loss is [14]

α(r) = α1 + (α2 − α1)
n2(0) − n2(r)

n2(0) − n22
(3.16)
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Fig. 3.5 The fractional powers Pcore/P and Pclad/P for several low-order modes
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where α1 and α2 are the axial and cladding attenuation coefficients, respectively, and
the n terms are defined by Eq. (2.38). The loss encountered by a given mode is then

αgi =
∫ ∞
0 α(r) p(r) r dr∫ ∞

0 p(r) r dr
(3.17)

where p(r) is the power density of that mode at r. The complexity of the multimode
waveguide has prevented an experimental correlation with a model. However, it has
generally been observed that the loss increases with increasing mode number.

3.2 Optical Signal Dispersion Effects

As shown in Fig. 3.6, an optical signal weakens from attenuation mechanisms and
broadens due to dispersion effects as it travels along a fiber. Eventually these two
factors will cause neighboring pulses to overlap. After a certain amount of overlap
occurs, the receiver can no longer distinguish the individual adjacent pulses and
errors arise when interpreting the received signal.

Fig. 3.6 Broadening and attenuation of two adjacent pulses as they travel along a fiber: a Originally
the pulses are separate; b the pulses overlap slightly and are clearly distinguishable; c the pulses
overlap significantly and are barely distinguishable; d eventually the pulses strongly overlap and
are indistinguishable
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This section first discusses the general factors that cause signal dispersion and then
examines the various dispersion mechanisms in more detail. Section 3.2.2 addresses
modal delay and shows how this delay is related to the information capacity of a
multimode fiber in terms of a transmitted bit rate B. Section 3.2.3 examines the
various factors contributing to dispersion in terms of the frequency dependence of
the propagation constant β. The next topics include a discussion of group velocity in
Sect. 3.2.4 and details of the various dispersion mechanisms in Sects. 3.2.5 through
3.2.8.

3.2.1 Origins of Signal Dispersion

Signal dispersion is a consequence of factors such as intermodal delay (also called
intermodal dispersion), intramodal dispersion, polarization-mode dispersion, and
higher-order dispersion effects. These effects can be explained by examining the
behavior of the group velocities of the guided modes, where the group velocity is the
speed at which energy in a particular mode travels along the fiber (see Sect. 3.2.4).

Intermodal delay (or simply modal delay) appears only in multimode fibers. Modal
delay is a result of eachmode having a different value of the group velocity at a single
frequency. From this effect one can derive an intuitive picture of the information-
carrying capacity of a multimode fiber.

Intramodal dispersion or chromatic dispersion is pulse spreading that takes place
within a single mode. This spreading arises from the finite spectral emission width
of an optical source. The phenomenon also is known as group velocity dispersion,
because the dispersion is a result of the group velocity being a function of the wave-
length. Because intramodal dispersion depends on thewavelength, its effect on signal
distortion increases with the enlarging of spectral width of the light source. The spec-
tral width is the band of wavelengths over which the source emits light. This wave-
length band normally is characterized by the root-mean-square (rms) spectral width
σλ. Depending on the device structure of a light-emitting diode (LED), the spec-
tral width is approximately 4–9% of a central wavelength. For example, as Fig. 3.7
illustrates, if the peak wavelength of an LED is 850 nm, a typical source spectral
width would be 36 nm; that is, such an LED emits most of its light in the 832–868 nm
wavelength band. Laser diode optical sources exhibit much narrower spectral widths,
with typical values being 1–2 nm for multimode lasers and 10−4 nm for single-mode
lasers (see Chap. 4).

The two main causes of intramodal dispersion are as follows:

1. Material dispersion arises due to the variations of the refractive index of the
core material as a function of wavelength. Material dispersion also is referred
to as chromatic dispersion, because this is the same effect by which a prism
spreads out a spectrum. This refractive index property causes a wavelength
dependence of the group velocity of a given mode, because as indicated by
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Fig. 3.7 Spectral emission pattern of a representative Ga1–xAlxAs LED with a peak emission at
850 nm and a half-power width of 36 nm

Eq. (2.15) the velocity of light depends on the value of the refractive index.
Thus, pulse spreading occurs even when different wavelengths simultaneously
follow the same path, because eachwavelengthwithin a pulse travels at a slightly
different velocity.

2. Waveguide dispersion causes pulse spreading because only part of the optical
power propagation along a fiber is confined to the core. Within a single propa-
gating mode, the cross-sectional distribution of light in the optical fiber varies
for different wave-lengths. Shorter wavelengths are more completely confined
to the fiber core, whereas a larger portion of the optical power at longer wave-
lengths propagates in the cladding, as shown in Fig. 3.8. The refractive index is
lower in the cladding than in the core, so the fraction of light power propagating

Fig. 3.8 Shorterwavelengths are confined closer to the center of afiber core than longerwavelengths
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in the cladding travels faster than the light confined to the core. In addition, note
that the index of refraction depends on the wavelength (see Sect. 3.2.5) so that
different spectral components within a single mode have different propagation
speeds. Dispersion thus arises because the difference in core-cladding spatial
power distributions, together with the speed variations of the various wave-
lengths, causes a change in propagation velocity for each spectral component.
The degree ofwaveguide dispersion depends on the fiber design (see Sect. 3.3.1).
Waveguide dispersion usually can be ignored in multimode fibers, but its effect
is significant in single-mode fibers.

Polarization-mode dispersion results from the fact that light-signal energy at a given
wavelength in a single-mode fiber actually occupies two orthogonal polarization
states or modes (see Sect. 2.5). At the start of the fiber the two polarization states
are aligned. However, because fiber material is not perfectly uniform throughout its
length, each polarization mode will encounter a slightly different refractive index.
Consequently each mode will travel at a slightly different velocity. The resulting
difference in propagation times between the two orthogonal polarization modes will
cause pulse spreading. Section 3.2.8 gives more details on this effect.

3.2.2 Modal Delay Effects

Intermodal dispersion ormodal delay appears only in multimode fibers. This signal-
distorting mechanism is a result of each mode having a different value of the group
velocity at a single frequency. To seewhy the delay arises, consider themeridional ray
picture given in Fig. 2.17 for a multimode step-index fiber. The steeper the angle of
propagation of the ray congruence, the higher is the mode number and, consequently,
the slower the axial group velocity. This variation in the group velocities of the
different modes results in a group delay spread, which is the intermodal dispersion.
This dispersion mechanism is eliminated by single-mode operation but is important
in multimode fibers. The maximum pulse broadening arising from the modal delay is
the difference between the travel time Tmax of the longest ray congruence paths (the
highest-order mode) and the travel time Tmin of the shortest ray congruence paths
(the fundamental mode). This broadening is simply obtained from ray tracing and
for a fiber of length L is given by

	T = Tmax − Tmin = n1
c

(
L

sinθc
− L

)
= Ln21

cn2
	 ≈ Ln1	

c
(3.18)

where from Eq. (2.21) sin θc = n2/n1 and 	 is the index difference.

Example 3.7 Consider a 1 km long multimode step-index fiber in which n1 = 1.480
and 	 = 0.01, so that n2 = 1.465. What is the modal delay per length in this fiber?

Solution Equation (3.18) yields
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	T

L
= n21

cn2
	 = 50 ns/km

This means that a pulse broadens by 50 ns after traveling a distance of 1 km in
this type of fiber.

The question now arises as to what maximum bit rate B can be sent over a multi-
mode step-index fiber. Typically the fiber capacity is specified in terms of the bit rate-
distance product BL, that is, the bit rate B times the possible transmission distance
L. In order for neighboring signal pulses to remain distinguishable at the receiver,
the pulse spread should be less than 1/B, which is the width of a bit period. For
example, a stringent requirement for a high-performance link might be 	T ≤ 0.1/B.
In general, it is necessary to have 	T < 1/B. Using Eq. (3.18) this inequality gives
the bit rate-distance product

BL <
n2
n21

c

	
(3.19)

Taking values of n1 = 1.480, n2 = 1.465, and 	 = 0.01, the capacity of this
multimode step-index fiber is BL = 20 Mb/s-km.

Example 3.8 Viewed alternatively, as illustrated in Example 3.7, for a multimode
step-index fiber with a bandwidth-distance value of BL = 20 Mb/s km the pulse
spreading is 50 ns/km. As an example, suppose the pulse width in a transmission
system is allowed to widen by at most 25%. Then for a 10 Mb/s data rate, in which
one pulse is transmitted every 100 ns, this limitation allows a spread of at most 25 ns,
which occurs in a transmission distance of 500 m. Now, suppose the data rate is
increased to 100 Mb/s, which means that one pulse is transmitted every 10 ns. In this
case the allowable spreading factor of 50 ns/km will limit the transmission distance
to only 50 m in such a multimode step-index fiber.

The root-mean-square (rms) value of the time delay is a useful parameter for
assessing the effect of modal delay in a multimode fiber. If it is assumed that the light
rays are uniformly distributed over the acceptance angles of the fiber, then the rms
impulse response σs due to intermodal dispersion in a step-index multimode fiber
can be estimated from the expression

σs ≈ Ln1	

2
√
3 c

≈ L(N A)2

4
√
3 n1c

(3.20)

Here L is the fiber length and NA is the numerical aperture. Equation (3.20)
shows that the pulse broadening is directly proportional to the core-cladding index
difference and the length of the fiber.
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Drill Problem 3.7 A 10 km transmission link consists of a step-index multi-
mode fiber that has a core index n1 = 1.480 and a core-cladding refractive
index difference 	 = 0.01.

(a) Using the approximation on the right-hand side of Eq. (3.18), show that
the delay difference between the fastest and slowest modes is 493 ns.

(b) Using Eq. (3.20), show that the rms pulse broadening resulting from
intermodal delay is 142 ns.

(c) Using Eq. (3.18) and the condition that the maximum bit rate B
should satisfy the condition B < 0.1/	T, show that the maximum bit
rate-distance product is BL = (2.03 Mb/s) km.

A successful technique for reducing modal delay in multimode fibers is through
the use of a graded refractive index in the fiber core, as shown in Fig. 2.15. In any
multimode fiber the ray paths associated with higher-order modes are concentrated
near the edge of the core and thus follow a longer path through the fiber than lower-
order modes (which are concentrated near the fiber axis). However, if the core has
a graded index profile, then the higher-order modes encounter a lower refractive
index near the core edge. Because the speed of light in a material depends on the
refractive index value, the higher-order modes travel faster in the outer core region
than those modes that propagate through a higher refractive index along the fiber
center. Consequently this reduces the delay difference between the fastest and slowest
modes. A detailed analysis using electromagnetic mode theory gives the following
absolute modal delay at the output of a graded-index fiber that has a parabolic (α =
2) core index profile:

σs ≈ Ln1	2

20
√
3 c

(3.21)

Thus for an index difference of 	 = 0.01, the theoretical improvement factor for
intermodal rms pulse broadening in a graded-index fiber is 1000.

Example 3.9 Consider the following two multimode fibers: (a) a step-index fiber
with a core index n1 = 1.458 and a core-cladding index difference 	 = 0.01; (b)
a parabolic-profile (α = 2) graded-index fiber with the same values of n1 and 	.
Compare the rms pulse broadening per kilometer for these two fibers.

Solution

(a) From Eq. (3.20)

σs

L
≈ n1	

2
√
3 c

= 1.458(0.01)

2
√
3 × 3 × 108 m/s

= 14.0 ns/km
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(b) From Eq. (3.21)

σs

L
≈ n1	2

20
√
3 c

= 1.458(0.01)2

20
√
3 × 3 × 108 m/s

= 14.0 ps/km

In graded-index fibers, careful selection of the radial refractive-index profile can
lead to bit rate-distance products of up to 1 Gb/s km.

3.2.3 Factors Contributing to Dispersion

This section briefly examines the various factors contributing to dispersion.
Sections 3.2.4–3.2.8 and Sect. 3.3 describe these factors in more detail.

As Sect. 2.3.2 notes, the z component of the wave propagation constant β is a
function of the wavelength or, equivalently, of the angular frequency ω. Because β

is a slowly varying function of this angular frequency, one can see where various
dispersion effects arise by expanding β in a Taylor series about a central frequency
ω0. Inserting such an expansion into the waveform equation, for example Eq. (2.1),
then shows the effects of variations in β due to modal dispersion and delay effects
on the frequency components of a pulse during its propagation along a fiber.

Expanding β to third order in a Taylor series yields

β(ω) ≈ β0(ω0) + β1(ω0)(ω − ω0) + 1

2
β2(ω0)(ω − ω0)

2 + 1

6
β3(ω0)(ω − ω0)

3

(3.22)

where βm (ω0) denotes the mth derivative of β with respect to ω evaluated at ω =
ω0; that is,

βm =
(

∂mβ

∂ωm

)
ω=ω0

(3.23)

Now consider the different components of the product βz, where z is the distance
traveled along the fiber. The resulting first term β0z describes a phase shift of the
propagating optical wave. From the second term of Eq. (3.22), the factor β1(ω0)z
produces a group delay τg = z/Vg, where z is the distance traveled by the pulse and
Vg = 1/β1 is the group velocity [see Eqs. (3.27) and (3.28)]. Assume β1x and β1y
are the propagation constants of the polarization components along the x-axis and
y-axis, respectively, of a particular mode. If the corresponding group delays of these
two polarization components are τgx = z β1x and τgy = z β1y in a distance z, then the
difference in the propagation times of these two modes

	τPMD = z
∣∣β1x − β1y

∣∣ (3.24)



114 3 Optical Signal Attenuation and Dispersion

is called the polarization-mode dispersion (PMD) of the ideal uniform fiber.
In the third term of Eq. (3.22), the factor β2 shows that the group velocity of a

monochromatic wave depends on the wave frequency. This means that the different
group velocities of the frequency components of a pulse cause it to broaden as it
travels along a fiber. This spreading of the group velocities is known as chromatic
dispersion or group velocity dispersion (GVD). The factor β2 is called the GVD and
the dispersion D is related to β2 through the expression

D = −2πc

λ2
β2 (3.25)

In the fourth termofEq. (3.22), the factorβ3 is knownas the third-order dispersion.
This term is important around thewavelength atwhich β2 equals zero. The third-order
dispersion can be related to the dispersion D and the dispersion slope S0 = ∂D/∂λ

(the variation in the dispersion D with wavelength) by transforming the derivative
with respect to ω into a derivative with respect to λ. Thus

β3 = ∂β2

∂ω
= − λ2

2πc

∂β2

∂λ
= − λ2

2πc

∂

∂λ

[
− λ2

2πc
D

]
= λ2

(2πc)2
(
λ2S0 + 2λD

)
(3.26)

Theprocedure for selecting the values of the parameters inEq. (3.26) are described
in ITU-T Recommendation 650.1 (see Sect. 3.3.3 for details).

3.2.4 Group Delay Results

As Example 3.8 mentions, the information-carrying capacity of a fiber link can be
determined by examining the deformation of short light pulses propagating along the
fiber. The following discussion on signal dispersion thus is carried out primarily from
the viewpoint of pulse broadening, which is representative of digital transmission.

First consider an electrical signal that modulates an optical source. For this case,
assume that the modulated optical signal excites all modes equally at the input of
the fiber. Each waveguide mode thus carries an equal amount of energy through the
fiber. Furthermore, eachmode contains all the spectral components in thewavelength
band over which the source emits. In addition, assume that each of these spectral
components is modulated in the same way. As the signal propagates along the fiber,
each spectral component can be assumed to travel independently and to undergo a
time delay or group delay per unit length τg/L in the direction of the propagation
given by [15]

τg

L
= 1

Vg
= 1

c

dβ

dk
= − λ2

2πc

∂β

∂λ
(3.27)
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Here, L is the distance traveled by the pulse, β is the propagation constant along
the fiber axis, k = 2π/λ, and the group velocity

Vg = c

(
dβ

dk

)−1

=
(

∂β

∂ω

)−1

(3.28)

is the velocity at which the energy in a pulse travels along a fiber.
Because the group delay depends on the wavelength, each spectral component of

any particular mode takes a different amount of time to travel a certain distance. As
a result of this difference in time delays, the optical signal pulse spreads out with
time as it is transmitted over the fiber. Thus the quantity of interest is the amount of
pulse spreading that arises from the group delay variation.

If the spectral width of the optical source is not too wide, the delay difference per
unit wavelength along the propagation path is approximately dτg/dλ. For spectral
components that are δλ apart andwhich lie δλ/2 above andbelowa centralwavelength
λ0, the total delay difference δτ over a distance L is

δτ = dτg

dλ
δλ = − L

2πc

(
2λ

dβ

dλ
+ λ2 d

2β

dλ2

)
δλ (3.29)

In terms of the angular frequency ω, this is written as

δτ = dτg

dω
δω = d

dω

(
L

Vg

)
δω = L

(
d2β

dω2

)
δω (3.30)

The factor β2 ≡ d2β/dω2 is the GVD parameter, which determines how much a
light pulse broadens as it travels along an optical fiber.

If the spectral width δλ of an optical source is characterized by its rms value σλ

(see Fig. 3.7 for a typical LED), then the pulse spreading can be approximated by
the rms pulse width,

σg =
∣∣∣∣dτg

dλ

∣∣∣∣σλ = Lσλ

2πc

∣∣∣∣2λdβdλ
+ λ2 d

2β

dλ2

∣∣∣∣ (3.31)

The factor

D = 1

L

dτg

dλ
= d

dλ

(
1

Vg

)
= −2πc

λ2
β2 (3.32)

is designated as the dispersion. It defines the pulse spread as a function of wave-
length and is measured in picoseconds per kilometer per nanometer [ps/(nm km)].
It is a result of material and waveguide dispersion. In many theoretical treatments
of intramodal dispersion it is assumed, for simplicity, that material dispersion and
waveguide dispersion can be calculated separately and then added to give the total
dispersion of themode. In reality, these twomechanisms are intricately related owing
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to the fact that the dispersive properties of the refractive index (which give rise to
material dispersion) also affect the waveguide dispersion. However, an examination
[16] of the interdependence of material and waveguide dispersion has shown that,
unless a very precise value to a fraction of a percent is desired, a good estimate of
the total intramodal dispersion can be obtained by calculating the effect of signal
distortion arising from one type of dispersion in the absence of the other. Thus, to a
very good approximation,D can be written as the sum of the material dispersionDmat

and the waveguide dispersionDwg.Material dispersion and waveguide dispersion are
therefore considered separately in the next two sections.

3.2.5 Material-Induced Dispersion

Material dispersion occurs because the index of refraction varies as a function of
the optical wavelength. This is exemplified in Fig. 3.9 for silica. As a consequence,
because the group velocity Vg of a mode is a function of the index of refraction, the
various spectral components of a givenmodewill travel at different speeds, depending
on the wavelength. Therefore, material dispersion is an intramodal dispersion effect
and is of particular importance for single-mode waveguides and for LED systems
(because an LED has a broader output spectrum than a laser diode).

To calculate material-induced dispersion, consider a plane wave propagating in
an infinitely extended dielectric medium that has a refractive index n(λ) equal to that
of the fiber core. The propagation constant β is thus given as

Fig. 3.9 Variations in the
index of refraction as a
function of the optical
wavelength for silica

1.540

1.520

1.500

1.480

1.460

1.440
0.2 0.4 0.6 1.0 2.0

Wavelength (μm)

In
de

x 
of

 re
fr

ac
tio

n 

Refractive index
for silica



3.2 Optical Signal Dispersion Effects 117

β = 2πn(λ)

λ
(3.33)

Substituting this expression for β into Eq. (3.27) with k = 2π/λ yields the group
delay τmat resulting from material dispersion.

τmat = L

c

(
n − λ

dn

dλ

)
(3.34)

Using Eq. (3.31), the pulse spread σmat for a source of spectral width σλ is found
by differentiating this group delay with respect to wavelength and multiplying by σλ

to yield

σmat =
∣∣∣∣dτmat

dλ

∣∣∣∣σλ = σλL

c

∣∣∣∣λd
2n

dλ2

∣∣∣∣ = σλL|Dmat (λ)| (3.35)

where Dmat (λ) is the material dispersion.

Example 3.10 A manufacturer’s data sheet lists the material dispersion Dmat of a
GeO2-doped fiber to be 110 ps/(nm km) at a wavelength of 860 nm. Find the rms
pulse broadening per kilometer due to material dispersion if the optical source is a
GaAlAs LED that has a spectral width σλ of 40 nm at a peak output wavelength of
860 nm.

Solution From Eq. (3.35) the rms material dispersion is given by

σmat/L = σλDmat = (40nm) × [110 ps/(nm · km)] = 4.4 ns/km

Example 3.11 The manufacturer’s data shows that the same fiber as in Example
3.10 has a material dispersion Dmat of 15 ps/(nm km) at a wavelength of 1550 nm.
However, now consider a laser source with a spectral width σλ of 0.2 nm at an
operating wavelength of 1550 nm. What is the rms pulse broadening per kilometer
due to material dispersion in this case?

Solution From Eq. (3.35) the rms material dispersion is given by

σmat/L = σλDmat = (0.2nm) × [15ps/(nm · km)] = 7.5 ps/km

This example shows that a dramatic reduction in dispersion can be achieved when
operating at longer wavelengths with laser sources that have a narrower spectral
width.
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3.2.6 Effects of Waveguide Dispersion

The effect of waveguide dispersion on pulse spreading can be approximated by
assuming that the refractive index of the material is independent of wavelength. First
consider the group delay—that is, the time required for a mode to travel along a fiber
of length L. To make the results independent of fiber configuration, [17] the group
delay can be expressed in terms of the normalized propagation constant b defined as

b = β2/k2 − n22
n21 − n22

(3.36)

For small values of the index difference 	 = (n1 − n2)/n1, so Eq. (3.29) can be
approximated by

b = β/k − n2
n1 − n2

(3.37)

Solving Eq. (3.37) for β then yields

β ≈ n2k(b	 + 1) (3.38)

With this expression for β and using the assumption that n2 is not a function of
wavelength, the group delay τwg arising from waveguide dispersion is given by

τwg = L

c

dβ

dk
= L

c

[
n2 + n2	

d(kb)

dk

]
(3.39)

The modal propagation constant β is generally given in terms of the normalized
frequency V defined by Eq. (2.27). Therefore one can use the approximation

V = ka
(
n21 − n22

)1/2 ≈ ka n1
√
2	 (3.40)

which is valid for small values of 	, to write the group delay in Eq. (3.39) in terms
of V instead of k, yielding

τwg = L

c

[
n2 + n2	

d(Vb)

dV

]
(3.41)

The first term in Eq. (3.41) is a constant and the second term represents the group
delay arising from waveguide dispersion. For a fixed value of V, the group delay is
different for every guided mode. When a light pulse is launched into a fiber, it is
distributed among many guided modes. These various modes arrive at the fiber end
at different times depending on their group delay, so that pulse spreading results. For
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multimode fibers the waveguide dispersion is generally very small compared with
material dispersion and can therefore be neglected.

3.2.7 Dispersion Behavior in Single-Mode Fibers

Waveguide dispersion is of importance for single-mode fibers and can be of the same
order of magnitude as material dispersion. This can be seen by comparing the two
dispersion factors. The pulse spread σwg occurring over a distribution of wavelengths
σλ is obtained from the derivative of the group delay with respect to wavelength:

σwg =
∣∣∣∣dτwg

dλ

∣∣∣∣σλ = L
∣∣Dwg(λ)

∣∣σλ = V

λ

∣∣∣∣dτwg

dV

∣∣∣∣σλ = n2L	σλ

cλ
V
d2(Vb)

dV 2
(3.42)

whereDwg(λ) is thewaveguide dispersion. From an analysis ofMaxwell’s equations,
for the HE11 mode b can be expressed as [17]

b(V ) = 1 −
(
1 + √

2
)2

[
1 + (

4 + V 4
)1/4]2 (3.43)

Figure 3.10 shows plots of this expression for b and its derivatives d(Vb)/dV and
Vd2(Vb)/dV 2 as functions of V.

Example 3.12 From Eq. (3.42) the waveguide dispersion is

Fig. 3.10 The waveguide parameter b and its derivatives d(Vb)/dV and Vd2(Vb)/dV 2 plotted as a
function of the V number for the HE11 mode (or the LP01 mode)
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Fig. 3.11 Generic representations of the magnitudes of material and waveguide dispersion as a
function of optical wavelength for a single-mode fused-silica-core fiber

Dwg(λ) = −n2	

c

1

λ

[
V
d2(Vb)

dV 2

]

Let n2 = 1.48 and 	 = 0.2%. Assume that at V = 2.4 the expression in square
brackets is 0.26. Choosing λ = 1320 nm, then the waveguide dispersion is Dwg(λ)
= –1.9 ps/(nm km).

Figure 3.11 gives generic examples of the magnitudes of material and waveguide
dispersion for a fused-silica-core single-mode fiber having V = 2.4, such as a G.652
fiber. Comparing the waveguide dispersion with the material dispersion, one can see
that for a standard non-dispersion-shifted fiber, waveguide dispersion is important
around 1320 nm. At this point, the two dispersion factors cancel to give a zero total
dispersion. However, material dispersion dominates waveguide dispersion at shorter
and longer wavelengths; for example, at 900 and 1550 nm. This figure used the
approximation that material and waveguide dispersions are additive.

3.2.8 Origin of Polarization-Mode Dispersion

The effects of fiber birefringence on the polarization states of an optical signal are
another source of pulse broadening.This is particularly critical for high-rate long-haul
transmission links (e.g., 10 and 40 Gb/s over tens of kilometers). Birefringence can
result from intrinsic factors such as geometric irregularities of thefiber core or internal
stresses on it. Deviations of less than 1% in the circularity of the core can already have
a noticeable effect in a high-speed lightwave system. In addition, external factors,
such as bending, twisting, or pinching of the fiber, can also lead to birefringence.
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Fig. 3.12 Differences in the polarization-mode propagation times as an optical pulse passes through
a fiber with varying birefringence along its length

Because all these mechanisms exist to some extent in any field-installed fiber, there
will be a varying birefringence along its length.

A fundamental property of an optical signal is its polarization state. Polarization
refers to the electric-field orientation of a light signal, which can vary significantly
along the length of a fiber. As shown in Fig. 3.12, signal energy at a given wavelength
occupies two orthogonal polarization modes. A variation in the birefringence along
its length will cause each polarization mode to travel at a slightly different velocity.
The resulting difference in propagation time 	τPMD between the two orthogonal
polarization modes will result in pulse spreading. This is the polarization-mode
dispersion (PMD) [18, 19]. If the group velocities of the two orthogonal polarization
modes are Vgx and Vgy, then the differential time delay 	τPMD between the two
polarization components during propagation of the pulse over a distance L is

	τPMD =
∣∣∣∣ L

Vgx
− L

Vgy

∣∣∣∣ (3.44)

An important point to note is that, in contrast to chromatic dispersion, which is
a relatively stable phenomenon along a fiber, PMD varies randomly along a fiber.
A principal reason for this is that the perturbations causing the birefringence effects
typically vary with temperature and stress dynamics. In practice, the effect of these
perturbations shows up as a random, time-varying fluctuation in the value of the
PMD at the fiber output. Thus 	τPMD given in Eq. (3.39) cannot be used directly to
estimate PMD. Instead, statistical estimations are needed to account for its effects.

A useful means of characterizing PMD for long fiber lengths is in terms of the
mean value of the differential group delay. This can be calculated according to the
relationship

	τPMD ≈ DPMD

√
L (3.45)
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where DPMD, which is measured in ps/
√
km, is the average PMD parameter. Typical

values of DPMD range from 0.03 to 1.3 ps/
√
km depending on the type of cable

installation. Buried cable typically does not encounter significant variations in the
surrounding environments, so the PMD value tends to be low and relatively stable.
However, aerial cables experience larger fluctuations in the value of PMD, which
result in both gradual and rapid stress variations in the fiber due to temperature
fluctuations or from sudden movements of the fiber due to wind.

To keep the probability of errors due to PMD low, a standard limit on themaximum
tolerable value of 	τPMD ranges between 10 and 20% of a bit duration. Thus 	τPMD

should be no more than 10–20 ps for 10 Gb/s data rates and 3 ps at 40 Gb/s. For
example, taking the lower tolerance limit, this means that for a 10 Gb/s link that has
20 spans of 80 km each, the PMD of the fiber must be less than 0.2 ps/

√
km.

Example 3.13 Consider a 1600 km fiber link on which data is being sent at a bit
rate B = 10 Gb/s. Assume that the maximum tolerable delay due to PMD is 10% of
a bit period, so that 	 τPMD < 0.1/B = 0.1/(10 × 109/s) = 10−11 s = 10 ps. Thus for
this link, from Eq. (3.45) the PMD must satisfy the condition

DPMD < 0.1	τPMD/
√
L = 10 ps/

√
1600 km = 0.25 ps/

√
km

Drill Problem 3.8 Consider a 1600 km fiber link on which data is being sent
at a bit rate B = 40 Gb/s. Assume that the maximum tolerable delay due to
PMD is 20% of a bit period. Show that the tolerable PMD of the transmission
fiber should <0.13 ps/

√
km.

3.3 Design and Characteristics of SMFs

This section addresses the basic design and operational characteristics of single-mode
fibers. These characteristics include index-profile configurations used to produce
different fiber types, the concept of cutoff wavelength, signal dispersion designations
and calculations, the definition of mode-field diameter, and signal loss due to fiber
bending.
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3.3.1 Tailoring of Refractive Index Profiles

When creating single-mode fibers, manufacturers pay special attention to how the
fiber design affects both chromatic and polarization-mode dispersions. Such consid-
erations are important because these dispersions set the limits on long-distance and
high-speed data transmission. As Fig. 3.11 illustrates, the chromatic dispersion of
a classic step-index silica fiber is lowest at 1310 nm. However, if the goal is to
transmit a signal as far as possible, it is better to operate the link at 1550 nm (in
the C-band) where the fiber attenuation is lower. For high-speed links the C-band
originally presented a problem for standard single-mode fibers because chromatic
dispersion is much larger at 1550 nm than at 1310 nm. Consequently, fiber designers
devised methods for adjusting the fiber parameters to shift the zero-dispersion point
to longer wavelengths.

The basic material dispersion is hard to alter significantly. However, it is
possible to modify the waveguide dispersion by changing from a simple step-
index design to more complex index profiles for the cladding, thereby creating
different chromatic-dispersion characteristics in single-mode fibers. Figure 3.13
shows representative refractive-index profiles of four fiber-design categories. These
are 1310-nm-optimized fibers, dispersion-shifted fibers, dispersion-flattened fibers,
and large-effective-core-area fibers.

Popular single-mode fibers that are used widely in telecommunication networks
are near-step-indexfibers,which are optimized for use in theO-band around 1310nm.
These 1310-nm-optimized single-mode fibers are of either the matched-cladding or
the depressed-cladding design, as shown in Fig. 3.13a.Matched-cladding fibers have
a uniform refractive index throughout the cladding. Typical mode-field diameters are
9.5 μm and the core-to-cladding index differences are around 0.35%. In depressed-
cladding fibers the cladding material next to the core has a lower index than the outer
cladding region. Mode-field diameters are around 9.0 μm, and typical positive and
negative index differences are 0.25 and 0.12%, respectively.

As Eqs. (3.35) and (3.42) show, whereas material dispersion depends only on the
composition of the material, waveguide dispersion is a function of the core radius,
the refractive index difference, and the shape of the refractive index profile. Thus
the waveguide dispersion can vary dramatically with the fiber design parameters.
By creating a fiber with a larger negative waveguide dispersion and assuming the
same values for material dispersion as in a standard single-mode fiber, the addition
of waveguide and material dispersion can then shift the zero dispersion point to
longer wavelengths. The resulting optical fiber is known as a dispersion-shifted fiber
(DSF). Examples of refractive-index profiles for dispersion-shifted fibers are shown
in Fig. 3.13b.

Because the zero-dispersion value of aDSF falls at 1550 nm, the chromatic disper-
sion is negative for wavelengths less than 1550 nm and positive for longer wave-
lengths. These positive and negative dispersions will seriously affect closely spaced
WDM signals within the C-band because of nonlinear effects in the fiber, as Chap. 12
describes. To reduce the effects of fiber nonlinearities, fiber designers developed
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Fig. 3.13 Representative cross sections of index profiles for a 1310-nm-optimized, b dispersion-
shifted, c dispersion-flattened, and d large-effective-core-area fibers
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the nonzero dispersion-shifted fiber (NZDSF). These fibers have a small amount of
either all positive or all negative dispersion throughout the C-band. A typical positive
chromatic dispersion value for a NZDSF is 4.5 ps/(nm km) at 1550 nm.

Among the NZDSF types is a single-mode optical fiber with a larger effective
core area. The larger core areas reduce the effects of fiber nonlinearities, which
otherwise limit system capacities of transmission systems that have densely spaced
WDMchannels. Figure 3.13d gives two examples of the index profile for these large-
effective-area (LEA) fibers. Whereas standard single-mode fibers have effective core
areas of about 55 μm2, these profiles yield values greater than 100 μm2.

An alternative fiber design concept is to distribute the dispersion minimum over
a wider spectral range. This approach is known as dispersion flattening. Dispersion-
flattened fibers are more complex to design than dispersion-shifted fibers, because
dispersion must be considered over a much broader range of wavelengths. However,
they offer desirable characteristics over a wide span of wavelengths. Figure 3.13c
shows typical cross-sectional refractive-index profiles. Typical waveguide dispersion
curves for three types of fiber are depicted in Fig. 3.14a. Figure 3.14b gives the
resultant total material plus waveguide dispersion characteristics.

3.3.2 Concept of Cutoff Wavelength

The cutoff wavelength of the first higher-order mode (LP11) is an important trans-
mission parameter for single-mode fibers because it separates the single- mode from
the multimode regions. Recall from Eq. (2.27) that single-mode operation occurs
above the theoretical cutoff wavelength given by

λc = 2πa

V

(
n21 − n22

)1/2 ≈ 2πa

V
n1

√
2	 (3.46)

with V = 2.405 for step-index fibers. At this wavelength, only the LP01 mode (i.e.,
the HE11 mode) should propagate in the fiber.

Example 3.14 A given step-index fiber has a core refractive index of 1.480, a core
radius equal to 4.5 μm, and a core-cladding index difference of 0.25%. What is the
cutoff wavelength for this fiber?

Solution From Eq. (3.46) for V = 2.405

λc = 2πa

V
n1

√
2	 = 2π(4.5)

2.405
(1.480)

√
2(0.0025) = 1.23 μm = 1230 nm

Because in the cutoff region the field of the LP11 mode is widely spread across the
fiber cross section (i.e., it is not tightly bound to the core), its attenuation is strongly
affected by fiber bends, length, and cabling. Recommendation G.650.1 of the ITU-T
specifies methods for determining an effective cutoff wavelength λc [20]. The test
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Fig. 3.14 a Typical waveguide dispersions and the common material dispersion for three different
single-mode fiber designs; b resultant total dispersions

setup consists of a 2 m length of fiber that contains a single 14-cm-radius loop or
several 14-cm-radius curvatures that add up to one complete loop. Using a tunable
light source that has a full-width half-maximum linewidth not exceeding 10 nm, light
is launched into the fiber so that both the LP01 and the LP11 modes are uniformly
excited.
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Fig. 3.15 Typical
attenuation-ratio versus
wavelength plot for
determining the cutoff
wavelength using the
bend-reference (or
single-mode-reference)
transmission method

First, the output power P1(λ) is measured as a function of wavelength in a suffi-
ciently wide range around the expected cutoff wavelength. Next, the output power
P2(λ) is measured over the same wavelength range when a loop of sufficiently small
radius is included in the test fiber to filter the LP11 mode. A typical radius for this
loop is 30 mm. With this measurement method, the logarithmic ratio R(λ) between
the two transmitted powers P1(λ) and P2(λ) is calculated as

R(λ) = 10log

[
P1(λ)

P2(λ)

]
(3.47)

Figure 3.15 gives a typical curve of the result. The effective cutoff wavelength
λc is defined as the largest wavelength at which the higher-order LP11 mode power
relative to the fundamental LP01 mode power is reduced to 0.l dB; that is, when, R(λ)
= 0.1 dB, as is shown in Fig. 3.15. Recommended values of λc range from 1100 to
1280 nm, to avoid modal noise and dispersion problems.

3.3.3 Standards for Dispersion Calculations

As noted in Sect. 3.3.1, the total chromatic dispersion in single-mode fibers consists
mainly of material andwaveguide dispersions. The resultant intramodal or chromatic
dispersion is represented by [21]

D(λ) = 1

L

dτ

dλ
(3.48)

where τ is the group delay. The dispersion is commonly expressed in ps/(nm km).
The broadening σ of an optical pulse over a fiber of length L is given by

σ = D(λ)Lσλ (3.49)
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where σλ is the half-power spectral width of the optical source. To measure the
dispersion, one examines the pulse delay over a desired wavelength range.

As illustrated in Fig. 3.14, the dispersion behavior varies with wavelength and
also with fiber type. Thus, various standards have recommended different formulas
to calculate the chromatic dispersion for specific fiber types operating in a given
wavelength region. To calculate the dispersion for a non-dispersion-shifted fiber
in the region ranging from 1270 to 1340 nm, the standards recommend fitting the
measured group delay per unit wavelength to a three-term Sellmeier equation of the
form [20]

τ = A + Bλ2 + Cλ−2 (3.50)

Here, A, B, and C are the curve-fitting parameters. An equivalent expression is

τ = τ0 + S0
8

(
λ − λ2

0

λ

)2

(3.51)

where τ0 is the relative delay minimum at the zero-dispersion wavelength λ0, and S0
is the value of the dispersion slope S(λ) = dD/dλ at λ0, which is given in ps/(nm2

km). Using Eq. (3.48), the dispersion for a non-dispersion-shifted fiber is

D(λ) = λS0
4

[
1 −

(
λ0

λ

)4
]

(3.52)

To calculate the dispersion for a dispersion- shifted fiber in the 1500–1600 nm
region, the standards recommend using the quadratic expression

τ = τ0 + S0
2

(λ − λ0)
2 (3.53)

which results in the dispersion expression

D(λ) = (λ − λ0)S0 (3.54)

Finally, recall from Eq. (3.26) that the third- order dispersion β3 can be given as

β3 = λ2

(2πc)2
(
λ2S0 + 2λD

)
(3.55)

When measuring a set of fibers, one will get values of λ0 ranging from λ0,min

to λ0,max. Figure 3.16 shows the range of the expected dispersion values for a set
of non-dispersion-shifted fibers in the 1270–1340 nm region. Typical values of S0
are 0.092 ps/(nm2 km) for standard non-dispersion-shifted fibers, and are between
0.06 and 0.08 ps/(nm2 km) for dispersion-shifted fibers. Alternatively, the ITU-T
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Fig. 3.16 Example of a dispersion performance curve for a set of single-mode fibers, where the
two slightly curved lines are found by solving Eq. (3.52)

Rec. G.652 has specified this as a maximum dispersion of 3.5 ps/(nm km) in the
1285–1330 nm region, as denoted by the bounding dashed lines in Fig. 3.16.

Example 3.15 Amanufacturer’s data sheet states that a non-dispersion-shifted fiber
has a zero-dispersion wavelength of 1310 nm and a dispersion slope of 0.092 ps/(nm2

· km). Compare the dispersions for this fiber at wavelengths of 1280 nm and 1550 nm.

Solution Using Eq. (3.52) the dispersion is

D(1280) = λS0
4

[
1 −

(
λ0

λ

)4
]

= (1280)(0.092)

4

[
1 −

(
1310

1280

)4
]

= −2.86 ps/(nm - km)
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D(1550) = λS0
4

[
1 −

(
λ0

λ

)4
]

= (1550)(0.092)

4

[
1 −

(
1310

1550

)4
]

= 17.5 ps/(nm - km)

Drill Problem 3.9 A single-mode optical fiber that is optimized for long-
distance high-capacity optically amplified transmission has a dispersion slope
at 1550 nmof 0.045 ps/(nm2 km) and a zero-dispersionwavelength of 1405 nm.
Using Eq. (3.52) show that the dispersions at 1310 nm and 1550 nm are −
4.76 ps/(nm km) and +5.67 ps/(nm km), respectively.

In summary for dispersion in single-mode fibers, as optical pulses travel down a
fiber, temporal broadening occurs because material and waveguide dispersion cause
different wavelengths in the optical pulse to propagate with different velocities. Thus,
as Eq. (3.49) implies, the broader the spectral width σλ of the source, the greater the
pulse dispersion will be.

3.3.4 Definition of Mode-Field Diameter

Section 2.5.2 gives the definition of the mode-field diameter in single-mode fibers.
One use of the mode-field diameter is in describing the functional properties of
a single-mode fiber, because it takes into account the wavelength-dependent field
penetration into the cladding. This is shown in Fig. 3.17 for 1300-nm-optimized,
dispersion-shifted, and dispersion-flattened single-mode fibers.

3.3.5 Bending Loss in Single-Mode Fibers

Macrobending and microbending losses are important in the design of single-mode
fibers. The bending losses are primarily a function of themode-field diameter. Gener-
ally, the bending losses are less for smaller mode-field diameters, because for smaller
mode-field diameters the modes are confined tighter to the core.

By specifying bend-radius limitations when installing standard single-mode
fibers, one can largely avoid highmicrobending losses.Manufacturers usually recom-
mend that a fiber or cable bend diameter should be no smaller than 40–50 mm
(1.6–2.0 in.). This is consistent with bend diameter limitations of 50–75 mm speci-
fied by installation guides for cable placement in ducts, fiber-splice enclosures, and
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Fig. 3.17 Typical mode-field diameter variations with wavelength for 1300 nm-optimized,
dispersion-shifted, and dispersion-flattened single-mode fibers

equipment racks. Furthermore, as Sect. 3.5 describes, the development of bend-
insensitive fibers allows much tighter coiling of these fibers in optoelectronic pack-
ages. In addition, use of these bend-insensitive fibers in jumper cables between
equipment modules greatly reduces bending loss effects when they are installed in
highly confined equipment racks.

3.4 ITU-T Standards for Fibers

The ITU-T is a leading organization that develops and publishes a wide range of
internationally recognized recommendations and standards. The organization has
created a series of recommendations for manufacturing and testing various classes
of multimode and single-mode optical fibers used in telecommunications. These
documents give guidelines for bounds on fiber parameters, such as core and cladding
sizes and circularity, attenuation, cutoff wavelength, and chromatic dispersion. The
recommendations allow a reasonable degree of design flexibility, so that fiber manu-
facturers can improve products and develop new ones within the guidelines given in
the performance specifications.

Table 3.2 summarizes the ITU-T recommendations for multimode and single-
mode optical fibers used in long-distance, access, and enterprise networks. The
following subsections describe the basic characteristics of these fibers. The recom-
mendations are available for downloading at www.itu.int.

http://www.itu.int
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Table 3.2 Recommendations for fibers used in telecom, access, and enterprise networks

ITU-T Rec. No. Title and Description

G.651.1 (Edition 2; Nov. 2018) Title: Characteristics of a 50/125 μm multimode graded index
optical fiber cable for the optical access network
Description: Requirements of a silica 50/125 μm multimode
graded index fiber cable for the 850 nm or 1300 nm regions

G.652 (Edition 9, Nov. 2016) Title: Characteristics of a Single-Mode Optical Fiber and Cable
Description: Discusses single-mode fiber optimized for O-band
(1310 nm) use, but which also can be used in the 1550 nm
region

G.653 (Edition 7, July 2010) Title: Dispersion-Shifted Single-Mode Optical Fiber and Cable
Description: Discusses single-mode optical fiber with the
zero-dispersion wavelength shifted into the 1550 nm region.
Describes chromatic dispersion for the 1460–1625 nm range
for CWDM

G.654 (Version E, Mar. 2020) Title: Cut-Off Shifted Single-Mode Optical Fiber and Cable
Description: Undersea single-mode optical fiber applications
with a zero-dispersion wavelength around 1300 nm

G.655 (Edition 5, Nov. 2009) Title: Characteristics of a Non-Zero Dispersion-Shifted
Single-Mode Optical Fiber and Cable
Description: For applications in long-haul links; describes
single-mode optical fiber with chromatic dispersion greater
than zero throughout the 1530–1565 nm wavelength range

G.656 (Edition 3, July 2010) Title: Characteristics of a Fiber and Cable with Non-Zero
Dispersion for Wideband Optical Transport
Description: Low chromatic dispersion fiber for expanded
WDM applications in the wavelength region between 1460 and
1625 nm

G.657 (Edition 4, Nov. 2016) Title: Characteristics of a bending loss insensitive single mode
optical fiber and cable for the access network
Description: Addresses use of single-mode fiber for broadband
access networks; includes bending conditions for in-building
use

3.4.1 Recommendation G.651.1

The economic demand for low-cost installations of high-speed short-distance optical
fiber links created an extensive market for multimode fibers. These links use moder-
ately priced light sources that operate in either the short-wavelength region (770–
860 nm) or in the O-band (around 1310 nm). Applications include links in locations
such as an office or government building, a medical facility, a university campus, or
a manufacturing plant, where the desired transmission distance is typically 2 km or
less.

Recommendation G.651.1 gives the requirements of a 50/125 μm multimode
graded-index silica-optical-fiber cable for use in the 850 nm or 1300 nm regions.
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System operation for this fiber is allowed either in each wavelength band individ-
ually or simultaneously in both spectral bands. The applications are intended for
access and enterprise networks in multiple-tenant building environments in which
broadband services have to be delivered to individual apartments or offices of indi-
vidual businesses. The recommendedmultimode fiber supports the cost-effective use
of 1Gb/s Ethernet systems over link lengths up to 550m. The optical fiber attenuation
values range from 2.5 dB/km at 850 nm to less than 0.6 dB/km at 1310 nm.

In addition to the recommendations of G.651.1, the IEEE 802.3 series of standards
describes the implementation of Ethernet links running at data rates up to 10 Gb/s
over distances up to 550 m.

3.4.2 Recommendation G.652

Recommendation G.652 deals with the geometrical, mechanical, and transmission
characteristics of a single-mode fiber that has a zero-dispersion value at 1310 nm.
Figure 3.18 compares the dispersion of the G.652 fiber with other single-mode fiber
types. This fiber consists of a germanium-doped silica core that has a diameter
between 5 and8μm, and a silica claddingwith a 125μmdiameter. The nominal atten-
uation is 0.4 dB/km at 1310 nm and 0.35 dB/km at 1550 nm. The maximum polar-
ization mode dispersion is 0.2 ps/km. Four subsets ranging from G.652a to G.652d
describe different variations of this type of fiber. Because G.652a/b fibers were
installed widely in telecommunication networks in the 1990s, they are commonly
known as standard single-mode fibers or 1310 nm optimized fibers. The G.652c/d
fibers allow operation in the E-band and are used widely for fiber-to-the-premises
(FTTP) installations.
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Although many long-distance cable plant installations now are using nonzero-
dispersion-shifted fiber, the huge base of G.652 fiber that is installed worldwide will
be in service for many years. If the G.652 fiber is used at 1550 nm, the chromatic
dispersion value of about 17 ps/(nm km) must be taken into account. This requires
implementation of chromatic dispersion-compensation techniques or special data
formats at high data rates. As an example, a number of field experiments have demon-
strated the ability to transmit 160 Gb/s data rates over long distances of installed
G.652a/b fiber.

In G.652c/d fibers the water ion concentration is reduced in order to eliminate
the attenuation spike in the 1360–1460 nm E-band. They are called low-water-peak
fiber and allow operation over the entire wavelength range from 1260 to 1625 nm.
One use of this fiber is for low-cost short-reach CWDM (coarse wavelength division
multiplexing) applications in the E-band. In CWDM the wavelength channels are
spaced by 20 nm, so that minimum wavelength stability control is needed for the
optical sources, as described in Chap. 10. Another important application is in a
passive optical network (PON) for FTTP access networks.

3.4.3 Recommendation G.653

Dispersion-shifted fiber (DSF) was developed for use with 1550 nm lasers. As
Fig. 3.18 illustrates, in this fiber type the zero-dispersion point is shifted to 1550 nm
where the fiber attenuation is about half that at 1310 nm. Therefore, this fiber allows
a high-speed data stream of a single-wavelength channel at or near 1550 nm to main-
tain its fidelity over long distances. However, it presents problems associated with
nonlinear effects in dense wavelength division multiplexing (DWDM) applications
in the center of the C-band where many wavelengths are packed tightly into one or
more of the operational bands. As noted in Chap. 10, to prevent undesirable nonlinear
effects in DWDM systems, the chromatic dispersion values should be positive (or
negative) over the entire operational band. Figure 3.18 shows that for G.653 fibers the
chromatic dispersion has a different sign above and below 1550 nm. Therefore, the
use of G.653 fibers for DWDM should be restricted to either the S-band (wavelengths
lower than 1550 nm) or the L-band (wavelengths higher than 1550 nm). These fibers
are seldom deployed anymore because G.655 fibers offer a better solution.

3.4.4 Recommendation G.654

This recommendation deals with cutoff -wavelength-shifted fiber that is designed for
long-distance high-power signal transmission. It describes the geometrical, mechan-
ical, and transmission characteristics of a single-mode optical fiber, which has the
zero-dispersion wavelength around 1300 nm. The fiber has a very low loss in the
1550 nm band, which is achieved by using a pure silica core. Because it has a high
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cutoffwavelength of 1500nm, this fiber is restricted to operation in the 1500–1600nm
region. It typically is used only in long-distance undersea applications.

3.4.5 Recommendation G.655

Nonzero-dispersion-shifted fiber (NZDSF) was introduced in the mid-1990s for
WDM applications. The recommendation has five different versions ranging from
G.655.A to G.655.E. Each of these categories has a slightly different value of the
dispersion coefficient at 1550 nm. For example, the original G.655.A had a positive
dispersion coefficient for wavelengths greater than 1460 nm. This enabled operation
of WDM systems in the C-band, which is the spectral operating region for erbium-
doped optical fiber amplifiers (see Chap. 11). However, the negative value for lower
wavelengths did not allow the use of this fiber in the S-band. Thus, Version G.655.B
was introduced to extendWDM applications into the S-band. As shown in Fig. 3.18,
the principal characteristic of a G.655.B fiber is that it has a nonzero dispersion value
over the entire S-band and the C-band. Version G.655.C specifies a lower PMD value
of 0.2 ps/

√
km than the 0.5 ps/

√
km value of G.655.A/B. Recommendations G.655.D

and G.655.E have slightly different values of the dispersion coefficient and disper-
sion slope in order to optimize various tradeoffs among the different G.655 versions
in power, channel spacing, amplifier separation, link length and bit rate.

3.4.6 Recommendation G.656

This recommendation describes the characteristics of a single-mode optical fiber that
has a positive chromatic dispersion value ranging from 2 to 14 ps/(nm km) in the
1460–1625 nmwavelength band.Whereas the dispersion slope is lower than inG.655
fibers, most G.656 attributes are similar to those of G.655 fibers. For example, the
mode-field diameter ranges from7 to 11μm(compared to 8–11μmforG.655 fibers),
the maximum PMD value of cabled fiber is 0.2 ps/

√
km, and the cutoff wavelength

is 1310 nm (the same as for G.655). Thus, because of the close similarity of these
two fiber types, a number of optical fiber manufacturers do not bother to distinguish
betweenG.655 andG.656 and simply refer to their offerings asG.655/656 compliant.

3.4.7 Recommendation G.657

The rapidly growing worldwide demand for broadband services in high-capacity
access networks and enterprise networks put new demands on the performance char-
acteristics of single-mode fibers that are different from telecom applications. These
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performance differences are due mainly to the high density of localized distribu-
tion and drop cables in the access and enterprise networks compared to metro and
long-haul telecom networks. In particular, in building applications the cables can be
installed inside moldings that run along the walls and around corners and doors, and
in equipment racks where the cables often are tightly coiled or bent. These condi-
tions and the many installation manipulations imposed on the cabling system call for
optical fibers with low bending loss sensitivity.

Thus the aim of ITU-T Recommendation G.657 is to describe requirements for a
fiber type that exhibits improved bending loss performance compared with existing
G.652 single-mode fiber and cables. Two categories of single-mode fibers are speci-
fied. Fibers in Category A are fully compliant with the G.652 single-mode fibers and
also can be used in other parts of the network. Single-mode fibers in Category B are
not necessarily compliant with G.652 but exhibit low values of losses at very small
bend radii. Fibers in Category B are predominantly intended for in-building use.

3.5 Designs and Use of Specialty Fibers

Telecommunication fibers, such as those described in Sect. 3.4, are designed to
transmit light with minimal change in the signal fidelity. In contrast, specialty fibers
are designed to interact with light and thereby manipulate or control some char-
acteristics of an optical signal. The light manipulation applications include optical
signal amplification, optical power coupling, dispersion compensation, wavelength
conversion, and sensing of physical parameters such as temperature, stress, pres-
sure, vibration, and fluid levels. For light-control applications a specialty fiber can
be insensitive to bends, maintain polarization states, redirect specific wavelengths,
or provide a very high attenuation for fiber terminations.

Specialty fibers can be of either a multimode or a single-mode design. Among
the optical devices that may use a specialty fiber are light transmitters, light signal
modulators, optical receivers, wavelength multiplexers, light couplers and splitters,
optical amplifiers, optical switches, wavelength add/dropmodules, and optical power
attenuators. Table 3.3 gives a summary of some specialty fibers and their applications.

Rare-Earth Doped Fiber These fibers have small amounts of rare-earth ions (for
example, 1000 parts per million weight) added to the silica material to form a basic
building block for optical fiber amplifiers. The rare-earth elements could be erbium
(Er), ytterbium (Yb), thulium (Tm), or praseodymium (Pr). As described in Chap. 11,
a length of such fiber ranging from 10 to 30m serves as a gainmedium for amplifying
optical signals in the 1.0 μm region, the C-band (1530–1560 nm), or the L-band
(1560–1625 nm). There are many variations on the doping level, cutoff wavelength,
mode-field diameter, numerical aperture, and cladding diameter for these fibers.
Erbium is the main material used for optical fiber amplifiers operating in the C-band.
Specific erbium-doped fiber configurations will yield a variety of optical amplifier
designs that can be selected according to pump laser power requirement, noise figure,
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Table 3.3 Examples of
specialty fibers and their
applications

Specialty fiber type Application

Rare-earth doped fiber Gain medium for optical fiber
amplifiers

Photosensitive fibers Fabrication of fiber Bragg
gratings

Bend-insensitive fibers Tight loops in device packages

Polarization-preserving fibers Pump lasers,
polarization-sensitive devices

Photonic crystal fibers Switches; dispersion
compensation

signal gain, and flatness of the output spectrum. Higher erbium concentrations allow
the use of shorter fiber lengths, smaller claddings are useful for compact packages,
and a higher numerical aperture allows the fiber to be coiled tightly in small packages.
Table 3.4 lists some generic parameter values of an erbium-doped fiber for use in the
C-band.

Photosensitive Sensitive Fiber The refractive index of a photosensitive fiber changes
when it is exposed to ultraviolet light. This sensitivity may be provided by doping
the fiber material with germanium and boron ions. The main application is to create
a fiber Bragg grating, which is a periodic variation of the refractive index along
the fiber axis (see Chap. 10). Applications of fiber Bragg gratings include light-
couplingmechanisms for pump lasers used in optical amplifiers,wavelength add/drop
modules, optical filters, and chromatic dispersion compensation modules.

Bend-Insensitive Fiber In many applications of optical fibers within an indoor
telecom facility and along paths inside of homes or businesses, the fibers can experi-
ence a sinuous path with sharp bends. Special attention must be paid to this situation,
because optical fibers exhibit radiative losses whenever the fiber undergoes a bend
with a finite radius of curvature. For slight bends this factor is negligible. However, as
the radius of curvature decreases, the losses increase exponentially until at a certain
critical radius the losses become extremely large. As shown in Fig. 3.19, for standard

Table 3.4 Generic parameter
values of an erbium-doped
fiber for the C-band

Parameter Specification

Peak absorption at 1530 nm 5–10 dB/m

Effective numerical
aperture

0.14–0.31

Cutoff wavelength 900 ± 50 nm; or 1300 nm

Mode-field diameter at
1550 nm

5.0–7.3 μm

Cladding diameter 125 μm standard; 80 μm for tight
coils

Coating material UV-cured acrylic
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Fig. 3.19 For standard fibers the bending loss becomes more sensitive at longer wavelengths

fibers the bending loss becomes more sensitive at longer wavelengths. A fiber with
a small bend radius might be transmitting well at 1310 nm, for example, giving an
additional loss of 1 dB at a 1 cm bending radius. However, for this bend radius there
could be a significant loss at 1550 nm resulting in an additional loss of about 100 dB
for a conventional fiber.

Such situations led the telecom industry to develop bend-loss insensitive fibers that
can tolerate numerous sharp bends for indoor installations. Such fibers have amoder-
ately higher numerical aperture (NA) than in a standard single-mode telecom fiber.
Increasing the NA reduces the sensitivity of the fiber to bending loss by confining
optical power more tightly within the core than in conventional single-mode fibers.
Bend-loss insensitive fibers are available commercially from a variety of optical fiber
manufacturers. These fibers are offered with either an 80 μm or a 125 μm cladding
diameter as standard products. The 80 μm reduced-cladding fiber results in a much
smaller volume compared with a 125 μm cladding diameter when a fiber length
is coiled up within a miniature optoelectronic device package or in a compact test
instrument.

For example, various manufacturers offer a bend insensitive fiber that has a lower
single-mode cutoff wavelength, a nominally 50% higher index difference value 	,
and a 25% higher NA than conventional telecom fibers. The higher NA of low-bend-
loss fibers allows an improved coupling efficiency from laser diode sources to planar
waveguides. Generally for bend radii of greater than 20 mm, the bending-induced
loss is negligibly small. Fibers are available in which the maximum bending induced
loss is less than 0.2 dB due to 100 turns on a 10mmmandrel. A factor to keep inmind
is that at operating wavelengths in the near infrared, the smaller mode field diameter
of low-bend-loss fibers can induce amode-mismatch losswhen interconnecting these
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Fig. 3.20 The cross-sectional geometry of two different polarization-maintaining fibers

fibers with standard single-mode fibers. However, carefully made splices between
these different fibers typically results in losses less than 0.1 dB.

Polarization-Preserving Fiber In contrast to standard single-mode optical fibers
in which the state of polarization fluctuates as a light signal propagates through
the fiber, polarization-preserving fibers have a special core design that maintains
the state of polarization along the fiber. Applications of these fibers include light
signal modulators fabricated from lithium niobate, optical amplifiers for polarization
multiplexing, light-couplingfibers for pump lasers, and polarization-mode dispersion
compensators. Figure 3.20 illustrates the cross-sectional geometry of two different
polarization-maintaining fibers, which are known as the PANDA structure and the
bowtie structure. The light circles represent the cladding and the dark areas are the
core configurations. The goal in each design is to use stress-applying parts to create
slowand fast axes in the core. Each of these axeswill guide light at a different velocity.
Crosstalk between the two axes is suppressed so that polarized light launched into
either of the axes will maintain its state of polarization as it travels along the fiber.

3.6 Character of Multicore Optical Fibers

As noted in Sect. 1.5.4, optical fibers with multiple cores have been developed as
one solution to increasing the transmission capacity of a fiber [22]. Both multimode
and single-mode multicore fibers have been constructed. A common configuration
consists of seven pure silica cores, as shown in Fig. 3.21. The material of the silica-
based cores also could have a refractive index slightly higher than pure silica. A
low refractive-index cladding layer (see the depressed-index structure in Fig. 3.13a)
surrounds each core in order to reduce core-to-core crosstalk. A typical core pitch
(center-to- center spacing of the cores) is 40 μm and the core diameters are around
8 μm for single-mode operation in the 1310 and 1490 nm regions. A marker can be
embedded in the fiber to help identify the different cores.
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Fig. 3.21 Example of a
multicore optical fiber
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3.7 Summary

Attenuation of a light signal as it propagates along a fiber is an important consid-
eration in the design of an optical communication system because it plays a major
role in determining the maximum transmission distance between a transmitter and
a receiver. The basic attenuation mechanisms are absorption, scattering, and radia-
tive losses of optical energy. The major causes of absorption are extrinsic absorp-
tion by impurity atoms and intrinsic absorption by basic constituent atoms of the
fiber material. Intrinsic absorption sets the fundamental lower limit on attenuation
for any particular material. Scattering follows a Rayleigh λ−4 dependence, which
gives attenuation-versus-wavelength plots their characteristic downward trend with
increasing wavelength.

Radiative losses occur whenever an optical fiber is bent. These losses can arise
frommacroscopic bends, such as when an optical fiber turns a corner, or frommicro-
scopic bends (microbends) of the fiber axis. Of these various effects, microbends are
the most troublesome, so special care must be taken during manufacturing, cabling,
and installation to minimize them.

In addition to being attenuated, an optical signal undergoes continuous broadening
and distortion as it travels along a fiber. The signal broadening is a consequence of
intramodal and intermodal dispersion effects. Intermodal dispersion or modal delay
appears only in multimode fibers. This dispersion mechanism is a result of each
mode having a different value of the group velocity at a single frequency. Intramodal
dispersion is pulse spreading that occurs within an individual mode and thus is
of importance in single-mode fibers. Its three main causes are material dispersion,
waveguide dispersion, and polarization-mode dispersion.
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A variety of multimode and single-mode optical fibers are used in telecommuni-
cation, access, and enterprise networks. The ITU-T has created a series of recommen-
dations for manufacturing and testing various classes of multimode and single-mode
optical fibers used in telecommunications.

Problems

3.1 Verify the expression given in Eq. (3.3) that relates α, which is in units of
dB/km, to αp, which is in units of km−1.

3.2 A certain optical fiber has an attenuation of 0.6 dB/km at 1310 nm and
0.3 dB/kmat 1550 nm. Suppose the following twooptical signals are launched
simultaneously into the fiber: an optical power of 150 μW at 1310 nm and
an optical power of 100 μW at 1550 nm. What are the power levels in μW
of these two signals at (a) 8 km and (b) 20 km?

3.3 An optical signal at a specific wavelength has lost 55% of its power after
traversing 7.0 km of fiber. What is the attenuation in dB/km of this fiber?

3.4 A continuous 40 km long optical fiber link has a loss of 0.4 dB/km. (a) What
is the minimum optical power level that must be launched into the fiber to
maintain an optical power level of 2.0 μW at the receiving end? (b) What is
the required input power if the fiber has a loss of 0.6 dB/km?

3.5 The optical power loss resulting from Rayleigh scattering in a fiber can be
calculated from either Eq. (3.7) or Eq. (3.8). Compare these two equations
for silica (n = 1.460 at 630 nm), given that the fictive temperature Tf is
1400 K, the isothermal compressibility βT is 6.8 × 10−12 cm2/dyn, and the
photoelastic coefficient is 0.286. How does this agree with measured values
ranging from 3.9 to 4.8 dB/km at 633 nm?

3.6 Consider a graded-index multimode fiber that has a core radius a = 25 μm,
a refractive index profile α = 2.0, a cladding index n2 = 1.478, and an index
difference 	 = 0.01. Using Eq. (3.11) compare the ratio Meff/M∞ for a
1310 nm wavelength when the bending radius R = 2.5 cm and when R =
1.0 cm.

3.7 Consider a graded-indexfiber having an indexprofileα =2.0, cladding refrac-
tive index n2 = 1.478, and an index difference 	 = 0.01. Using Eq. (3.11)
compare the ratio Meff/M∞ for a 1550 nm wavelength for R = 2.5 cm when
(a) a = 25 μm and (b) a = 50 μm.

3.8 Equation (3.13) gives an expression for the factor by which microbending
loss is reduced when a compressible jacket is extruded over a fiber. Consider
the case when a jacket material that has a Young’s modulus Ej = 21 MPa is
extruded over a glass fiber that has a Young’s modulus Ej = 64 GPa and a
cladding-to-core ratio b/a = 2.0.

(a) Show that when the refractive index difference	 = 0.01, the reduction
factor is
F(αM) = 0.0038 = 0.38%.

(b) Show thatwhen the refractive index difference	= 0.001, the reduction
factor is F(αM) = 0.75 = 75%.



142 3 Optical Signal Attenuation and Dispersion

3.9 Assume that a step-index fiber has a V number of 6.0. (a) Using Fig. 3.5,
estimate the fractional power Pclad/P traveling in the cladding for the four
lowest-order LP modes. (b) If the fiber in (a) is a glass-core glass-clad fiber
having core and cladding attenuations of 3.0 and 4.0 dB/km, respectively,
find the attenuations for each of the four lowest-order modes.

3.10 Assume a given mode in a graded-index fiber has a power density p(r) = P0

exp(−Kr2), where the factor K depends on the modal power distribution.

(a) Letting n(r) in Eq. (3.16) be given by Eq. (2.38) with α = 2, show that
the loss in this mode is

αgi = α1 + α2 − α1

Ka2

Because p(r) is a rapidly decaying function of r and because 	 � 1,
for ease of calculation assume that the top relation in Eq. (2.38) holds
for all values of r.

(b) Choose K such that p(a) = 0.1 P0; that is, 10% of the power flows in
the cladding. Find αgi in terms of α1 and α2.

3.11 A 5 km transmission link consists of a step-index multimode fiber that has a
core index n1 = 1.480 and a core-cladding refractive index difference 	 =
0.01.

(a) Using the approximation on the right-hand side of Eq. (3.15), show that
the delay difference between the fastest and slowest modes is 247 ns.

(b) Using Eq. (3.14a), show that the rms pulse broadening resulting from
intermodal delay is 71.2 ns.

(c) Using Eq. (3.20) and the condition that the maximum bit rate B should
satisfy the condition B < 0.1/	T, show that the maximum bit rate-
distance product is BL = 4.05 (Mb/s) km.

3.12 For wavelengths less than 1.0 μm the refractive index n satisfies a Sellmeier
relation of the form

n2 = 1 + E0Ed

E2
0 − E2

where E = hc/λ is the photon energy and E0 and Ed are, respectively, mate-
rial oscillator energy and dispersion energy parameters. In SiO2 glass, E0 =
13.4 eV and Ed = 14.7 eV. Show that, for wavelengths between 0.20 and
1.0 μm, the values of n found from the Sellmeier relation are in good agree-
ment with those shown in Fig. 3.9. To make the comparison, select three
representative points, for example, at 0.2, 0.6, and 1.0 μm.

3.13 (a) An LED operating at 850 nm has a spectral width of 45 nm. If the material
dispersion at that wavelength is 115 ps/(nm km), what is the pulse spreading
in ns/km due to material dispersion? (b) Suppose the material dispersion for
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this fiber is 20 ps/(nm km) at 1550 nm. What is the pulse spreading when a
laser diode with a 1 nm spectral width at 1550 nm is used?

3.14 Verify the plots for b, d(Vb)/dV, and Vd2(Vb)/dV 2 shown in Fig. 3.10. Use
the expression for b given by Eq. (3.43).

3.15 Derive Eq. (3.18) for modal delay by using a ray-tracing method.
3.16 Consider a step-index fiber with core and cladding diameters of 62.5 and

125μm, respectively. Let the core index n1 = 1.48 and let the index difference
	 = 1.5%. Compare the modal dispersion in units of ns/km at 1310 nm of
this fiber as given by Eq. (3.18) with the more exact expression

σmod

L
= n1 − n2

c

(
1 − π

V

)

where L is the length of the fiber and n2 is the cladding index.
3.17 Consider a standard G.652 non-dispersion-shifted single-mode optical fiber

that has a zero-dispersion wavelength at 1310 nm with a dispersion slope
of S0 = 0.0970 ps/(nm2 km). Plot the dispersion in the wavelength range
1270 nm ≤ 1 ≤ 1340 nm. Use Eq. (3.52).

3.18 Starting with Eq. (3.50), derive the dispersion expression given in Eq. (3.52).

Answers to Selected Problems

3.2 The input powers in dBm are P(100 μW) = −10.0 dBm; P(150 μW) = −
8.24 dBm

(a) P1310(8 km) = −13.0 dBm = 50 μW; P1550(8 km) =
−12.4 dBm = 57.5 μW

(b) P1310(20 km) = −20.2 dBm = 9.55 μW; P1550(20 km) =
−16.0 dBm = 25.1 μW

3.3 α = 0.5 dB/km
3.4 (a) Pin = 79.6μW = −11 dBm;

(b) Pin = 502 μW = −3 dBm
3.5 From Eq. (3.7) αscat = 0.0462 km−1 = 0.40 dB/km

From Eq. (3.8) αscat = 0.0608 km−1 = 0.26 dB/km
3.6 0.758 and 0.423 for R = 2.5 cm and 1.0 cm, respectively
3.7 0.753 and 0.553 for a = 25 μm and 50 μm, respectively
3.9

Mode order Pclad/P ανm = α1 + (α2 − α1)Pclad/P

01 0.02 3.0 + 0.02 dB/km

11 0.05 3.0 + 0.05

21 0.10 3.0 + 0.10

02 0.16 3.0 + 0.16
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3.10 (b) p(a) = 0.1 P0 = P0 e−Ka2 yields eKa
2 = 10.

This yields Ka2 = ln 10 = 2.3.
Thus αgi = α1 + (α2−α1)

2.3 = 0.57α1 + 0.43α2

3.12

Wavelength λ Calculated n n from Fig. 3.9

0.2 μm 1.548 1.550

0.6 μm 1.457 1.458

1.0 μm 1.451 1.450

3.13 (a) From Eq. (3.28) for the LED σmat/L = 3.6 ns/km
(b) For the laser diode, σmat/L = 0.16 ns/km
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Chapter 4
Light Sources for Fiber Links

Abstract Semiconductor-based light-emitting diodes and laser diodes are the two
basic types of light sources that are compatible with the dimensions of optical fibers.
These components are suitable light sources for optical communications because of
their optical power output levels, the ability to directlymodulate the light levelwith an
information signal, and their high efficiency. To understand the applications of these
optical sources, this chapter first presents some basic concepts of semiconductor
physics and then describes the operational characteristics of light-emitting diodes
and laser diodes.

Two classes of semiconductor-based light sources that are widely used for fiber
optic communications are heterojunction-structured semiconductor laser diodes
(also referred to as injection laser diodes or ILDs) and light-emitting diodes (LEDs).
A heterojunction consists of two adjoining semiconductor materials with different
bandgap energies. Note that as described below, the bandgap energy represents the
minimum energy that is required to boost an electron in a semiconductor material
to a higher energy state in which it can participate in electrical conduction. These
devices are suitable for fiber transmission systems because they have adequate output
power for a wide range of applications, their optical power output can be directly
modulated by varying the input current to the device, they have a high efficiency,
and their dimensions are compatible with those of the optical fiber. Comprehensive
treatments of the major aspects of LEDs, laser diodes, and their underlying semicon-
ductor principles are presented in various books and review articles [1–6]. Chapter 11
addresses optical fiber lasers and pump lasers used for optical amplifiers.

The intent of this chapter is to give an overview of the pertinent characteristic
of fiber-compatible semiconductor luminescent sources. The first section discusses
semiconductor material fundamentals that are relevant to light source operation. The
next two sections present the output and the operating characteristics of LEDs and
laser diodes. Next are sections concerning the temperature responses and linearity
characteristics of optical sources.

In this chapter first Sect. 4.1 shows that the light-emitting region of both LEDs
and laser diodes consists of a pn junction constructed of direct-bandgap III–V semi-
conductor materials. When this junction is forward biased, electrons and holes are
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injected into the p and n regions, respectively. These injected minority carriers can
recombine either radiatively, inwhich case a photon of energy hν is emitted, or nonra-
diatively, whereupon the recombination energy is dissipated in the form of heat. This
pn junction is thus known as the active region or recombination region.

Amajor difference between LEDs and laser diodes is that the optical output from
an LED is incoherent, whereas that from a laser diode is coherent. In a coherent
source, the optical energy is produced in an optical resonant cavity. The optical
energy released from this cavity has spatial and temporal coherence, which means it
is highly monochromatic and the output beam is very directional. In an incoherent
LED source, no optical cavity exists for wavelength selectivity. The output radiation
has a broad spectral width, because the emitted photon energies range over the energy
distribution of the recombining electrons and holes, which usually lie between 1
and 2kBT (kB is Boltzmann’s constant and T is the absolute temperature at the pn
junction). In addition, the incoherent optical energy is emitted into a broad elliptical
region according to a cosine power distribution and thus has a large beam divergence.

In choosing an optical source compatible with the optical waveguide, various
characteristics of the fiber, such as its geometry, its attenuation as a function of
wavelength, its group delay distortion, and its modal characteristics, must be taken
into account. The interplay of these factors with the optical source power, spectral
width, radiation pattern, and modulation capability needs to be considered. The
spatially directed coherent optical output from a laser diode can be coupled into
either single-mode or multimode fibers. In general, LEDs are used with multimode
fibers, because normally it is only into a multimode fiber that the incoherent optical
power from an LED can be coupled in sufficient quantities to be useful. However,
LEDs have been employed in high-speed local-area applications in which one wants
to transmit several wavelengths on the same fiber. Here, a technique called spectral
slicing is used. This entails using a passive device such as a waveguide grating array
(see Chap. 10) to split the broad spectral emission of the LED into narrow spectral
slices. Because these slices are each centered at a different wavelength, they can be
individuallymodulated externally with independent data streams and simultaneously
sent on the same fiber.

4.1 Basic Concepts of Semiconductor Physics

Because the material in this chapter assumes a rudimentary knowledge of semicon-
ductor physics, various relevant definitions are given here for semiconductor material
properties, including the concepts of energy bands, intrinsic and extrinsic materials,
pn junctions, and direct and indirect bandgaps. Further details can be found in Refs.
[4–6].
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4.1.1 Semiconductor Energy Bands

Semiconductor materials have conduction properties that lie somewhere between
those of metals and insulators. As an example material, consider silicon (Si), which
is located in the fourth column (group IV) of the periodic table of elements. A Si
atom has four electrons in its outer shell, by which it makes covalent bonds with
its neighboring atoms in a crystal. Such outer-shell electrons are called valence
electrons.

The conduction properties of a semiconductor can be interpreted with the aid
of the energy-band diagrams shown in Fig. 4.1a. In a semiconductor the valence
electrons occupy a band of energy levels called the valence band with Ev being the
highest energy level. The valence band is the lowest band of allowed states that an
electron can occupy. The next higher band of allowed energy levels for the electrons
is called the conduction band with Ec being the lowest energy level. In a pure crystal
at low temperatures, the conduction band is completely empty of electrons and the
valence band is completely full. These two bands are separated by an energy gap,
or bandgap, in which no energy levels exist. As the temperature is raised, some
electrons are thermally excited across the bandgap. For Si this excitation energy
must be greater than 1.1 eV, which is the bandgap energy. This electron excitation
process gives rise to a concentration n of free electrons in the conduction band, which
leaves behind an equal concentration p of vacancies (in which there is no electron)
or holes in the valence band, as is shown schematically in Fig. 4.1b. Both the free
electrons and the holes are mobile within the material, so that both can contribute to
electrical conductivity; that is, an electron in the valance band can move into a vacant

Fig. 4.1 a Energy level diagrams showing the excitation of an electron from the valence band to
the conduction band; b equal electron and hole concentrations in an intrinsic semiconductor created
by the thermal excitation of electrons across the bandgap
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hole. This action makes the hole move in the opposite direction to the electron flow,
as is shown in Fig. 4.1a.

When an electron propagates in a semiconductor, it interacts with the periodically
arranged constituent atoms of the material and thus experiences external forces.As a
result, to describe its acceleration acrys in a semiconductor crystal under an external
force Fext its mass needs to be described by a quantummechanical quantitymecalled
the effective mass. That is, when using the relationship Fext = meacrys (force equals
mass times acceleration), the effects of all the forces exerted on the electron within
the material are incorporated into me.

The concentration of electrons and holes is known as the intrinsic carrier concen-
tration ni, and for a perfect material with no imperfections or impurities it is given
by

n = p = ni = K exp

(
− Eg

2kBT

)
(4.1)

where

K = 2
(
2πkBT/h2

)3/2
(memh)

3/4

is a constant that is characteristic of the material. Here, T is the temperature in
degrees Kelvin, kB is Boltzmann’s constant, h is Planck’s constant, andmeandmhare
the effective masses of the electrons and holes, respectively, which can be smaller
by a factor of 10 or more than the free-space electron rest mass of m = 9.11 × 10−31

kg.

Example 4.1 Consider the following parameter values for GaAs at 300 K:

Electron rest mass m = 9.11 × 10−31 kg.

Effective electron mass me= 0.068 m = 6.19 × 10−32 kg.

Effective hole mass mh= 0.56 m = 5.10 × 10−31 kg.

Bandgap energy Eg= 1.42 eV.

What is the intrinsic carrier concentration?

Solution First the bandgap energy must be changed to units of joules:

Eg = 1.42 eV × 1.60 × 10 − 19 J/eV

Then from Eq. (4.1) the intrinsic carrier concentration is

ni = 2

[
2π

(
1.381 × 10−23

)
300(

6.626 × 10−34
)2

]3/2[(
6.19 × 10−32)(5.10 × 10−31)]3/4
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exp

[
1.42 × 1.6 × 10−19

2
(
1.381 × 10−23

)
300

]

= 2.62 × 1012m−3 = 2.62 × 106 cm−3

Drill Problem4.1 The effectivemasses for Si areme= 1.09mandmh= 0.56m
for electrons and holes, respectively, where m is the electron rest mass given
in Example 4.1. Using Eq. (4.1) show that the intrinsic carrier concentration is
n = p = ni = 1.00 × 1010 cm−3. To get an accurate value of the ratio Eg/2kBT
for the exponential factor in Eq. (4.1), use the values Eg = 1.100 eV and 2kBT
= 0.02586 eV at T = 300 °K.

The conduction in Si can be greatly increased by adding traces of impurities
from the group V elements (e.g., P, As, Sb). This process is called doping, and the
doped semiconductor is called an extrinsicmaterial.These doping elements have five
electrons in the outer shell. When they replace a Si atom, four electrons are used for
covalent bonding, and the fifth, loosely bound electron is available for conduction. As
shown in Fig. 4.2a, this gives rise to an occupied level ED, just below the conduction
band in the bandgap, called the donor level. The impurities are called donors because
they can give up (donate) an electron to the conduction band. This is reflected by
the increase in the free-electron concentration in the conduction band, as shown in
Fig. 4.2b. This type of material is called n-type material because the current is due
to (negative) electrons.

Fig. 4.2 a Donor level in an n-type material; b the ionization of donor impurities increases the
electron concentration distribution in the conduction band
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Fig. 4.3 a Acceptor level in a p-type material; b the ionization of acceptor impurities increases the
hole concentration distribution in the valence band

The conduction also increases by adding group III elements (e.g., Al, Ga, In),
which have three electrons in the outer shell. In this case, three electrons make
covalent bonds, and a hole with properties identical to that of the donor electron is
created. As shown in Fig. 4.3a, this gives rise to an unoccupied levelEA just above the
valence band. Conduction occurs when electrons are excited from the valence band
to this acceptor level (so called because the impurity atoms have accepted electrons
from the valence band). Correspondingly, the free-hole concentration increases in
the valence band, as shown in Fig. 4.3b. This is called p-type material because the
conduction is a result of (positive) hole flow.

Drill Problem 4.2 The probability f (E) that an electron occupies a given state
at an allowed energy level E is

f (E) = 1

1 + exp
[(
E − E f

)
/kBT

]

Here Ef is a reference energy called the Fermi energy or Fermi level.
Consider the case of Si, which has a bandgap energy Eg= 1.10 eV at T =
300°K. Suppose the Fermi level is at the middle of the energy gap so that Ec−
Ef = Eg/2= 0.55 eV for Si. Show that the probability that an electron occupies
a state at the bottom of the conduction band (i.e., at E = Ec) is f (Ec) = 5.80
× 10−10 at room temperature where kBT = 0.02586 eV. This shows that about
one state in two billion is occupied at the bottom of the conduction band.
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4.1.2 Intrinsic and Extrinsic Materials

A perfect material containing no impurities is called an intrinsic material. Because
of thermal vibrations of the crystal atoms, some electrons in the valence band gain
enough energy to be excited to the conduction band. This thermal generation process
produces free electron−hole pairs because every electron that moves to the conduc-
tion band leaves behind a free hole. Thus for an intrinsic material the number of
electrons and holes are both equal to the intrinsic carrier density, as denoted by
Eq. (4.1). In the opposite recombination process, a free electron in the conduction
band releases its energy and drops into a free hole in the valence band. For an extrinsic
semiconductor, the increase of one type of carrier reduces the number of the other
type. In this case, the product of the two types of carriers remains constant at a given
temperature. This gives rise to the mass-action law

pn = n2i (4.2)

which is valid for both intrinsic and extrinsic materials under thermal equilibrium.
Because the electrical conductivity is proportional to the carrier concentration,

two types of charge carriers are defined for this material:

1. Majority carriers refer either to electrons in n-type material or to holes in p-type
material;

2. Minority carriers refer either to holes in n-type material or to electrons in p-type
material.

The operation of semiconductor devices is essentially based on the injection and
extraction of minority carriers.

Example 4.2 Consider an n-type semiconductor that has been doped with a net
concentration ofND donor impurities. Let nN and pN be the electron and hole concen-
trations, respectively, where the subscript N is used to denote n-type semiconductor
characteristics. In this case, holes are created exclusively by thermal ionization of
intrinsic atoms. This process generates equal concentrations of electrons and holes,
so that the concentration of holes in an n-type semiconductor is

pN = pi = ni

Because both impurity and intrinsic atoms generate conduction electrons, the total
concentration of conduction electrons nN is

nN = ND + ni = ND + pN

Substituting Eq. (4.2) for pN (which states that, in equilibrium, the product of the
electron and hole concentrations equals the square of the intrinsic carrier density, so
that pN = n2i /nN ), it follows that
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nN = ND

2

(√
1 + 4n2i

N 2
D

+ 1

)

If ni � nD , which is generally the case, then to a good approximation

nN = ND and pN = n2i /nD

4.1.3 Concept of a pn Junction

Doped n-type or p-type semiconductor material by itself serves only as a conductor.
To make devices out of these semiconductors, it is necessary to use both types of
materials (in a single, continuous crystal structure). The junction between the two
material regions, which is known as the pn junction, is responsible for the useful
electrical characteristics of a semiconductor device.

When a pn junction is created, the majority carriers diffuse across it. This causes
electrons to fill holes in the p side of the junction and causes holes to appear on the
n side. As a result, an electric field E(x) appears across the junction, as is shown in
Fig. 4.4. The variation of this electric field creates a potential V (x) at any point x
across the pn junction. The potential can be found by integrating the electric field,

Fig. 4.4 Electron diffusion
across a pn junction creates a
barrier potential (electric
field) in the depletion region
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because by definition E= dV /dx. The resulting potential across the pn junction is the
parabolic function shown in Fig. 4.4. The magnitude of the potential varies from 0 to
a maximum value Vmax, which is called the barrier potential or the built-in potential.
This potential prevents further net movements of charges once equilibrium has been
established. The junction area now has no mobile carriers because its electrons and
holes are locked into a covalent bond structure. This region is called either the
depletion region or the space charge region.

When an external battery is connected to the pn junction with its positive terminal
to the n-type material and its negative terminal to the p-type material, the junction is
said to be reverse-biased. This is shown in Fig. 4.5. As a result of the reverse bias,
the width of the depletion region will increase on both the n side and the p side.
This effectively increases the barrier potential and prevents any majority carriers
from flowing across the junction. However, minority carriers can move with the field
across the junction. The minority carrier flow is small at normal temperatures and
operating voltages, but it can be significant when excess carriers are created as, for
example, in an illuminated photodiode.

When the pn junction is forward-biased, as shown in Fig. 4.6, the magnitude of

Fig. 4.5 A reverse bias
widens the depletion region
but allows minority carriers
to move freely with the
applied field

Fig. 4.6 Lowering the
barrier potential with a
forward bias allows majority
carriers to diffuse across the
junction
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the barrier potential is reduced. Thereby conduction-band electrons on the n side and
valence-band holes on the p side are allowed to diffuse across the junction. Once
across, they significantly increase the minority carrier concentrations, and the excess
carriers then recombine with the oppositely charged majority carriers. The recom-
bination of excess minority carriers is the mechanism by which optical radiation is
generated.

4.1.4 Direct Bandgap and Indirect Bandgap

As Sect. 2.1.4 and Eq. (4.3) note, a photon has an energy E = hν = hc/λ, where ν

and λ are the frequency and wavelength, respectively, that are associated with the
photon. When electron transitions occur between the valence and conduction bands,
an electron in the valence band can absorb the energy from an impinging photon
and thereby get boosted to the conduction band. In the case when an electron drops
from the conduction band and combines with a hole in the valence band, a photon
gets emitted in this process as Fig. 4.7 illustrates. In order for electron transitions
to take place to or from the conduction band, both energy and momentum must be
conserved. Although a photon can have considerable energy, its momentum hv/c is
very small.

Semiconductors are classified as either direct-bandgap or indirect-bandgapmate-
rials depending on the shape of the bandgap as a function of the momentum k, as
shown in Fig. 4.7. Now consider the recombination of an electron and a hole, accom-
panied by the emission of a photon. The simplest and most probable recombination
process will be that where the electron and hole have the same momentum value (see
Fig. 4.7a). This is a direct-bandgap material.

For indirect-bandgap materials, the conduction band minimum and the valence
band maximum energy levels occur at different values of momentum, as shown in
Fig. 4.7b. Here, band-to-band recombinationmust involve a third particle to conserve
momentumbecause the photonmomentum is very small.Phonons (i.e., crystal lattice
vibrations) serve this purpose.

4.1.5 Fabrication of Semiconductor Devices

In fabricating semiconductor devices, the crystal structure of the various material
regions must be carefully taken into account. In any crystal structure, single atoms
(e.g., Si or Ge) or groups of atoms (e.g., NaCl or GaAs) are arranged in a repeated
pattern in space. This periodic arrangement defines a lattice, and the spacing between
the atoms or groups of atoms is called the lattice spacing or the lattice constant.
Typical lattice spacings are a few angstroms (1 angstrom = 0.1 nm).

Semiconductor devices generally are fabricated by starting with a crystalline
substrate that provides mechanical strength for mounting the device and for making
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Fig. 4.7 a Electron recombination and the associated photon emission for a direct-bandgap mate-
rial; b electron recombination for indirect-bandgap materials requires a phonon of energy Eph and
momentum kph
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electric contacts. A technique of crystal growth by chemical reaction is then used
to grow thin layers of semiconductor materials on the substrate. These materials
must have lattice structures that are identical to those of the substrate crystal. In
particular, the lattice spacings of adjacent materials should be closely matched to
avoid temperature-induced stresses and strains at the material interfaces. This type
of growth is called epitaxial, which is derived from the Greek words epi meaning
on and taxis meaning arrangement; that is, it is an arrangement of atoms from one
material on another material. An important characteristic of epitaxial growth is that
it is relatively simple to change the impurity concentration of successive material
layers, so that a layered semiconductor device can be fabricated in a continuous
process. Epitaxial layers can be formed by vapor phase, liquid phase, or molecular
beam growth techniques [4–6].

4.2 Principles of Light-Emitting Diodes (LEDs)

For optical communication systems requiring bit rates less than approximately
100−200 Mb/s together with multimode fiber-coupled optical power in the tens
of microwatts, semiconductor light-emitting diodes (LEDs) are usually the appro-
priate light source choice. These LEDs require less complex drive circuitry than laser
diodes as no thermal or optical stabilization circuits are needed (see Sect. 4.3.6), and
they can be fabricated less expensively with higher yields.

4.2.1 LED Structures

To be useful in fiber transmission applications, an LED must have a high radiance
output, a fast emission response time, and high quantum efficiency. Its radiance is
a measure, in watts, of the optical power radiated into a unit solid angle per unit
area of the emitting surface. High radiances are necessary to couple sufficiently high
optical power levels into a fiber, as shown in detail in Chap. 5. The emission response
time is the time delay between the application of a current pulse and the onset of
optical emission. As is discussed in Sects. 4.2.4 and 4.3.7, this time delay is the factor
limiting the bandwidth (i.e., the data rate) with which the source can be modulated
directly by varying the injected current. The quantum efficiency is related to the
fraction of injected electron−hole pairs that recombine radiatively. This is defined
and described in detail in Sect. 4.2.3.

To achieve a high radiance and high quantum efficiency, the LED structure must
provide a means of confining the charge carriers and the stimulated optical emission
to the active region of the pn junction where radiative recombination takes place.
Carrier confinement is used to achieve a high level of radiative recombination in
the active region of the device, which yields a high quantum efficiency. Optical
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confinement is of importance for preventing absorption of the emitted radiation by
the material surrounding the pn junction.

To achieve carrier and optical confinement, LED configurations such as homo-
junctions and single and double heterojunctions have been widely investigated [7, 8].
The most effective of these structures is the configuration shown in Fig. 4.8. This is
referred to as a double-heterostructure (or heterojunction) device because of the two
different semiconductor alloy layers on each side of the active region. This configu-
ration evolved from studies on laser diodes. By means of this sandwich structure of
differently composed alloy layers, both the carriers and the optical field are confined

Fig. 4.8 a Cross-sectional drawing (not to scale) of a typical GaAlAs double-heterostructure light
emitter in which x > y to provide for both carrier confinement and optical guiding; b energy band
diagram showing the active region, and the electron and hole barriers that confine the charge carriers
to the active layer; c variations in the refractive index; the lower index of refraction of the material
in regions 1 and 5 creates an optical barrier around the waveguide region
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Fig. 4.9 Schematic (not to scale) of a high-radiance surface-emitting LED where the active region
is limited to a circular section having an area compatible with the fiber-core end face

in the central active layer. The bandgap differences of adjacent layers confine the
charge carriers (Fig. 4.8b), and the differences in the indices of refraction of adjoining
layers confine the optical field to the central active layer (Fig. 4.8c). This dual confine-
ment leads to both high efficiency andhigh radiance.Other parameters influencing the
device performance include optical absorption in the active region (self-absorption),
carrier recombination at the heterostructure interfaces, doping concentration of the
active layer, injection carrier density, and active-layer thickness. The effects of these
parameters are discussed in the following sections.

The two basic LED configurations being used for fiber optics are surface emitters
(also called Burrus or front emitters) and edge emitters. In the surface emitter shown
in Fig. 4.9, the plane of the active light-emitting region is oriented perpendicularly to
the axis of the fiber [9]. In this configuration, a well is etched through the substrate
of the device, into which a fiber is then cemented in order to accept the emitted
light. The circular active area in practical surface emitters is nominally 50 μm in
diameter and up to 2.5 μm thick. The emission pattern is essentially isotropic with a
120° half-power beam width. This device is useful for coupling light into multimode
fibers.

This isotropic pattern from such a surface emitter is called aLambertian pattern. In
this pattern (see Fig. 5.2), the source has the same apparent brightness (or luminance)
when viewed from any direction, but the power diminishes as cosθ, where θ is the
angle between the viewing direction and the normal to the surface (this is because
the projected area one sees decreases as cosθ). Thus, the power is down to 50% of
its peak when θ = 60°, so that the total half-power beam width is 120°.

The edge emitter depicted in Fig. 4.10 consists of an active junction region, which
is the source of the incoherent light, and two guiding layers. The guiding layers both
have a refractive index lower than that of the active region but higher than the index
of the surrounding material. This structure forms a waveguide channel that directs
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Fig. 4.10 Schematic (not to scale) of an edge-emitting double-heterojunction LED in which the
output beam is Lambertian in the plane of the pn junction (θ| | = 120°) and highly directional
perpendicular to the pn junction (θ⊥ ≈ 30°)

the optical radiation toward the fiber core. To match the typical multimode fiber core
diameters (50−100μm), the contact stripes for the edge emitter are 50−70μmwide.
Lengths of the active regions usually range from100 to 150μm.The emission pattern
of the edge emitter is more directional than that of the surface emitter, as is illustrated
in Fig. 4.10. In the plane parallel to the junction, where there is no waveguide effect,
the emitted beam is Lambertian (varying as cosθ) with a half-power width of θ| | =
120°. In the plane perpendicular to the junction, the half-power beam θ⊥ has been
made as small as 25°−35° by a proper choice of the waveguide thickness.

4.2.2 Semiconductor Materials for Light Sources

The semiconductor material that is used for the active layer of an optical source must
have a direct bandgap. In a direct-bandgap semiconductor, electrons and holes can
recombine directly across the bandgap without needing a third particle to conserve
momentum, as shown in Fig. 4.7a. Only in direct-bandgap material is the radiative
recombination sufficiently high to produce an adequate level of optical emission.
Although none of the normal single-element semiconductors are direct-bandgap
materials, many binary compounds are. The most important of these compounds
are made from III-V materials. That is, the compounds consist of selections from a
group III element (e.g., Al, Ga, or In) and a group V element (e.g., P, As, or Sb).
Various ternary and quaternary combinations of binary compounds of these elements
are also direct-gap materials and are suitable candidates for optical sources.

For operation in the spectrum ranging from 800 to 900 nm, the principal material
used is the ternary alloy Ga1−xAlxAs. The ratio x of aluminum arsenide to gallium
arsenide determines the bandgap of the alloy and, correspondingly, the wavelength
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Fig. 4.11 Bandgap energy
and output wavelength as a
function of aluminum mole
fraction x for AlxGa1−xAs at
room temperature
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of the peak emitted radiation. This is illustrated in Fig. 4.11. For values of x greater
than about 0.37, the bandgap changes from a direct to an indirect bandgap. The value
of x for the active-area material is usually chosen to be around 0.1 for an emission
wavelength of 800−850 nm. An example of the emission spectrum of a Ga1−xAlxAs
LED with x = 0.08 is shown in Fig. 4.12. The peak output power occurs at 810 nm.
The width of the spectral pattern at its half-power point is known as the full-width
half-maximum (FWHM) spectral width. For LEDs this parameter varies between 20

Full-width
half-maximum

FWHM

Fig. 4.12 Spectral emission pattern of a representative 810-nm Ga1−xAlxAs LED with x = 0.08,
which gives a spectral pattern width at its half-power point of 36 nm
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and 50 nm depending on the wavelength. As an example, Fig. 4.12 shows a FWHM
spectral width σλ of 36 nm for the 810-nm LED.

At longer wavelengths the quaternary alloy In1−xGaxAsyP1−yis one of the primary
material candidates. By varying the mole fractions x and y in the active area,
LEDs with peak output powers at any wavelength between 1.0 and 1.7 μm can be
constructed. For simplicity, the notations GaAlAs and InGaAsP are generally used
unless there is an explicit need to know the values of x and y. Other notations such
as AlGaAs, (Al, Ga)As, (GaAl)As, GaInPAs, and InxGa1−xAsyP1−yare also found in
the literature. From the last notation, it is obvious that, depending on the preference
of the particular author, the values of x and 1 − x for the same material could be
interchanged in different articles in the literature.

The alloys GaAlAs and InGaAsP are chosen to make semiconductor light sources
because it is possible to match the lattice parameters of the heterostructure interfaces
by using a proper combination of binary, ternary, and quaternary materials. A very
close match between the crystal lattice parameters of the two adjoining heterojunc-
tions is required to reduce interfacial defects and to minimize strains in the device
as the temperature varies. These factors directly affect the radiative efficiency and
lifetime of a light source. Using the fundamental quantum mechanical relationship
between energy E and frequency ν, which is E = hν = hc/λ, the peak emission
wavelength λ in micrometers can be expressed as a function of the bandgap energy
Eg in electron volts by the equation

λ(in μm) = 1.240

Eg(in eV)
(4.3)

One can determine the bandgap of a semiconductor by measuring the energy
required to excite electrons from the valence band to the conduction band. Table 4.1
lists the bandgap energies of some common device materials used in various aspects
of optical fiber communication applications.

A heterojunction with matching lattice parameters is created by choosing two
material compositions that have the same lattice constant but different bandgap ener-
gies (the bandgap differences are used to confine the charge carriers). In the ternary
alloy Ga1−xAlxAs the bandgap energy Egin electron volts for values of x between
zero and 0.37 (the direct-bandgap region) can be found from the empirical equation

Table 4.1 Bandgap energies
of some common
semiconductor materials

Semiconductor material Bandgap energy (eV)

Silicon (Si) 1.12

GaAs 1.43

Germanium (Ge) 0.67

InP 1.35

Ga0.93Al0.07As 1.51

In0.74Ga0.26As0.57P0.43 0.97
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[1, 9]

Eg = 1.424 + 1.266x + 0.266x2 (4.4)

Given the value of Egin electron volts, the peak emission wavelength in
micrometers is found from Eq. (4.3).

Example 4.3 A particular Ga1−xAlxAs laser is constructed with a material ratio x
= 0.07. Find (a) the bandgap of this material; (b) the peak emission wavelength.

Solution (a) From Eq. (4.4), Eg= 1.424 + 1.266(0.07) + 0.266(0.07)2 = 1.51 eV.
(b) Using this value of the bandgap energy in Eq. (4.3) yields.

λ(μm) = 1.240/1.51 = 0.82μm = 820 nm

The bandgap energy and lattice-constant range for the quaternary alloy InGaAsP
are much larger. In this case, the compositional parameters x and y follow the rela-
tionship y = 2.20x with 0 ≤ x ≤ 0.47. For In1−xGaxAsyP1−ycompositions that are
lattice-matched to InP, the bandgap in eV varies as

Eg = 1.35 − 0.72y + 0.12y2 (4.5)

Bandgap wavelengths from 0.92 to 1.65 μm are covered by this material system
[8, 10].

Example 4.4 Consider the material alloy In0.74Ga0.26As0.57P0.43, that is, x = 0.26
and y = 0.57 in the general formula In1−xGaxAsyP1−y. Find (a) the bandgap of this
material; (b) the peak emission wavelength.

Solution (a) From Eq. (4.5), Eg= 1.35 − 0.72(0.57) + 0.12(0.57)2 = 0.97 eV (b)
Using this value of the bandgap energy in Eq. (4.3) yields (in micrometers)

λ(μm) = 1.240/0.97 = 1.27μm = 1270 nm

Whereas the FWHM power spectral widths of LEDs in the 800-nm region are
around 35 nm, this increases in longer-wavelength materials. For devices operating
in the 1300-to-1600-nm region, the spectral widths vary from around 70 to 180 nm.
Figure 4.13 shows examples for devices emitting at 1300 nm. In addition, as Fig. 4.13
shows, the output spectral widths of surface-emitting LEDs tend to be broader than
those of edge-emitting LEDs because of different internal absorption effects of the
emitted light in the two device structures.

Table 4.2 lists typical characteristics of surface-emitting LEDs (SLED) and edge-
emitting LEDS (ELED). The materials used in these examples are GaAlAs for oper-
ation at 850 nm and InGaAsP for 1310-nm devices. The fiber-coupled power listing
is the amount of light that can be accepted by a 50-μm core diameter multimode
fiber.
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Wavelength (nm)
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Spectral widths
broaden with
increasing wavelength

FWHM

Fig. 4.13 Typical spectral patterns for edge-emitting and surface-emitting LEDs at 1310 nm. The
patterns broaden with increasing wavelength and are wider for surface emitters

Table 4.2 Typical characteristics of surface-emitting and edge-emitting LEDs

LED type Material Wavelength
(nm)

Operating
current (mA)

Fiber-coupled
power (μW)

Nominal
FWHM (nm)

SLED GaAlAs 850 110 40 35

ELED InGaAsP 1310 100 15 80

SLED InGaAsP 1310 110 30 150

Drill Problem4.3 An important parameter ofGaAs is the value of its refractive
index as a function of wavelength. For the range λ = 0.89 to 4.1 μm the
refractive index is given by

n2 = 7.10 + 3.78λ2

λ2 − 0.2767

where λ is given in micrometers. Compare the refractive indices of GaAs at
810 nm and 900 nm [Answer: n = 3.69 at 810 nm and 3.58 at 900 nm.]
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4.2.3 LED Quantum Efficiency and Output Power

An excess of electrons and holes in p-type and n-type material, respectively (referred
to asminority carriers) is created in a semiconductor light source by carrier injection
at the device contacts. The excess densities of electrons n and holes p are equal,
because the injected carriers are formed and recombine in pairs in accordance with
the requirement for charge neutrality in the crystal. When carrier injection stops, the
carrier density returns to the equilibrium value. In general, the excess carrier density
decays exponentially with time according to the relation

n = n0e
−t/τ (4.6)

where n0 is the initial injected excess electron density and the time constant τ is the
carrier lifetime (the average time it takes for a minority carrier to recombine). This
lifetime is one of the most important operating parameters of an electro-optic device.
Its value can range from milliseconds to fractions of a nanosecond depending on
material composition and device defects.

The excess carriers can recombine either radiatively or nonradiatively. In radiative
recombination a photon of energy hν, which is approximately equal to the bandgap
energy, is emitted. Nonradiative recombination effects include optical absorption
in the active region (self-absorption), carrier recombination at the heterostructure
interfaces, and theAuger process inwhich the energy released during an electron-hole
recombination is transferred to another carrier in the form of kinetic energy.

When there is a constant current flow into an LED, an equilibrium condition is
established. That is, the excess density of electrons n and holes p is equal because
the injected carriers are created and recombined in pairs such that charge neutrality
is maintained within the device. The total rate at which carriers are generated is the
sum of the externally supplied rate and the thermally generated rate. The rate of
externally supplied carriers is J/qd, where J is the current density in A/cm2, q is
the electron charge, and d is the thickness of the recombination region. The thermal
generation rate is given by n/τ. Then the rate equation for carrier recombination in
an LED can be written as

dn

dt
= J

qd
− n

τ
(4.7)

The equilibrium condition is found by setting Eq. (4.7) equal to zero, yielding

n = Jτ

qd
(4.8)

This relationship gives the steady-state electron density in the active region when
a constant current is flowing through it.

The internal quantum efficiency in the active region is the fraction of the electron-
hole pairs that recombine radiatively. If the radiative recombination rate is Rr and
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the nonradiative recombination rate is Rnr, then the internal quantum efficiency ηint

is the ratio of the radiative recombination rate to the total recombination rate:

ηint = Rr

Rr + Rnr
(4.9)

For exponential decay of excess carriers, the radiative recombination lifetime is τr
= n/Rr and the nonradiative recombination lifetime is τnr = n/Rnr. Thus the internal
quantum efficiency can be expressed as

ηint = 1

1 + τr
τnr

= τ

τr
(4.10)

where the bulk recombination lifetime τ is

1

τ
= 1

τr
+ 1

τnr
(4.11)

In general, τr and τnr are comparable for direct-bandgap semiconductors, such
as GaAlAs and InGaAsP. This also means that Rr and Rnr are similar in magni-
tude, so that the internal quantum efficiency is about 50 percent for simple homo-
junction LEDs. However, LEDs having double-heterojunction structures can have
quantum efficiencies of 60−80%. This high efficiency is achieved because the thin
active regions of these devices mitigate the self-absorption effects, which reduces
the nonradiative recombination rate.

If the current injected into the LED is I, then the total number of recombinations
per second is

Rr + Rnr = I/q (4.12)

Substituting Eq. (4.12) into Eq. (4.9) then yields Rr = ηint I/q. Noting that Rr is
the total number of photons generated per second and that each photon has an energy
hν, then the optical power generated internally to the LED is

Pint = ηint
I

q
hν = ηint

hcI

qλ
(4.13)

Example 4.5 Suppose that a double-heterojunction InGaAsP LED emitting at a
peak wavelength of 1310 nm has radiative and nonradiative recombination times of
30 and 100 ns, respectively, and let the drive current be 40 mA. Find (a) the bulk
recombination time; (b) the internal quantum efficiency; and (c) the internal power
level.

Solution (a) From Eq. (4.11), the bulk recombination lifetime is



168 4 Light Sources for Fiber Links

τ = τrτnr

τr + τnr
= 30 × 300

30 + 300
ns = 23.1 ns

(b) Using Eq. (4.10), the internal quantum efficiency is

ηint = τ

τr
= 23.1

30
= 0.77

(c) Substituting this into Eq. (4.13) yields an internal power level of

Pint = ηint
hcI

qλ
= 0.77

(6.6256 × 10−34 J s)(3 × 108 m/s)(0.040A)

(1.602 × 10−19 C)(1.31 × 10−6 m)

= 29.2mW

Not all internally generated photonswill exit the device. To find the emitted power,
one needs to consider the external quantum efficiency ηext. This is defined as the ratio
of the photons emitted from the LED to the number of internally generated photons.
To find the external quantum efficiency, one needs to take into account reflection
effects at the surface of the LED. As shown in Fig. 4.14 and described in Sect. 2.2, at
the interface of a material boundary only that fraction of light falling within a cone
defined by the critical angle ϕc will cross the interface. Recall from Eq. (2.18) that
ϕc = sin−1 (n2/n1). Here, n1 is the refractive index of the semiconductor material
and n2 is the refractive index of the outside material, which nominally is air with n2
= 1.0. The external quantum efficiency can then be calculated from the expression

LED facet

Emitted waves
captured by a fiber

Reflected wave

Confinement layer

Confinement layer

Light-generating
and guiding region

Fiber
acceptance
cone

Fig. 4.14 Only light emitted from an optical source that falls within an acceptance cone defined
by the critical angle ϕc will be captured by the fiber
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ηext = 1

4π

φc∫
0

T (φ)(2πsinφ)dφ (4.14)

where T (ϕ) is the Fresnel transmission coefficient or Fresnel transmissivity. This
factor depends on the incidence angleϕ, but, for simplicity, one can use the expression
for normal incidence, which is (see Sect. 2.2.2)

T (0) = 4n1n2
(n1 + n2)

2 (4.15)

Assuming the outside medium is air and letting n1 = n, then T (0) = 4n/(n + 1)2.
The external quantum efficiency is then approximately given by

ηext = 1

n(n + 1)2
(4.16)

From this, it follows that the optical power emitted from the LED is

P = ηext Pint = Pint
n(n + 1)2

(4.17)

Example 4.6 Assume a typical value of n = 3.5 for the refractive index of an LED
material. What percent of the internally generated optical power is emitted into an
air medium?

Solution Taking the condition for normal incidence, then fromEq. (4.16) the percent
of the optical power that is generated internally in the device that is emitted into an
air medium is

ηext = 1

n(n + 1)2
= 1

3.5(3.5 + 1)2
= 1.41%

This shows that only a small fraction of the internally generated optical power is
emitted from the device.

Drill Problem 4.4 (a) Verify that 32% of the photons generated inside a GaAs
device are reflected when the emitted light is incident normally from the GaAs
at an interface with air. The refractive index of air is 1.00 and let that of GaAs
be 3.58. (b) Show that the reflected fraction of photons changes to 17% when
the external material interface is a glass fiber with an index of 1.48.
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4.2.4 Response Time of an LED

The response time or frequency response of an optical source dictates how fast an
electrical input drive signal can vary the light output level. The following three factors
largely determine the response time: the doping level in the active region, the injected
carrier lifetime τi in the recombination region, and the parasitic capacitance of the
LED. If the drive current is modulated at a frequency ω, the optical output power of
the device will vary as

P(ω) = P0
[
1 + (ωτi )

2
]−1/2

(4.18)

where P0 is the power emitted at zero modulation frequency. The parasitic capaci-
tance can cause a delay of the carrier injection into the active junction, and, conse-
quently, could delay the optical output [11]. This delay is negligible if a small,
constant forward bias is applied to the diode. Under this condition, Eq. (4.18) is
valid and the modulation response is limited only by the carrier recombination time.

Example 4.7 A particular LED has a 5-ns injected carrier lifetime. When no modu-
lation current is applied to the device, the optical output power is 0.250 mW for a
specified dc bias. Assuming parasitic capacitances are negligible, what are the optical
outputs at modulation frequencies f of (a) 10 MHz and (b) 100 MHz? Note: ω =
2πf.

Solution (a) From Eq. (4.18) the optical output at 10 MHz is

P(ω) = P0√
1 + (ωτi )

2
= 0.250√

1 + [
2π

(
10 × 106

)(
5 × 10−9

)]2
= 0.239mW = 239μW

(b) Similarly, the optical output at 100 MHz is

P(ω) = P0√
1 + (ωτi )

2
= 0.250√

1 + [
2π

(
100 × 106

)(
5 × 10−9

)]2
= 0.076 mW = 76μW

Thus the output of this particular device decreases at higher modulation rates.

The modulation bandwidth of an LED can be defined in either electrical or
optical terms. Normally, electrical terms are used because the bandwidth is actually
determined via the associated electrical circuitry. Thus the modulation bandwidth
is defined as the point where the electrical signal power, designated by p(ω), has
dropped to half its constant value resulting from the modulated portion of the optical
signal. This is the electrical 3-dB point; that is, the frequency at which the output
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Fig. 4.15 Frequency response of an optical source showing the electrical and optical 3-dB
bandwidth points

electrical power is reduced by 3 dB with respect to the input electrical power, as is
illustrated in Fig. 4.15.

An optical source exhibits a linear relationship between light power and current,
so currents rather than voltages (which are used in electrical systems) are compared in
optical systems. Thus, because p(ω) = I2(ω)/R, then the ratio of the output electrical
power at the frequency ω to the power at zero modulation is

Ratioelec = 10log

[
p(ω)

p(0)

]
= 10log

[
I 2(ω)

I 2(0)

]
(4.19)

where I(ω) is the electrical current in the detection circuitry and R is the resistance.
The electrical 3-dB point occurs at that frequency point where the detected electrical
power p(ω) = p(0)/2. This happens when

I 2(ω)

I 2(0)
= 1

2
(4.20)

or I(ω)/I(0) = 1/ 2 = 0.707.

Example 4.8 Consider the particular LED described in Example 4.7, which has a
5-ns injected carrier lifetime. (a) What is the 3-dB optical bandwidth of this device?
(b) What is the 3-dB electrical bandwidth of this device?

Solution (a) The 3-dB optical bandwidth occurs at the modulation frequency for
which P(ω) = 0.5P0. Using Eq. (4.18) yields

1√
1 + (ωτi )

2
= 1

2
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so that 1 + (ωτi)2 = 4, or ωτi =
√
3 . Solving this expression for the frequency ω

= 2πf yields

f =
√
3

2πτi
=

√
3

2π × 5 × 10−9
= 55.1MHz

(b) The 3-dB electrical bandwidth is f/
√
2 = 0.707 (55.1 MHz) = 39.0 MHz.

Sometimes, the modulation bandwidth of an LED is given in terms of the 3-dB
bandwidth of themodulated optical powerP(ω); that is, it is specified at the frequency
where P(ω) = P0/2. In this case, the 3-dBbandwidth is determined from the ratio of
the optical power at frequency ω to the unmodulated value of the optical power P0.
Because the detected current is directly proportional to the optical power, this ratio
is

Ratiooptical = 10 log

[
P(ω)

P(0)

]
= 10 log

[
I (ω)

I (0)

]
(4.21)

The optical 3-dB point occurs at that frequency where the ratio of the currents is
equal to 1/2. As shown in Fig. 4.15, this gives an inflated value of the modulation
bandwidth, which corresponds to an electrical power attenuation of 6 dB.

Drill Problem 4.5 A GaAlAs LED with an active region width of 1.0 μm
operates at 300°K at a current density level of J = 100 A/cm2. Assuming the
steady-state electron density at this current density is n = 6 × 1016 cm−3, first
use Eq. (4.8) to calculate that the carrier lifetime τ is 9.6 ns. With this value
of τ , use the expression given in Example 4.8 to show that the 3-dB cutoff
frequency is 28.7 MHz.

4.3 Principles of Laser Diodes

Lasers come in many forms with dimensions ranging from the size of a grain of salt
to one that will occupy an entire room. The lasing medium can be a gas, a liquid, an
insulating crystal (solid state), or a semiconductor. For optical fiber systems the laser
sources used almost exclusively are semiconductor laser diodes. They are similar to
other lasers, such as the conventional solid-state and gas lasers, in that the emitted
radiation has spatial and temporal coherence; that is, the output radiation is highly
monochromatic and the light beam is very directional.

Despite their physical and material differences, the basic principle of operation
is the same for each type of laser. Laser action is the result of three key processes:
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Fig. 4.16 The three key transition processes involved in laser action with the open circle repre-
senting the initial state of the electron and the heavy dot representing the final state; incident photons
are shown on the left of each diagram and emitted photons are shown on the right

photon absorption, spontaneous emission, and stimulated emission. The simple two-
energy-level diagrams in Fig. 4.16 represent these three processes, where E1 is the
ground-state energy and E2 is the energy at an excited state. According to Planck’s
law, a transition between these two states involves the absorption or emission of a
photon of energy hν12 = E2 − E1. Normally, the system is in the ground state. When
a photon of energy hν12 impinges on the system, an electron in state E1 can absorb
the photon energy and be excited to state E2, as shown in Fig. 4.16a. Because this
is an unstable state, the electron will shortly return to the ground state as shown in
Fig. 4.16b, thereby emitting a photon of energy hν12. This occurswithout any external
stimulation and is called spontaneous emission. These emissions are isotropic and
of random phase, and thus appear as a narrowband Gaussian output.

The electron can also be induced to make a downward transition from the excited
level to the ground-state level by an external stimulation. As shown in Fig. 4.16c,
if a photon of energy hν12 impinges on the system while the electron is still in its
excited state, the electron is immediately stimulated to drop to the ground state and
give off a photon of energy hν12. This emitted photon is in phase with the incident
photon, and the resultant emission is known as stimulated emission.

In thermal equilibrium the density of excited electrons is very small.Most photons
incident on the system will therefore be absorbed, so that stimulated emission is
essentially negligible. Stimulated emission will exceed absorption only if the popu-
lation of the excited states is greater than that of the ground state. This condition is
known as population inversion. Because this is not an equilibrium condition, popula-
tion inversion is achieved by various externally induced excitation processes, which
are known as “pumping” techniques. In a semiconductor laser, population inversion
is accomplished by injecting electrons into the material at the device contacts or
through an optical absorption method by means of externally injected photons.

4.3.1 Modes and Threshold Conditions in Laser Diodes

For optical fiber communication systems requiring bandwidths greater than approx-
imately 200 MHz, the semiconductor injection laser diode is preferred over the
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LED. Laser diodes typically have response times less than 1 ns, can have spectral
widths of 1 nm or less, and are capable of coupling tens of milliwatts of useful
luminescent power into optical fibers with small cores and small mode-field diame-
ters. The majority of laser diodes in use are multilayered heterojunction devices. As
mentioned in Sect. 4.2, the double-heterojunction LED configuration evolved from
the successful demonstration of both carrier and optical confinement in heterojunc-
tion injection laser diodes. The more rapid evolvement and utilization of LEDs as
compared with laser diodes lies in the inherently simpler construction, the smaller
temperature dependence of the emitted optical power, and the absence of catastrophic
degradation in LEDs. The construction of laser diodes is more complicated, mainly
because of the additional requirement of current confinement in a small lasing cavity.

Stimulated emission in semiconductor lasers arises from optical transitions
between distributions of energy states in the valence and conduction bands. This
differs from gas and solid-state lasers, in which radiative transitions occur between
discrete isolated atomic or molecular levels. The radiation in one type of laser
diode configuration is generated within a Fabry-Perot resonator cavity [5, 6], shown
in Fig. 4.17, as in most other types of lasers. Here the cavity is approximately
250−500 μm long, 5−15 μm wide, and 0.1−0.2 μm thick. These dimensions
commonly are referred to as the longitudinal, lateral, and transverse dimensions
of the cavity, respectively. Note from Fig. 4.17 that the light beam emerging from
the laser forms a vertical ellipse, even though the lasing spot at the active area facet
is a horizontal ellipse. In the lateral dimension the emitted beam has a half-power
width of θ| | ≈ 5–10°. In the transverse dimension the emitted beam has a half-power
width of θ⊥≈ 30–50°.

As illustrated in Fig. 4.18a, two flat, partially reflecting mirrors are directed
toward each other to enclose the Fabry-Perot resonator cavity. The mirror facets
are constructed by making two parallel clefts along natural cleavage planes of the

Fig. 4.17 Fabry-Perot resonator cavity for a laser diode where the cleaved crystal ends function
as partially reflecting mirrors (note that the light beam emerging from the laser forms a vertical
ellipse, even though the lasing spot at the active-area facet is a horizontal ellipse)
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Active medium

Front mirror
80%<R<98% Pumping process

Rear mirror
R = 100%

Cavity length

Example of allowed modes in the laser cavity
(a) (b)

Fig. 4.18 a Two parallel light-reflecting mirrored surfaces define a Fabry-Perot resonator cavity;
b schematic of a simple laser design and some allowed lasing modes

semiconductor crystal. The purpose of the mirrors is to establish a strong optical
feedback in the longitudinal direction. This feedback mechanism converts the device
into an oscillator (and hence a light emitter) with a gain mechanism that compensates
for optical losses in the cavity at certain resonant optical frequencies. The sides of
the cavity are simply formed by roughing the edges of the device to reduce unwanted
emissions in the lateral directions.

As the light reflects back and forth within the Fabry-Perot cavity, the electric
fields of the light interfere on successive round trips. Figure 4.18b shows that those
wavelengths which are integer multiples of the cavity length interfere constructively.
Thus their amplitudes add when they exit the device through the right-hand facet.
All other wavelengths interfere destructively and therefore cancel themselves out.
The optical frequencies at which constructive interference occurs are the resonant
frequencies of the cavity. Consequently, spontaneously emitted photons that have
wavelengths at these resonant frequencies reinforce themselves after multiple trips
through the cavity so that their optical field becomes very strong. The resonant
wavelengths are called the longitudinal modes of the cavity because they resonate
along the length of the cavity.

Figure 4.19 illustrates the behavior of the resonant wavelengths for three values
of the mirror reflectivity (R = 0.4, 0.7, and 0.9; see Sect. 2.11). The plots give the
relative intensity as a function of the wavelength relative to the cavity length. As
can be seen from Fig. 4.19, the width of the resonances depends on the value of
the reflectivity. The result is that the resonances become sharper as the reflectivity
increases. Figure 4.19 also illustrates the free spectral range (FSR), which is the
spacing in either optical frequency orwavelength between two successive reflected or
transmitted optical intensity maxima or minima. Chapter 10 provides further details
on the operational theory of Fabry-Perot cavities or etalons.
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FSR

Fig. 4.19 Behavior of the resonant wavelengths in a Fabry-Perot cavity for three values of the
mirror reflectivity showing that the distance between adjacent peaks is the free spectral range (FSR)

Example 4.9 As Sect. 10.5 describes, the distance between the adjacent peaks of the
resonant wavelengths in a Fabry-Perot cavity, shown in Fig. 4.19, is called the free
spectral range (FSR). If D is the distance between the reflecting mirrors in a device
of refractive index n, then at a peak wavelength λ the FSR is given by the expression.

FSR = λ2

2nD

What is the FSR at an 850-nm wavelength for a 0.8-mm long GaAs Fabry-Perot
cavity in which the refractive index is 3.5?

Solution From the above expression

FSR = λ2

2nD
=

(
0.85 × 10−6

)2
2(3.5)

(
0.80 × 10−3

) = 0.129 nm

In another laser diode type, commonly referred to as the distributed-feedback
(DFB) laser [2, 3, 12] the cleaved facets are not required for optical feedback. A
typical DFB laser configuration is shown in Fig. 4.20. The fabrication of this device
is similar to theFabry-Perot types, except that the lasing action is obtained fromBragg
reflectors (gratings) or periodic variations of the refractive index (called distributed-
feedback corrugations), which are incorporated into the multilayer structure along
the length of the diode. This is discussed in more detail in Sect. 4.3.6.

In general, the full optical output is needed only from the front facet of the laser,
that is, the one to be aligned with an optical fiber. In this case, a dielectric reflector
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Fig. 4.20 Structure of a distributed-feedback (DFB) laser diode

can be deposited on the rear laser facet to reduce the optical loss in the cavity, to
reduce the threshold current density (the point at which lasing starts), and to increase
the external quantum efficiency.

Theoptical radiationwithin the resonance cavity of a laser diode sets up apattern of
electric and magnetic field lines called themodes of the cavity (see Sects. 2.3 and 2.4
for details on modes). These can conveniently be separated into two independent sets
of transverse electric (TE) and transverse magnetic (TM) modes. Each set of modes
can be described in terms of the longitudinal, lateral, and transverse half-sinusoidal
variations of the electromagnetic fields along the major axes of the cavity.

• The longitudinal modes are related to the length L of the cavity and determine
the principal structure of the frequency spectrum of the emitted optical radiation.
Because L is much larger than the lasing wavelength of approximately 1 μm,
many longitudinal modes can exist.

• Lateral modes lie in the plane of the pn junction. These modes depend on the
sidewall preparation and the width of the cavity, and determine the shape of the
lateral profile of the laser beam.

• Transverse modes are associated with the electromagnetic field and beam profile
in the direction perpendicular to the plane of the pn junction. These modes are
of great importance as they largely determine such laser characteristics as the
radiation pattern (the transverse angular distribution of the optical output power)
and the threshold current density.

To determine the lasing conditions and the resonant frequencies, the electromag-
netic wave propagating in the longitudinal direction (along the axis normal to the
mirrors) can be expressed in terms of the electric field phasor

E(z, t) = I (z)exp[ j (ωt − βz)] (4.22)

where I(z) is the optical field intensity, ω is the optical radian frequency, and β is the
propagation constant (see Sect. 2.3.2).
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Lasing is the condition at which light amplification becomes possible in the laser
diode. The requirement for lasing is that a population inversion be achieved. This
condition can be understood by considering the fundamental relationship between the
optical field intensity I, the absorption coefficient αλ, and the gain coefficient g in the
Fabry-Perot cavity. The stimulated emission rate into a given mode is proportional to
the intensity of the radiation in that mode. The radiation intensity at a photon energy
hν varies exponentially with the distance z that it traverses along the lasing cavity
according to the relationship

I (z) = I (0)exp{[
g(hν) − αmat (hν)]z} (4.23)

whereαmat is the effective absorption coefficient of thematerial in the optical path and

 is the optical-field confinement factor, i.e., the fraction of optical power in the active
layer (see Problem 4.11 concerning details of transverse and lateral optical-field
confinement factors).

The feedback mechanism of the optical cavity provides optical amplification of
selected modes. In the repeated passes between the two partially reflecting parallel
mirrors, a portion of the radiation associated with those modes that have the highest
optical gain coefficient is retained and further amplified during each trip through the
cavity.

Lasing occurs when the gain of one or several guidedmodes is sufficient to exceed
the optical loss during one round trip through the cavity; that is, z = 2L. During this
round trip, only the fractions R1 and R2 of the optical radiation are reflected from the
two laser ends 1 and 2, respectively, where R1 and R2 are the mirror reflectivities or
Fresnel reflection coefficients, which are given by

R =
(
n1 − n2
n1 + n2

)2

(4.24)

for the reflection of light at an interface between two materials having refractive
indices n1 and n2. From this lasing condition, Eq. (4.23) becomes

I (2L) = I (0)R1R2exp{2L[
g(hν) − αmat (hν)]} (4.25)

Example 4.10 Assume that the cleavedmirror end faces of aGaAs laser are uncoated
and that the outside medium is air. What is the reflectivity for normal incidence of a
plane wave on the GaAs-air interface if the GaAs refractive index is 3.6?

Solution From Eq. (4.24), with n1 = 3.6 for GaAs and n2 = 1.0 for air, for both
interfaces the reflectivity is

R1 = R2 =
(
3.6 − 1

3.6 + 1

)2

= 0.32
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For an uncoated cleaved facet the reflectivity is only about 30%. To reduce the
loss in the cavity and to make the optical feedback stronger, the facets typically are
coated with a dielectric material. This can produce a reflectivity of about 99 percent
for the rear facet and 90% for the front facet through which the lasing light emerges.

At the lasing threshold, a steady-state oscillation takes place, and the magnitude
and phase of the returned wave must be equal to those of the original wave. This
gives the conditions

I(2L) = I(0) (4.26)

for the amplitude and

e− j2βL = 1 (4.27)

for the phase. Equation (4.27) gives information concerning the resonant frequen-
cies of the Fabry-Perot cavity. This is discussed further in Sect. 4.3.2. FromEq. (4.26)
one can determine which modes have sufficient gain for sustained oscillation, and
one can find the amplitudes of these modes. The condition to just reach the lasing
threshold is the point at which the optical gain is equal to the total loss αt in the
cavity. From Eq. (4.26), this condition is

gth = αt = αmat + 1

2L
ln

(
1

R1R2

)
= αmat + αend (4.28)

where αend is the end mirror loss in the lasing cavity. Thus, for lasing to occur it
is necessary to have the gain g ≥ gth. This means that the pumping source that
maintains the population inversion must be sufficiently strong to support or exceed
all the energy-consuming mechanisms within the lasing cavity.

Themode that satisfiesEq. (4.28) reaches thresholdfirst. Theoretically, at the onset
of this condition, all additional energy introduced into the laser should augment the
growth of this particular mode. In practice, various phenomena lead to the excitation
of more than one mode. Studies on the conditions needed for longitudinal single-
mode operation show that important factors are thin active regions and a high degree
of temperature stability.

Example 4.11 Assume for GaAs that R1 = R2 = R = 0.32 for uncoated facets (i.e.,
32 percent of the radiation is reflected at a facet) and αmat ≈ 10 cm−1. What is the
gain threshold for a 500-μm long laser diode (Note: L = 500 × 10-4 cm-1)?

Solution From Eq. (4.28)

gth = αmat + 1

2L
ln

(
1

R2

)

= 10 + 1

2
(
500 × 10−4

) ln
(

1

(0.32)2

)
= 33 cm−1
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Lasing efficiency
ηeff = dP/dI

Laser regime

LED regime

Threshold current

Fig. 4.21 Relationship between optical output power and laser diode drive current

The relationship between optical output power and diode drive current is presented
in Fig. 4.21. At low diode currents, only spontaneous radiation is emitted. Both the
spectral range and the lateral beam width of this emission are broad like that of an
LED. A dramatic and sharply defined increase in the power output occurs at the
lasing threshold. As this transition point is approached, the spectral range and the
beam width both narrow with increasing drive current. The final spectral width of
approximately 1 nm and the fully narrowed lateral beam width of nominally 5− 10°
are reached just past the threshold point. The threshold current I th is conventionally
defined by extrapolation of the lasing region of the power-versus-current curve, as
shown in Fig. 4.21. At high power outputs, the slope of the curve decreases because
of junction heating.

For laser structures that have strong carrier confinement, the threshold current
density for stimulated emission J th can to a good approximation be related to the
lasing-threshold optical gain by

gth = βth Jth (4.29)

where the gain factor βth is a constant that depends on the specific device construction.

Example 4.12 Suppose that a given GaAlAs laser has an optical cavity length of
300μm and a 100-μmwidth. Let the gain factor βth = 21× 10−3 A·cm3 and take the
loss coefficient to be αmat ≈ 10 cm−1 at a normal operating temperature. Assume the
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reflectivity is R1 = R2 = R = 0.32 for each end face. Find (a) the threshold current
density and (b) the threshold current for this device.

Solution (a) From Eqs. (4.28) and (4.29)

Jth = 1

βth

[
αmat + 1

L
ln

(
1

R

)]
= 1

21 × 10−3

[
10 + 1

300 × 10−4
ln

(
1

0.32

)]

= 2.28 × 103 A/cm2

(b) The threshold current I th is given by.
I th = J th × cross-sectional area of the optical cavity = (2.28 × 103 A/cm2) ×

(300 × 10−4 cm) × (100 × 10−4 cm) = 684 mA.

Drill Problem 4.6 Consider a Fabry-Perot laser cavity in which the absorption
loss coefficient is 20 cm−1. If the cavity mirror reflection coefficient is 0.33 at
both ends, use Eq. (4.28) to verify that the cavity length at which the absorption
loss and the cavity loss become equal is L = 554 μm.

4.3.2 Laser Diode Rate Equations

The relationship between optical output power and the diode drive current can be
determined by examining the rate equations that govern the interaction of photons and
electrons in the active region. As noted earlier, the total carrier population is deter-
mined by carrier injection, spontaneous recombination, and stimulated emission. For
a pn junction with a carrier-confinement region of depth d, the rate equations are
given by

d�

dt
= Cn� + Rsp − �

τph

= stimulated emission + spontaneous emission + photon loss (4.30)

which governs the number of photons �, and

dn

dt
= J

qd
− n

τsp
− Cn�

= injection + spontaneous recombination + stimulated emission (4.31)

which governs the number of electrons n. Here, C is a coefficient describing the
strength of the optical absorption and emission interactions, Rsp is the rate of
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spontaneous emission into the lasing mode (which is much smaller than the total
spontaneous-emission rate), τph is the photon lifetime, τsp is the spontaneous-
recombination lifetime, and J is the injection-current density.

Equations (4.30) and (4.31) may be balanced by considering all the factors that
affect the number of carriers in the laser cavity. The first term in Eq. (4.30) is a source
of photons resulting from stimulated emission. The second term, describing the
number of photons produced by spontaneous emission, is relatively small compared
with the first term. The third term in Eq. (4.30) indicates the decay in the number
of photons caused by loss mechanisms in the lasing cavity. In Eq. (4.31), the first
term represents the increase in the electron concentration in the conduction band as
current flows into the device. The second and third terms give the number of electrons
lost from the conduction band owing to spontaneous and stimulated transitions,
respectively.

Solving these two equations for a steady-state condition will yield an expression
for the output power. The steady state is characterized when the left-hand sides of
Eq. (4.30) and Eq. (4.31) are equal to zero. First, from Eq. (4.30), assuming Rsp is
negligible and noting that d�/dt must be positive when � is small, it follows that

Cn − 1

τph
≥ 0 (4.32)

This shows that n must exceed a threshold value nth in order for � to increase.
Using Eq. (4.31), this threshold value can be expressed in terms of the threshold
current J th needed to maintain an inversion level n = nth in the steady state when the
number of photons � = 0:

nth
τsp

= Jth
qd

(4.33)

This expression defines the current required to sustain an excess electron density
in the laser when spontaneous emission is the only decay mechanism.

Next, consider the photon and electron rate equations in the steady-state condition
at the lasing threshold. Respectively, Eqs. (4.30) and (4.31) become

0 = Cnth�s + Rsp − �s

τph

= stimulated emission + spontaneous emission + photon loss (4.34)

and

0 = J

qd
− nth

τsp
− Cnth�s

= injection + spontaneous recombination + stimulated emission (4.35)
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where �s is the steady-state photon density. Adding Eqs. (4.34) and (4.35), using
Eq. (4.33) for the term nth/τsp, and solving for �syields the number of photons per
unit volume:

�s = τph

qd
(J − Jth) + τph Rsp (4.36)

The first term in Eq. (4.36) is the number of photons resulting from stimulated
emission. The power from these photons is generally concentrated in one or a few
modes. The second term gives the spontaneously generated photons. The power
resulting from these photons is not mode-selective, but is spread over all the possible
modes of the volume, which are on the order of 108 modes.

4.3.3 External Differential Quantum Efficiency

The external differential quantum efficiency ηext is defined as the number of photons
emitted per radiative electron-hole pair recombination above threshold. Under the
assumption that above threshold the gain coefficient remains fixed at gth, then ηext is
given by [2, 3]

ηext = ηi (gth − αmat )

gth
(4.37)

Here ηi is the internal quantum efficiency. This is not a well-defined quantity in
laser diodes, but most measurements show that ηi is 0.6 − 0.7 at room temperature.
Experimentally, ηext is calculated from the straight-line portion of the curve for the
emitted optical power P versus drive current I, which gives

ηext = q

Eg

dP

d I
= 0.8065λ(μm)

dP (mW)

d I (mA)
(4.38)

where Egis the bandgap energy in electron volts, dP is the incremental change in the
emitted optical power in milliwatts for an incremental change dI in the drive current
(in milliamperes), and λ is the emission wavelength in micrometers. For standard
semiconductor lasers, external differential quantum efficiencies of 15−20% per facet
are typical. High-quality devices have differential quantum efficiencies of 30−40%.

4.3.4 Laser Resonant Frequencies

Now reconsider Eq. (4.27) to examine the resonant frequencies of the laser. The
condition in Eq. (4.27) holds when
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2βL = 2πm (4.39)

wherem is an integer. Using β = 2πn/λ for the propagation constant fromEq. (2.46),
it follows that

m = L

λ/2n
= 2Ln

c
ν (4.40)

where c = νλ. This states that the cavity resonates (i.e., a standing-wave pattern
exists within it) when an integer number m of half-wavelengths spans the region
between the mirrors.

Because in all lasers the gain is a functionof frequency (orwavelength, because c=
νλ), there will be a range of frequencies (or wavelengths) for which Eq. (4.40) holds.
Each of these frequencies corresponds to amode of oscillation of the laser.Depending
on the laser structure, any number of frequencies can satisfy Eqs. (4.26) and (4.27).
Thus some lasers are single-mode and some aremultimode. The relationship between
gain and frequency can be assumed to have the Gaussian form

g(λ) = g(0)exp

[
− (λ − λ0)

2

2σ 2

]
(4.41)

where λ0 is the wavelength at the center of the spectrum, σ is the spectral width of
the gain, and the maximum gain g(0) is proportional to the population inversion.

An important point is the frequency, or wavelength, spacing between the modes
of a multimode laser. Here, only the longitudinal modes will be considered. Note,
however, that for each longitudinal mode there may be several transverse modes
that arise from one or more reflections of the propagating wave at the sides of the
resonator cavity [2, 3]. To find the frequency spacing, consider two successive modes
of frequencies νm−1 and νmrepresented by the integersm− 1 andm. From Eq. (4.40),
it follows that

m − 1 = 2Ln

c
νm−1 (4.42)

and

m = 2Ln

c
vm (4.43)

Subtracting these two equations yields

1 = 2Ln

c
(νm − νm−1) = 2Ln

c
�ν (4.44)

which gives rise to the following expression for the frequency spacing
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Fig. 4.22 Typical spectrum
from a Fabry-Perot
GaAlAs/GaAs laser diode

Possible
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wavelength
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Δλ = λ2

2nL

�ν = c

2Ln
(4.45)

This can be related to the wavelength spacing �λ through the relationship �ν/ν
= �λ/λ, yielding

�λ = λ2

2Ln
(4.46)

Thus, given Eqs. (4.41) and (4.46), the output spectrum of a multimode laser
follows the typical gain-versus-frequency plot given in Fig. 4.22, where the exact
number of modes, their heights, and their spacing depend on the laser construction.

Example 4.13 AGaAs laser operating at 850 nm has a 500-μm length and a refrac-
tive index n = 3.7. (a) What are the frequency spacing and the wavelength spacing?
(b) If, at the half-power point, λ − λ0 = 2 nm, what is the spectral width σ of the
gain?

Solution (a) From Eq. (4.45) the frequency spacing is

�ν = 3 × 108 m/s

2
(
500 × 10−6 m

)
(3.7)

= 81GHz

From Eq. (4.46) the wavelength spacing is

�λ =
(
850 × 10−9 m

)2
2
(
500 × 10−6 m

)
(3.7)

= 0.195 nm

(b) Using Eq. (4.41) with g(λ) = 0.5 g(0) and then solving for σ with λ − λ0 =
�λ = 0.195 nm yields
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σ = λ − λ0√
2ln2

= 0.195 nm√
2ln2

= 0.166 nm

Example 4.14 Consider a double-heterostructure edge-emitting Fabry-Perot
AlGaAs laser, which emits at 900 nm. Suppose that the laser chip is 300 μm long
and the refractive index of the laser material is 4.3. (a) How many half-wavelengths
span the region between the Fabry-Perot mirror surfaces? (b) What is the spacing
between the lasing modes?

Solution (a) From Eq. (4.40) the number of half-wavelengths that span the region
between the Fabry-Perot mirror surfaces is

m = 2nL

λ
= 2(4.3)(300μm)

0.90μm
= 2866

(b) From Eq. (4.46) the spacing between the lasing modes is

�λ =
(
900 × 10−9 m

)2
2
(
300 × 10−6 m

)
(4.3)

= 0.314 nm

Drill Problem 4.7 A GaAs laser operating at 900 nm has a 300-μm length
and a refractive index n = 3.58. Use Eq. (4.45) to show that the frequency
separation of the resonant modes is 140 GHz.

4.3.5 Structures and Radiation Patterns of Laser Diodes

A basic requirement for efficient operation of laser diodes is that, in addition to trans-
verse optical confinement and carrier confinement between heterojunction layers, the
current flow must be restricted laterally to a narrow stripe along the length of the
laser. Numerous novel methods of achieving this, with varying degrees of success,
have been proposed, but all strive for the same goals of limiting the number of lateral
modes so that lasing is confined to a single filament, stabilizing the lateral gain, and
ensuring a relatively low threshold current. The most common devices are called
index-guided lasers. If a particular index-guided laser supports only the fundamental
transverse mode and the fundamental longitudinal mode, it is known as a single-
mode laser. Such a device emits a single, well-collimated beam of light that has an
intensity profile that is a bell-shaped Gaussian curve.

When designing the width and thickness of the optical cavity, a tradeoff must
be made between current density and output beam width. As either the width or



4.3 Principles of Laser Diodes 187

the thickness of the active region is increased, a narrowing occurs of the lateral
or transverse beam widths, respectively, but at the expense of an increase in the
threshold current density. Most waveguide lasers have a lasing spot 3 μm wide by
0.6 μm high. This is significantly greater than the active-layer thickness, because
about half the light travels in the confining layers. Such lasers can operate reliably
only up to continuous-wave (CW) output powers of 3−5 mW.

Although the active layer in a standard double-heterostructure laser is thin enough
(1−3 μm) to confine electrons and the optical field, the electronic and optical prop-
erties remain the same as in the bulk material. This limits the achievable threshold
current density, modulation speed, and linewidth of the device.Quantum-well lasers
overcome these limitations by having an active-layer thickness around 10 nm [13].
This changes the electronic and optical properties dramatically, because the dimen-
sionality of the free-electron motion is reduced from three to two dimensions. As
shown in Fig. 4.23, the restriction of the carrier motion normal to the active layer
results in a quantization of the energy levels. The possible energy-level transitions
that lead to photon emission are designated by �Eij (see Problem 4.16). Both single
quantum-well (SQW) and multiple quantum-well (MQW) lasers have been fabri-
cated. These structures contain single and multiple active regions, respectively. The
layers separating the active regions are called barrier layers. TheMQW lasers have a
better optical-mode confinement, which results in a lower threshold current density.
The wavelength of the output light depends the layer thickness d. For example, in an

Fig. 4.23 Energy-band diagram for a quantum layer in a multiple quantum-well (MQW) laser
where the parameters �Eij represents the allowed energy-level transitions
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InGaAs quantum-well laser, the peak output wavelength moves from 1550 nm when
d = 10 nm to a peak of 1500 nm when d = 8 nm.

4.3.6 Lasers Operating in a Single Mode

For high-speed long-distance communications one needs single-mode lasers, which
must contain only a single longitudinal mode and a single transverse mode.
Consequently, the spectral width of the optical emission is very narrow.

One way of restricting a laser to have only one longitudinal mode is to reduce the
length L of the lasing cavity to the point where the frequency separation �ν of the
adjacent modes given in Eq. (4.45) is larger than the laser transition line width; that
is, only a single longitudinal mode falls within the gain bandwidth of the device. For
example, for a Fabry-Perot cavity, all longitudinal modes have nearly equal losses
and are spaced by about 1 nm in a 250-μm-long cavity at 1300 nm. By reducing L
from 250 to 25 μm, the mode spacing increases from 1 to 10 nm. However, these
lengths make the device hard to handle, and they are limited to optical output powers
of only a few milliwatts.

Alternative deviceswere thus developed. Among these are vertical-cavity surface-
emitting lasers, structures that have a built-in frequency-selective grating, and tunable
lasers. This section discusses the first two structures. The special feature of a
vertical-cavity surface-emitting laser (VCSEL) [14, 15] is that the light emission
is perpendicular to the semiconductor surface, as shown in Fig. 4.24. This feature
facilitates the integration of multiple lasers onto a single chip in one-dimensional
or two-dimensional arrays, which makes them attractive for wavelength-division
multiplexing applications. The active-region volume of these devices is very small,
which leads to very low threshold currents (<100 μA). In addition, for an equiva-
lent output power compared to edge-emitting lasers, the modulation bandwidths are

Fig. 4.24 Basic architecture of a vertical-cavity surface-emitting laser (VCSEL)
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much greater, because the higher photon densities reduce radiative lifetimes. The
mirror system used in VCSELs to form the resonant cavity is of critical importance,
because maximum reflectivity is needed for efficient operation. Figure 4.24 shows
one mirror system that consists of a semiconductor material, such as Si/SiO2, as one
material and an oxide layer, such as Si/Al2O3, as the other material.

Three types of laser configurations using a built-in frequency-selective reflector
are shown in Fig. 4.25. In each case, the frequency-selective reflector is a corrugated
grating that is a passive waveguide layer adjacent to the active region. The optical
wave propagates parallel to this grating. The operation of these types of lasers is based
on the use of a distributedBragg phase-grating reflector. A phase grating is essentially
a region of periodically varying refractive index that causes two counter propagating
traveling waves to couple. The coupling is at a maximum for wavelengths close to
the Bragg wavelength λB, which is related to the period � of the corrugations by

λB = 2ne�

k
(4.47)

where neis the effective refractive index of the mode (see Sect. 2.5.4) and k is the
order of the grating. First-order gratings (k = 1) provide the strongest coupling, but
sometimes second-order gratings are used because their larger corrugation period
makes fabrication easier. Lasers based on this architecture exhibit good single-
mode longitudinal operation with low sensitivity to drive-current and temperature
variations.

In the distributed-feedback (DFB) laser the grating for the wavelength selector is
formed over the entire active region (Fig. 4.25a) [2, 3, 12]. As shown in Fig. 4.26,
in an ideal DFB laser the longitudinal modes are spaced symmetrically around λBat
wavelengths given by

λ = λB ± λ2
B

2neLe

(
m + 1

2

)
(4.48)

where m = 0, 1, 2, … is the mode order and Leis the effective grating length. The
amplitudes of successively higher-order lasing modes are greatly reduced from the
zero-order amplitude; for example, the first-order mode (m = 1) is usually more than
30 dB down from the zero-order amplitude (m = 0).

Theoretically, in aDFB laser that has both ends antireflection-coated, the two zero-
order modes on either side of the Bragg wavelength should experience the same
lowest threshold gain and would lase simultaneously in an idealized symmetrical
structure. However, in practice, the randomness of the cleaving process of the laser
crystal material lifts the degeneracy in the modal gain and results in single-mode
operation. This facet asymmetry can be further increased by putting a high-reflection
coating on one end and a low-reflection coating on the other; for example, around 2
percent on the front facet and 30% on the rear facet.
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Fig. 4.25 Three types of laser structures using built-in frequency-selective resonator gratings:
a distributed-feedback (DFB) laser, b distributed-Bragg-reflector (DBR) laser, and c distributed-
reflector (DR) laser
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Fig. 4.26 Output spectrum symmetrically distributed around λB in an idealized distributed-
feedback (DFB) laser diode

For the distributed-Bragg-reflector (DBR) laser the gratings are located at the
ends of the normal active layer of the laser to replace the cleaved end mirrors used in
the Fabry-Perot optical resonator (Fig. 4.25b). The distributed-reflector laser consists
of active and passive distributed reflectors (Fig. 4.25c). This structure improves the
lasing properties of conventional DFB and DBR lasers, and has a high efficiency and
high output capability.

4.3.7 Modulation of Laser Diodes

The process of putting information onto a lightwave is called modulation. For data
rates of less than approximately 10 Gb/s (typically 2.5 Gb/s), the process of imposing
information on a laser-emitted light stream can be realized by direct modulation.
This involves directly varying the laser drive current with the electrically formatted
information stream to produce a correspondingly varying optical output power. For
higher data rates one needs to use a device called an external modulator to temporally
modify a steady optical power level emitted by the laser (see Sect. 4.3.9). A variety
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of external modulators are available commercially either as a separate device or as
an integral part of the laser transmitter package.

The basic limitation on the direct modulation rate of laser diodes depends on the
spontaneous and stimulated emission carrier lifetimes and on the photon lifetime. The
spontaneous carrier lifetime τsp is a function of the semiconductor band structure and
the carrier concentration. At room temperature this lifetime is about 1 ns in GaAs-
based materials for dopant concentrations on the order of 1019 cm−3. The stimulated
carrier lifetime τst depends on the optical density in the lasing cavity and is on the
order of 10 ps. The photon lifetime τph is the average time that the photon resides in
the lasing cavity before being lost either by absorption or by emission through the
facets. In a Fabry-Perot cavity, the photon lifetime is1−3

τ−1
ph = c

n

(
αmat + 1

2L
ln

1

R1R2

)
= c

n
gth (4.49)

For a typical value of gth = 50 cm−1 and a refractive index in the GaAs lasing
material of n = 3.5, the photon lifetime is approximately τph = 2 ps. This value sets
the upper limit to the direct modulation capability of the laser diode.

A laser diode can readily be pulse modulated because the photon lifetime is much
smaller than the carrier lifetime. If the laser is completely turned off after each pulse,
the spontaneous carrier lifetime will limit the modulation rate. This is because, at the
onset of a current pulse of amplitude Ip, a period of time td given by (see Problem
4.19)

td = τ ln
Ip

Ip + (IB − Ith)
(4.50)

is needed to achieve the population inversion necessary to produce a gain that is suffi-
cient to overcome the optical losses in the lasing cavity. In Eq. (4.50) the parameter
IBis the bias current, which is a fixed dc current applied to the laser. The parameter
τ is the average lifetime of the carriers in the combination region when the total
current I = Ip+ IBis close to the threshold current I th. Equation (4.50) shows that by
dc-biasing the diode at the lasing threshold current the delay time can be eliminated.
Pulse modulation is then carried out by modulating the laser only in the operating
region above the threshold current (see Fig. 4.21). In this region, the carrier lifetime
is now shortened to the stimulated emission lifetime, so that high modulation rates
are possible.

When using a directlymodulated laser diode for high-speed transmission systems,
the modulation frequency can be no larger than the frequency of the relaxation oscil-
lations of the laser field. The relaxation oscillation depends on both the spontaneous
lifetime and the photon lifetime. Theoretically, assuming a linear dependence of the
optical gain on carrier density, the relaxation oscillation occurs approximately at



4.3 Principles of Laser Diodes 193

Fig. 4.27 Example of the relaxation–oscillation peak of a laser diode

f = 1

2π

1(
τspτph

)1/2
(

I

Ith
− 1

)1/2

(4.51)

Because τsp is about 1 ns and τph is on the order of 2 ps for a 300-μm-long laser,
then when the injection current is about twice the threshold current, the maximum
modulation frequency is a few gigahertz. An example of a laser that has a relaxation–
oscillation peak at 3 GHz is shown in Fig. 4.27.

4.3.8 Laser Output Spectral Width

In non-semiconductor lasers, such as in solid state lasers, it can be shown that
noise arising from spontaneous emission effects results in a finite spectral width or
linewidth�ν for the lasing output. However, a semiconductor laser has a significantly
higher linewidth than what is predicted by this simple theory. In a semiconductor
material both the optical gain and the refractive index depend on the actual carrier
density in the medium. This relationship leads to an index-gain couplingmechanism;
that is, it gives rise in an interaction between phase noise and the light intensity. The
theoretically calculated result is [10]

�ν = Rsp

4π I

(
1 + α2

)
(4.52)
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Here I is the average number of photons in the lasing cavity,Rsp is the spontaneous
emission rate [see Eq. (4.30)], and the parameter α is the linewidth enhancement
factor. Basically this shows that in semiconductor lasers the linewidth is increased
by a factor (1 + α2).

The linewidth expression in Eq. (4.52) can be rewritten in terms of the optical
output power Pout as

�ν = V 2
g hν gth nsp αt

8π Pout

(
1 + α2

)
(4.53)

where Vgis the group velocity of light, hν is the photon energy, gth is the threshold
gain, αt is the cavity loss [see Eq. (4.28)], and nsp is the spontaneous emission
factor (the ratio of spontaneous emission coupled into the lasing mode to the total
spontaneous emission).

Equation (4.53) shows that a number of variables influence the magnitude of
the laser linewidth. For example, typically �ν decreases as the laser output power
increases. The value of the α-factor also impacts the linewidth. Common values of
the dimensionless α-factor range from 2.0 to 6.0 with calculated numbers being in
good agreement with experimental measurements. In addition, the laser construction
can influence the linewidth because the α-factor values are different depending on
the material type and the laser diode structure. For example, the α-factor is smaller
in MQW laser structures than in bulk material, and even smaller values are exhibited
in devices such as quantum-dot lasers. For DFB lasers the linewidth ranges from 5
to 10 MHz (or, equivalently, around 10−4 nm).

The spectralwidth of a laser also can increase significantlywhendirectmodulation
is used to vary the light output level. This line broadening is referred to as a chirping
effect, which is explained in more detail in Sect. 8.2.6.

4.3.9 External Laser Light Modulation

When direct modulation is used in a laser transmitter, the process of turning the laser
on and off with an electrical drive current produces a widening of the laser linewidth.
This phenomenon is referred to as chirp and makes directly modulated lasers unde-
sirable for operation at data rates greater than about 2.5 Gb/s. For these higher-rate
applications it is preferable to use an external modulator, as shown in Fig. 4.28.
In such a configuration, the optical source emits a constant-amplitude light signal,
which enters the external modulator. In this case, instead of varying the amplitude of
the light coming out of the laser, the electrical driving signal dynamically changes
the optical power level that exits the external modulator. This process thus produces
a time-varying optical signal. The external modulator either can be integrated physi-
cally in the same package with the light source or it can be a separate device. The two
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Fig. 4.28 Operational concept of a generic external modulator

main device types are the electro-optical phase modulator and the electro-absorption
modulator [16, 17].

The electro-optical (EO)phasemodulator (also called aMach-ZehnderModulator
orMZM) typically ismade of lithium niobate (LiNbO3). In an EOmodulator the light
beam is split in half and then sent through two separate paths, as shown in Fig. 4.29.
A high-speed electric signal then changes the phase of the light signal in one of the
paths. This is done in such amanner that when the two halves of the signal meet again
at the device output, they will recombine either constructively or destructively. The
constructive recombination produces a bright signal and corresponds to a 1 pulse. On
the other hand, destructive recombination results in the two signal halves canceling
each other so there is no light at the output of the beam combiner. This corresponds
to a 0 pulse. LiNbO3 modulators are separately packaged devices and can be up to
12 cm (about 5 inches) long.

The electro-absorption modulator (EAM) typically is constructed on an electro-
optic substrate material, such as indium phosphide (InP). As shown in Fig. 4.30, an
EAM operates by having an electric signal change the transmission properties of the
material in the light path to make it either transparent during a 1 pulse or opaque
during a 0 pulse. Because InP is used as the material for an EAM, the device can

Fig. 4.29 Operational concept of an electro-optical lithium niobate external modulator
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Fig. 4.30 Operational concept of an electro-absorption modulator (EAM)

be integrated onto the same substrate as a DFB laser diode chip. The complete laser
plus modulator unit then can be put in a standard butterfly package, thereby reducing
drive voltage, power, and space requirements compared to having separate laser and
LiNbO3 modulator packages.

4.3.10 Lasing Threshold Temperature Effects

An important factor to consider in the application of laser diodes is the temperature
dependence of the threshold current I th(T ). This parameter increases with tempera-
ture in all types of semiconductor lasers because of various temperature-dependent
factors. The complexity of these factors prevents the formulation of a single equation
that holds for all devices and temperature ranges. However, the temperature variation
of I th can be approximated by the empirical expression

Ith(T ) = Izexp(T/T0) (4.54)

where T 0 is a measure of the threshold temperature coefficient and Izis a constant.
For a conventional stripe-geometry GaAlAs laser diode, T 0 is typically 120−165 °C
in the vicinity of room temperature. An example of a laser diode with T 0 = 135 °C
and Iz= 52 mA is shown in Fig. 4.31. The threshold current increases by a factor
of about 1.4 between 20 and 60 °C. The variation in I th with temperature is 0.8
percent/°C, as is shown in Fig. 4.32. Smaller dependences of I th on temperature have
been demonstrated for GaAlAs quantum-well heterostructure lasers. For these lasers,
T 0 can be as high as 437 °C. The temperature dependence of I th for this device is also
shown in Fig. 4.32. The threshold variation for this particular laser type is 0.23%/°C.

In addition to being affected by temperature, the lasing threshold can change as the
laser ages. Consequently, if a constant optical output power level is to be maintained
as the temperature of the laser changes or as the laser ages, it is necessary to adjust
the dc-bias current level. One possible method for achieving this automatically is an
optical feedback scheme.

A photodetector can be used to achieve optical feedback either by sensing the
variation in optical power emitted from the rear facet of the laser or by tapping
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Fig. 4.31 Temperature-dependent behavior of the optical output power as a function of the bias
current for a particular laser diode with T0 = 135 °C and Iz = 52 mA

off and monitoring a small portion of the fiber-coupled power emitted from the
front facet. The photodetector compares the optical power output with a reference
level and adjusts the dc-bias current level automatically to maintain a constant peak
light output relative to the reference. The photodetector used must have a stable
long-term responsivity that remains constant over a wide temperature range. For
operation in the 800-to-900-nm region, a silicon pin photodiode generally exhibits
these characteristics (see Chap. 6).

Another standard method of stabilizing the optical output of a laser diode is to use
a miniature thermoelectric cooler [18]. This device maintains the laser at a constant
temperature and thus stabilizes the output level. Normally, a thermoelectric cooler is
used in conjunction with a rear-facet detector feedback loop, as is shown in Fig. 4.33.

Example 4.15 An engineer has a GaAlAs laser that has a threshold temperature
coefficient T 0 = 135 °C and an InGaAsP laser with T 0 = 55 °C. Compare the
percent change in the threshold current for each of these lasers when the temperature
increases from 20 to 65 °C.

Solution (a) Letting T 1 = 20 °C and T 2 = 65 °C, then from Eq. (4.54) when
the temperature changes from T1 to T2 for the GaAlAs laser the threshold current
increases by

Ith(65 ◦C)

Ith(20 ◦C)
= exp[(T2 − T1)/T0]
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Fig. 4.32 Variation with temperature of the threshold current Ith for two types of laser diodes

Fig. 4.33 Construction of a laser transmitter that uses a rear-facet photodiode for output monitoring
and a thermoelectric cooler for temperature stabilization
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= exp[(65 − 20)/135]

= 1.40 = 140%

(b) Similarly, letting T 1 = 20 °C and T 2 = 65 °C, then from Eq. (4.54) for the
InGaAsP laser the threshold current increases by

Ith(65 ◦C)

Ith(20 ◦C)
= exp[(T2 − T1)/T0]

= exp[(65 − 20)/55]

= 2.27 = 227%

4.4 Output Linearity of Light Sources

High-radiance LEDs and laser diodes are well-suited optical sources for wideband
analog applications provided amethod is implemented to compensate for any nonlin-
earity of these devices. In an analog system, a time-varying electric analog signal
s(t) is used to modulate an optical source directly about a bias current point IB, as
shown in Fig. 4.34. With no signal input, the optical power output is Pt . When the
signal s(t) is applied, the time-varying (analog) optical output power P(t) is

P(t) = Pt[1 + m s(t)] (4.55)

Fig. 4.34 Bias point and amplitude modulation range for analog applications of LEDs (left) and
laser diodes (right)
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Here, m is the modulation index (or modulation depth) defined as

m = �I

I
′
B

(4.56)

where I
′
B = IB for LEDs and I

′
B = IB − I th for laser diodes. The parameter �I is the

variation in current about the bias point. To prevent distortions in the output signal,
the modulation must be confined to the linear region of the curve for optical output
versus drive current. Furthermore, if �I is greater than I

′
B (i.e.,m is greater than 100

percent), the lower portion of the signal gets cut off and severe distortion will result.
Typical m values for analog applications range from 0.25 to 0.50.

In analog applications, anydevice nonlinearitieswill create frequency components
in the output signal that were not present in the input signal. Two important nonlinear
effects are harmonic and intermodulation distortions. If the signal input to a nonlinear
device is a simple cosine wave x(t) = A cos ωt with frequency ω and amplitude A,
the output will be

y(t) = A0 + A1cosωt + A2cos 2ωt + A3cos 3ωt + · · · (4.57)

where the factors Aj are the amplitudes of the jth harmonic. That is, the output signal
will consist of a component at the input frequencyω plus spurious components at zero
frequency, at the second harmonic frequency 2ω, at the third harmonic frequency
3ω, and so on. This effect is known as harmonic distortion. The amount of nth-order
distortion in decibels is given by

nth-order harmonic distortion = 20 log
An

A1
(4.58)

To determine intermodulation distortion, the modulating signal of a nonlinear
device is taken to be the sum of two cosine waves x(t) = A1 cos ω1t + A2 cos ω2t.
The output signal will then be of the form

y(t) =
∑
m,n

Bmncos(mω1 + nω2) (4.59)

wherem and n = 0,±1,±2,±3,…. This signal includes all the harmonics ofω1 and
ω2 plus cross-product terms such asω2 − ω1,ω2 + ω1,ω2 − 2ω1,ω2 + 2ω1, and so
on. The sum and difference frequencies give rise to the intermodulation distortion.
The sum of the absolute values of the coefficientsm and n determines the order of the
intermodulation distortion. For example, the second-order intermodulation products
are atω1 ± ω2 with amplitudeB11, the third-order intermodulation products are atω1

± 2ω2 and 2ω1 ± ω2 with amplitudes B12 and B21, and so on. (Harmonic distortions
are also present wherever either m 
= 0 and n = 0 or when m = 0 and n 
= 0. The
corresponding amplitudes are Bm0 and B0n, respectively.) In general, the odd-order
intermodulation products with m = n ± 1 (such as 2ω1 − ω2, 2ω2 − ω1, 3ω1 −
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2ω2, etc.) are the most troublesome because they may fall within the bandwidth of
the channel. Of these, usually only the third-order terms are important, because the
amplitudes of higher-order terms tend to be significantly smaller. If the operating
frequency band is less than an octave, all other intermodulation products will fall
outside the passband and can be eliminated with appropriate filters in the receiver.

4.5 Summary

This chapter examines the basic operating characteristics of heterojunction-
structured light-emitting diodes (LEDs) and laser diodes. Thefirst topic dealswith the
basic structure of these sources, which is a sandwich type construction of different
semiconductor materials. These layers serve to confine the electrical and optical
carriers to yield optical sources with high outputs and high efficiencies. The prin-
cipal materials of which these layers are composed include the ternary alloy GaAlAs
for operation in the 800-nm to 900-nm wavelength region and the quaternary alloy
InGaAsP for use between 1100 and 1700 nm.

An important source characteristic associated with the quantum efficiency of a
light source is the modulation capability and the response to transient current pulses.
By applying a small dc bias to the source, the time delay between the application of a
current pulse and the onset of optical power output can be reduced. This bias reduces
the parasitic diode space charge capacitance that could cause a delay of the carrier
injection into the active region. Such an injection delay otherwise could postpone
the start of the optical output.

When deciding whether to choose an LED or a laser diode source, a tradeoff
must be made between the advantages and limitations of each type of device. The
advantages that a laser diode has over an LED are as follows:

1. A faster response time, so that much higher modulation rates (higher data
transmission rates) are possible with a laser diode.

2. A narrower spectral width of the laser output, which implies less dispersion-
induced pulse broadening during data transmission.

3. A much higher optical power level that can be coupled from a laser diode into a
fiber, thus allowing longer transmission distances.

Compared to LED sources some application issues of laser diodes are as follows:

1. The construction of laser diodes is more complex, mainly because of the require-
ment of current confinement in a small lasing cavity. This makes the laser diode
more expensive than an LED.

2. The optical output power level of a laser is strongly dependent on temperature.
If a laser diode is to be used over a wide external temperature range, then either
a cooling mechanism (such as a thermoelectric cooler) must be used to maintain
the laser at a constant temperature or a circuit that senses the lasing threshold can
be implemented to adjust the bias current with changes in temperature. Using a
thermoelectric cooler typically is the preferred temperature control method.
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For high-speed long-distance communications one needs single-mode lasers,
which must contain only a single longitudinal mode and a single transverse mode.
Consequently, the spectral width of the optical emission pattern is very narrow.
Popular single-mode lasers include the distributed-feedback (DFB) laser and the
vertical-cavity surface-emitting laser (VCSEL).

Problems

4.1 Measurements show that the bandgap energy Egfor GaAs varies with tempera-
ture according to the empirical formula

Eg(T ) ≈ 1.55 − 4.3 × 10−4T

where Egis given in electron volts (eV). Using this expression, show that the
temperature dependence of the intrinsic electron concentration ni is

ni = 5 × 1015T 3/2e−8991/T

4.2 Repeat the steps given in Example 4.2 for a p-type semiconductor. In particular,
show that when the net acceptor concentration is much greater than ni, then pp
= NAand np= n2i /NA.

4.3 An engineer has two Ga1−xAlxAs LEDs: one has a bandgap energy of 1.540 eV
and the other has x = 0.015.

(a) Find the aluminummole fraction x and the emission wavelength for the first LED.

(b) Find the bandgap energy and the emission
wavelength of the other LED.

[Answer:
(a) x = 0.090, λ = 805 nm; (b) Eg= 1.620 eV, λ = 766 nm.]

4.4 The lattice spacing of In1−xGaxAsyP1−yhas been shown to obey Vegard’s law.
This states that for quaternary alloys of the formA1−xBxCyD1−y, where A and B
are group III elements (e.g., Al, In, and Ga) and C and D are group V elements
(e.g., As, P, and Sb), the lattice spacing a(x, y) of the quaternary alloy can be
approximated by

a(x, y) = xya(BC) + x(1 − y)a(BD)

+ (1 − x)ya(AC) + (1 − x) (1 − y)a(AD)

where the a(IJ) parameters are the lattice spacings of the binary compounds IJ.

(a) Show that for In1−xGaxAsyP1−ywith

a(GaAs) = 5.6536Å

a(GaP) = 5.4512Å
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a(InAs) = 6.0590Å

a(InP) = 5.8696Å

where 1 Å = 10-10 m, the quaternary lattice spacing becomes

a(x, y) = 0.1894y − 0.4184x + 0.0130xy + 5.8696Å

(b) For quaternary alloys that are lattice-matched to InP, the relation between x and
y can be determined by letting a(x, y) = a(InP). Show that because 0 ≤ x ≤ 0.47, the
resulting expression can be approximated by y 2.20x.

(c) A simple empirical relation that gives the bandgap energy in eV in terms of x
and y is

Eg(x, y) = 1.35 + 0.668x − 1.17y + 0.758x2 + 0.18y2

− 0.069xy − 0.322x2y + 0.33xy2.

Find the bandgap energy and the peak emissionwavelength of In0.74Ga0.26As0.56P0.44.
[Answer: (c) Eg= 0.956 eV; λ(μm) = 1.240/ Eg(eV) = 1.297 μm.]

4.5 Using the expression E = hc/λ, show why the FWHM power spectral width
of LEDs becomes wider at longer wavelengths. [Answer: Differentiating the
expression for E yields �λ = λ2

hc�E . For the same energy difference �E, the
spectral width�λ is proportional to thewavelength squared. Thus, for example,
�λ1550
�λ1310

= (
1550
1310

)2 = 1.40.]
4.6 A double-heterojunction InGaAsP LED emitting at a peak wavelength of

1310 nm has radiative and nonradiative recombination times of 25 and 90 ns,
respectively. The drive current is 35 mA.

(a) Find the internal quantum efficiency and the internal power level.

(b) If the refractive index of the light source material is n = 3.5, find the power
emitted from the device.

[Answer: (a) ηint = 0.783, Pint = 26 mW; (b) 0.37 mW].

4.7 Assume the injected minority carrier lifetime of an LED is 5 ns and that the
device has an optical output of 0.30 mW when a constant dc drive current
is applied. Using Eq. (4.18), plot the optical output power when the LED is
modulated at frequencies ranging from 20 to 100 MHz. Note what happens to
the LED output power at higher modulation frequencies.

4.8 Consider an LED having a minority carrier lifetime of 5 ns. Find the 3-dB
optical bandwidth and the 3-dB electrical bandwidth. [Answer: The 3-dB
optical bandwidth = 9.5 MHz; the 3-dB electrical bandwidth = 6.7 MHz.]

4.9 (a) A GaAlAs laser diode has a 500-μm cavity length, which has an effective
absorption coefficient of 10 cm−1. For uncoated facets the reflectivities are
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0.32 at each end. What is the optical gain at the lasing threshold?
(b) If one end of the laser is coated with a dielectric reflector so that its reflec-
tivity is now 90%, what is the optical gain at the lasing threshold?
(c) If the internal quantum efficiency is 0.65, what is the external quantum
efficiency in cases (a) and (b)? [Answers: (a) 55.6 cm–1; (b) 34.9 cm–1; (c) ηext

= 0.53 and 0.46, respectively.]
4.10 Find the external quantum efficiency for a Ga1−xAlxAs laser diode (with x

= 0.03) that has an optical-power-versus-drive-current relationship of 0.5
mW/mA. [Hint: Use Eq. (4.3) to find Eg = 1.462 eV and then find λ =
848 nm. Then from Eq. (4.38) ηext = 0.342.]

4.11 Approximate expressions for the transverse and lateral optical-field confine-
ment factors 
Tand 
L, respectively, in a Fabry-Perot lasing cavity are


T = D2

2 + D2
with D = 2πd

λ

(
n21 − n22

)1/2

and


L = W 2

2 + W 2
with W = 2πw

λ

(
n2e f f − n22

)1/2

where

n2e f f = n22 + 
T
(
n21 − n22

)

Here w and d are the width and thickness, respectively, of the active layer, and n1
and n2 are the refractive indices inside and outside the cavity, respectively.

(a) Consider a 1300-nm InGaAsP laser diode in which the active region is 0.1μm
thick, 1.0 μm wide, and 250 μm long with refractive indices n1 = 3.55 and n2 =
3.20. What are the transverse and lateral optical-field confinement factors?

(b) Given that the total confinement factor is.

 = 
T
L, what is the gain threshold if the effective absorption coefficient is αmat

= 30 cm−1 and the facet reflectivities are R1 = R2 = 0.31?

[Answer: (a) 
T= 0.216 and 
L= 0.856; (b) 
 = 0.185].

4.12 A GaAs laser emitting at 800 nm has a 400-μm cavity length with a refractive
index n = 3.6. If the gain g exceeds the total loss αt throughout the range
750 nm < λ < 850 nm, how many modes will exist in the laser? [Answer:
�λ = 0.22 nm yielding 455 modes].

4.13 A laser emitting at λ0 = 850 nm has a gain-spectral width of σ = 32 nm and
a peak gain of g(0) = 50 cm−1. Plot g(λ) from Eq. 4.41. If αt= 32.2 cm−1,
show the region where lasing takes place. If the laser is 400 μm long and n =
3.6, how many modes will be excited in this laser? [Answer:
�λ = 0.25 nm yielding 240 modes].
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4.14 The derivation of Eq. (4.46) assumes that the refractive index n is independent
of wavelength.

(a) Show that when n depends on λ, we have

�λ = λ2

2L
(
n − λ dn

dλ

)

(b) If the group refractive index (n − λdn/dλ) is 4.5 for GaAs at 850 nm, what is the
mode spacing for a 400-μm-long laser? [Answer: (b) �λ = 0.20 nm].

4.15 For laser structures that have strong carrier confinement, the threshold current
density for stimulated emission J th can to a good approximation be related to
the lasing-threshold optical gain gth by gth = βdevJ th where βdev is a constant
that depends on the specific device construction. Consider a GaAs laser with
an optical cavity of length 250 μm and width 100 μm. At the normal oper-
ating temperature, the gain factor βdev = 21 × 10−3 A/cm3 and the effective
absorption coefficient αmat = 10 cm−1.

(a) If the refractive index is 3.6, find the threshold current density and the threshold
current I th. Assume the laser end faces are uncoated and the current is restricted to
the optical cavity.

(b) What is the threshold current if the laser cavity width is reduced to 10 μm?

[Answers: (a) J th = 2.65 × 103A/cm2 and I th = J th × l × w = 663 mA.

(b) I th = 66.3 mA].

4.16 From quantum mechanics, the energy levels for electrons and holes in the
quantum-well laser structure shown in Fig. 4.23 are given by

Eci = Ec + h2

8d2

i2

me
with i = 1, 2, 3, ... for electrons

and

Ev j = Ev − h2

8d2

j2

mh
with j = 1, 2, 3, ... for holes

where Ecand Evare the conduction-band and valence-band energies (see Fig. 4.1),
d is the active layer thickness, h is Planck’s constant, and meand mhare the electron
and hole masses as defined in Example 4.1. The possible energy-level transitions
that lead to photon emission are given by

�Ei j = Eci − Ev j = Eg + h2

8d2

(
i2

me
+ j2

mv

)
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If Eg= 1.43 eV for GaAs, what is the emission wavelength between the i = j = 1
states if the active layer thickness is d = 5 nm?

[Answer: λ = 739 nm].

4.17 In amultiple quantum-well laser the temperature dependence of the differential
or external quantum efficiency can be described by

ηext (T ) = ηi (T )
αend

Nw

[
αw + γ (T − Tth)

] + αend

where ηi (T ) is the internal quantum efficiency, αend is the mirror loss of the
lasing cavity as given in Eq. (4.28), Nwis the number of quantum wells, T th is
the threshold temperature, αwis the internal loss of the wells at T = T th and γ

is a temperature-dependent internal-loss parameter. Consider a six-well, 350-
μm-long MQW laser having the following characteristics: αw= 1.25 cm−1, γ
= 0.025 cm−1/K, and T th = 303 K. The lasing cavity has a standard uncoated
facet on the front (R1 = 0.31) and a high-reflection coating on the near facet
(R2 = 0.96).

(a) Assuming that the internal quantum efficiency is constant, plot the external
quantum efficiency as a function of temperature over the range 303 K ≤ T ≤ 375 K.
Let ηext (T ) = 0.8 at T = 303 K.

(b) Given that the optical output power at T = 303 K is 30 mW at a drive current
of Id= 50 mA, plot the power output as a function of temperature over the range
303 K ≤ T ≤ 375 K at this fixed bias current.

4.18 A distributed-feedback laser has a Bragg wavelength of 1570 nm, a second-
order grating with � = 460 nm, and a 300-μm cavity length. Assuming a
perfectly symmetrical DFB laser, find the zeroth-order, first-order, and second-
order lasing wavelengths to a tenth of a nanometer. Draw a relative amplitude-
versus-wavelength plot.

4.19 When a current pulse is applied to a laser diode, the injected carrier pair density
n within the recombination region of width d changes with time according to
the relationship

∂n

∂t
= J

qd
− n

τ

Assume τ is the average carrier lifetime in the recombination regionwhen the injected
carrier pair density is nth near the threshold current density J th. That is, in the steady
state ∂n/∂t = 0, so that

nth = Jthτ

qd
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If a current pulse of amplitude Ipis applied to an unbiased laser diode, show that the
time needed for the onset of stimulated emission is

td = τ ln
Ip

Ip − Ith

Assume the drive current I = JA, where J is the current density and A is the area of
the active region.

(b) If the laser is now prebiased to a current density JB= IB/A, so that the initial excess
carrier pair density is nB= JBτ/qd, then the current density in the active region during
a current pulse Ipis J = JB+ Jp. Show that in this case Eq. (4.50) results.

4.20 A laser diode has a maximum average output of 1 mW (0 dBm). The laser
is to be amplitude-modulated with a signal x(t) that has a dc component of
0.2 and a periodic component of ± 2.56. If the current-input to optical-output
relationship is P(t) = i(t)/10, find the values of I0 and m if the modulating
current is i(t) = I0 [1 + mx (t)].

[Answer: i(t) = I0 [1 + mx(t)] mA = 9.2 [1 + 0.42 x(t)] mA].

4.21 Consider the following taylor series expansion
of the optical-power-versus-drive-current relationship of an optical source
about a given bias point:

y(t) = a1x(t) + a2x
2(t) + a3x

3(t) + a4x
4(t)

Let the modulating signal x(t) be the sum of two sinusoidal tones at frequencies ω1

and ω2 given by

x(t) = b1 cosω1t + b2 cosω2t

(a) Find the second-, third-, and fourth-order intermodulation distortion coefficients
Bmn (where m and n = ±1, ±2, ±3, and ±4) in terms of b1, b2, and the ai.

(b) Find the second-, third-, and fourth-order harmonic distortion coefficients A2, A3

and A4 in terms of b1, b2, and the ai.
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Chapter 5
Optical Power Coupling

Abstract Having examined the characteristics of optical fibers and the associated
light sources used with them, the next step is to investigate how to launch optical
power into a particular fiber efficiently from some type of luminescent source. In
conjunction with this topic is the question is how to couple optical power from one
fiber into another. Each jointing technique is subject to certain conditions, which can
cause varying degrees of optical power loss at the joint. The purpose of this chapter
is to highlight these conditions and determine methods for minimizing the joint loss.

In implementing an optical fiber link, two of the major system questions are how to
launch optical power into a particular fiber from some type of luminescent source and
how to couple optical power from one fiber into another. Launching optical power
from a source into a fiber entails considerations such as the numerical aperture, core
size, refractive-index profile, and core-cladding index difference of the fiber, plus the
size, radiance, and angular power distribution of the optical source.

A measure of the amount of optical power emitted from a source that can be
coupled into a fiber is usually given by the coupling efficiency η defined as

η = PF

PS

Here PF is the power coupled into the fiber and PS is the power emitted from the
light source. The launching or coupling efficiency depends on the type of fiber that
is attached to the source and on the coupling process; for example, whether lenses
or other coupling improvement schemes are used.

In practice, many source suppliers offer devices with a short length of optical
fiber (1 m or less) already attached in an optimum power-coupling configuration.
This section of fiber is generally referred to as a flylead or a pigtail. The power-
launching problem for these pigtailed sources thus reduces to a simpler one of
coupling optical power from one fiber into another. The effects to be considered
in this case include fiber misalignments; different core sizes, numerical apertures,
and core refractive-index profiles; plus the need for clean and smooth fiber end faces
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that are either perpendicular to the axis or that are polished at a slight angle to prevent
back reflections of optical power into the device.

An alternate arrangement consists of light sources and optical fiber receptacles
that are integrated within a transceiver package. To achieve fiber-to-fiber coupling in
this case, the fiber connector from a cable is simply mated to the built-in connector in
the transceiver package. Among the various commercially available configurations
are the popular small-form- factor (SFF) and the SFF pluggable (SFP) devices.

5.1 Source-to-Fiber Power Coupling

A convenient and useful measure of the optical output of a luminescent source is its
radiance at a given diode drive current. Radiance is traditionally designated by the
symbol L and is the optical power radiated into a unit solid angle per unit emitting
surface area. It is generally specified in terms of watts per square centimeter per
steradian. Because the optical power that can be coupled into a fiber depends on the
radiance (i.e., on the spatial distribution of the optical power), the radiance of an
optical source rather than the total output power is the important parameter when
considering source-to-fiber coupling efficiencies.

5.1.1 Light Source Emission Patterns

To determine the optical power-accepting capability of a fiber, the spatial radiation
pattern of the sourcemust first be known. This pattern can be fairly complex.Consider
Fig. 5.1, which shows a spherical coordinate system characterized by R, θ, and ϕ,
with the normal to the emitting surface being the polar axis. The radiance may be
a function of both θ and ϕ, and can also vary from point to point on the emitting

Fig. 5.1 Spherical
coordinate systems for
characterizing the emission
pattern from an optical
source
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surface. A reasonable assumption for simplicity of analysis is to take the emission
to be uniform across the source area.

Surface-emitting LEDs are characterized by their Lambertian output pattern,
which means the source has the same luminous intensity (or colloquially “is equally
bright”)whenviewed fromanydirection.Thepower delivered at an angle θ,measured
relative to a normal to the emitting surface, varies as cos θ because the projected area
of the emitting surface varies as cos θ with viewing direction. The emission pattern
for a Lambertian source thus follows the relationship.

L(θ, ϕ) = L0cos θ (5.1)

where L0 is the radiance along the normal to the radiating surface. The radiance
pattern for this type of source is shown in Fig. 5.2.

Drill Problem 5.1 (a) At what angle from the normal in a Lambertian LED
is the power level 50 percent of the normal level? This is the half-power point.
(b) At what angle from its axis does the light appear only 40 percent as intense
as it does when viewed down its centerline? Answers: [(a) 60°; (b) 67°.]

Edge-emitting LEDs and laser diodes have a more complex emission pattern.
These devices have different radiances L(θ, 0°) and L(θ, 90°) in the planes parallel
and normal, respectively, to the emitting-junction plane of the device. These radiances
can be approximated by the general form [1, 2]

Fig. 5.2 Radiance patterns
for a Lambertian source and
the lateral output of a highly
directional laser diode with
L0 normalized to unity for
both sources

Lambertian source

Highly directional laser diode
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1

L(θ, φ)
= sin2φ

L0cosd1θ
+ cos2φ

L0cosd2θ
(5.2)

The integersd1 andd2 are the transverse and lateral power distribution coefficients,
respectively.

Example 5.1 Figure 5.2 compares a Lambertian pattern with a laser diode that has
a lateral (ϕ = 0°) half-power beam width of 2θ = 10°. What is the lateral power
distribution coefficient of the laser diode?

Solution From Eq. (5.2), it follows that L(θ = 5°,ϕ = 0°) = L0(cos 5◦)d2 = 0.5L0.
Solving for d2,

d2 = log 0.5

log(cos 5◦
)

= log 0.5

log 0.9962
= 182

The much narrower output beam from a laser diode allows significantly more
optical power to be coupled into a fiber.

Drill Problem 5.2 Verify that the relative radiance at the angular position ϕ

= 45° and θ = 5° for a laser diode with d2 = 1 and d1 = 150 is L(θ, ϕ) =
0.721 L0.

Drill Problem 5.3 For a laser diode, consider a modified Lambertian approx-
imation to the emission pattern of the form.

L = L0cos
mθ

Suppose that in a certain laser diode the −3-dB power level occurs at an
angle of 15° from the normal to the emitting surface. Show that the value of m
is 20.

In general, for edge emitters, d2 = 1 (which is a Lambertian distribution with a
120° half-power beam width) and d1 is significantly larger. For laser diodes, d1 can
take on values over 100.

5.1.2 Calculation of Power Coupling

To calculate the maximum optical power coupled into a fiber, consider first the case
shown in Fig. 5.3 for a symmetric source of radiance L(As, �s), where Asand �sare
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Fig. 5.3 Schematic diagram of a light source coupled to an optical fiber; light falling outside of
the acceptance angle is lost

the area and solid emission angle of the source, respectively. Here, the fiber end face
is centered over the emitting surface of the source and is positioned as close to it as
possible. The coupled power can be found using the relationship

P =
∫

A f

d As

∫

� f

d�s L(As,�s)

=
rm∫

0

2π∫

0

⎡
⎣

2π∫

0

�A∫

0

L(θ, φ)sinθ dθ dφ

⎤
⎦ dθs r dr (5.3)

where the area Af and solid acceptance angle �f of the fiber define the limits of the
integrals. In this expression, first the radiance L(θ, ϕ) from an individual radiating
point source on the emitting surface is integrated over the solid acceptance angle of the
fiber. This is shown by the expression in square brackets, where θAis the acceptance
angle of the fiber, which is related to the numerical aperture NA through Eq. (2.23).
The total coupled power is then determined by summing up the contributions from
each individual emitting point source of incremental area dθsr dr, that is, integrating
over the emitting area. For simplicity, here the emitting surface is taken as being
circular. If the source radius rs is less than the fiber core radius a, then the upper
integration limit rm = rs; for source areas larger than the fiber-core area, rm = a.

As an example, assume a surface-emitting LED has a radius rsthat is less than
the fiber core radius a. Because this is a Lambertian emitter, Eq. (5.1) applies and
Eq. (5.3) becomes

P =
rs∫

0

2π∫

0

⎡
⎣2πL0

�A∫

0

cosθ sinθ dθ

⎤
⎦ dθs r dr
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= πL0

rs∫

0

2π∫

0

sin2θAdθs r dr

= πL0

rs∫

0

2π∫

0

N A2dθs r dr (5.4)

where the numerical aperture NA is defined by Eq. (2.23). For step-index fibers the
numerical aperture is independent of the positions θsand r on the fiber end face, so
that Eq. (5.4) becomes (for rs < a)

PLED,step = π2r2s L0(N A)2 ≈ 2π2r2s L0n
2
1	 (5.5)

Consider now the total optical power Psthat is emitted from the source of area
Asinto a hemisphere (2π sr). This is given by

Ps = As

2π∫

0

π/2∫

0

L(θ, φ)sinθ dθ dφ

=π r2s2πL0

π/2∫

0

cosθ sinθ dθ

= π2r2s L0 (5.6)

Equation (5.5) can, therefore, be expressed in terms of Ps:

PLED,step = Ps(N A)2 for rs ≤ a (5.7)

When the radius of the emitting area is larger than the fiber core radius, only
the power from the fractional area πa2/πrs2 is coupled into the fiber, so Eq. (5.7)
becomes

PLED,step =
(
a

rs

)2

Ps(N A)2 for rs > a (5.8)

Example 5.2 Consider an LED that has a circular emitting area of radius 35 μm
and a Lambertian emission pattern with 150 W/(cm2-sr) axial radiance at a given
drive current. Compare the optical powers coupled into two step-index fibers, one of
which has a core radius of 25 μm with NA = 0.20 and the other which has a core
radius of 50 μm with NA = 0.20.

Solution For the larger core fiber, use Eqs. (5.6) and (5.7) to get

PLED,step = Ps(N A)2 = π2r2s L0(N A)2
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= π2(0.0035 cm)2
[
150 W/

(
cm2 sr

)]
(0.20)2

= 0.725mW

For the case when the fiber end-face area is smaller than the emitting surface area,
one needs to use Eq. (5.8). Thus the coupled power is less than the above case by the
ratio of the radii squared:

PLED,step =
(
25μm

35μm

)2

Ps(N A)2 =
(
25μm

35μm

)2

(0.725mW)

= 0.37mW = −4.32 dBm

In the case of a graded-index fiber, the numerical aperture depends on the distance
r from the fiber axis through the relationship defined by Eq. (2.40). Thus using Eqs.
(2.40) and (2.41), the power coupled froma surface-emittingLED into a graded-index
fiber becomes (for rs < a)

PLED,graded = 2π2L0

rs∫

0

[
n2(r) − n22

]
r dr

= 2π2r2s L0n
2
1	

[
1 − 2

α + 2

(rs
a

)α
]

= 2Psn
2
1	

[
1 − 2

α + 2

(rs
a

)α
]

(5.9a)

where the last expression was obtained from Eq. (5.6). When the source radius is
larger than the fiber core radius, the upper limit of integration becomes r = a and
only the radiance from the fractional area (a/rs)2 is coupled into the fiber. Then (for
rs> a)

PLED,graded = 2π2a2L0n
2
1	

α

α + 2
= π2a2L0N A(0)2

α

α + 2
(5.9b)

where Eq. (2.41) is used for the approximation of the axial numerical aperture NA(0)
on the right-hand side. The power launched into a fiber from an edge-emitting LED
that has a noncylindrical distribution is a bit complex [3].

Drill Problem 5.4 Consider an LED that has a circular emitting area of radius
rs= 35 μm and a Lambertian emission pattern with an axial radiance L0 =
150W/ (cm2·sr) at a givendrive current. (a) Show that the optical power coupled
into a graded-index fiber which has a core radius of 50 μmwith NA(0) = 0.20
and α = 2.0 is 0.55mW= −2.62 dBm. (b) Show that the optical power coupled
into a graded-index fiber which has a core radius of 25 μmwith NA(0) = 0.20
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and α = 2.0 is 0.185 mW = −7.33 dBm. (c) How do these numbers compare
to the values for similar sized step-index fibers described in Example 5.2?

These analyses assumed perfect coupling conditions between the source and the
fiber. This can be achieved only if the refractive index of the medium separating
the source and the fiber end matches the index n1 of the fiber core. If the refractive
index n of this medium is different from n1, then for perpendicular fiber end faces
the power coupled into the fiber reduces by the factor

R =
(
n1 − n

n1 + n

)2

(5.10)

where R is the Fresnel reflection or the reflectivity at the fiber-core end face (see
Sect. 2.11). The ratio r = (n1 − n)/(n1 + n), which is known as the reflection
coefficient, relates the amplitude of the reflected wave to the amplitude of the incident
wave.

Example 5.3 A GaAs optical source with a refractive index of 3.6 is coupled to a
silica fiber that has a refractive index of 1.48. What is the power loss between the
source and the fiber?

Solution If the fiber end and the source are in close physical contact, then, from
Eq. (5.10), the Fresnel reflection at the interface is

R =
(
n1 − n

n1 + n

)2

=
(
3.60 − 1.48

3.60 + 1.48

)2

= 0.174

This value of R corresponds to a reflection of 17.4% of the emitted optical power
back into the source. Given that

Pcoupled = (1 − R)Pemitted

the power loss L power in decibels is found from:

L power = −10log

(
Pcoupled
Pemitted

)
= −10log(1 − R)

= −10log(0.826) = 0.83 dB

An index-matching material between the source and the fiber end can reduce this
loss number.

Example 5.4 An InGaAsP light source that has a refractive index of 3.540 is coupled
to a step-index fiber that has a core refractive index of 1.480. Assume that the source
size is smaller than the fiber core and that there is a small gap between the source and
the fiber. (a) If the gap is filled with a gel that has a refractive index of 1.520, what is
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the power loss in decibels from the source into the fiber? (b) What is the power loss
if no gel is used to fill the small gap?

Solution (a) Here we need to consider the reflectivity at two interfaces. First, using
Eq. (5.10) the reflectivity Rsg at the source-to-gel interface is

Rsg =
(
nsource − ngel
nsource + ngel

)2

=
(
3.540 − 1.520

3.540 + 1.520

)2

= 0.159

Similarly, using Eq. (5.10) the reflectivity Rgf at the gel-to-fiber interface is

Rg f =
(
n f iber − ngel
n f iber + ngel

)2

=
(
1.480 − 1.520

1.480 + 1.520

)2

= 1.777 × 10−4

The transmission T through the matching gel then is the product of two individual
transmissions:

T = (
1 − Rsg

) × (
1 − Rg f

)
= (1 − 0.159) × (

1 − 1.777 × 10−4
)

= 0.841

The power lost (as a ratio) is

L power = 1 − T = 0.159 (i.e., 15.9%of the power is lost)

The power loss in decibels is

L power (dB) = −10 log(1 − R) = −10 log 0.841 = 0.752 dB

(b) Similarly, the transmissionT through the air gap is the product of two individual
transmissions:

T =
[
1 −

(
nsource − nair
nsource + nair

)2
]

×
[
1 −

(
n f iber − nair
n f iber + nair

)2
]

= (1 − 0.313) × (1 − 0.037) = 0.662

The power lost (as a ratio) is

L power = 1 − T = 0.338 (i.e., 33.8%of the power is lost)
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In this case the power loss in decibels is

L power (dB) = −10 log(1 − R) − 10 log 0.662 = 1.791 dB

5.1.3 Optical Coupling Versus Wavelength

It is of interest to note that the optical power launched into a fiber does not depend on
the wavelength of the source but only on its radiance. To explore this concept a little
further, Eqs. (2.30) and (2.42) show that the number of modes that can propagate in
a multimode fiber (either step-index or graded-index) is proportional to the inverse
wavelength squared:

M ∝ λ−2 (5.11)

Thus, for example, twice as many modes propagate in a given fiber at 900 nm
than at 1300 nm.

The radiated power per mode, Ps/M, from a source at a particular wavelength is
given by the radiance multiplied by the square of the nominal source wavelength [4],

Ps
M

= L0λ
2 (5.12)

Thus twice as much power is launched into a given mode at 1300 nm than at
900 nm. Hence, two identically sized sources operating at different wavelengths but
having identical radiances will launch equal amounts of optical power into the same
fiber.

Drill Problem5.5 Consider two identically sized optical sources, one emitting
at 895 nm and the other at 1550 nm. (a) Verify that about three times as many
modes propagate in the same multimode fiber at 895 nm than at 1550 nm. (b)
Show that if the two sources have equal radiances then about three times as
much power is launched into a given mode at 1550 nm compared to 895 nm.
(c) Using Eqs. (5.11) and (5.12) show that these two sources will launch equal
amounts of power into the same fiber.
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5.1.4 Equilibrium Numerical Aperture

As noted earlier, a light source may be supplied with a short (typically 1 m long)
fiber flylead attached to it in order to facilitate coupling the source to a system fiber.
To achieve a low coupling loss, this flylead should be connected to a system fiber that
has a nominally identical NA and core diameter. A certain amount of optical power
(ranging from 0.1 to 1 dB) is lost at this junction, the exact loss depending on the
connectingmechanism and on the fiber type; this is discussed in Sect. 5.3. In addition
to the coupling loss, an excess power loss will occur in the first few tens of meters
of a multimode system fiber. This excess loss is a result of nonpropagating modes
scattering out of the fiber as the launched modes come to an equilibrium condition.
This loss is of particular importance for surface-emitting LEDs, which tend to launch
power into all modes of the fiber. Fiber-coupled lasers are less prone to this effect
because they tend to excite fewer nonpropagating fiber modes.

The excess power loss must be analyzed carefully in any system design as it can
be significantly higher for some types of fibers than for others [5]. An example of
the excess power loss is shown in Fig. 5.4 in terms of the fiber numerical aperture.
At the input end of the fiber, the light acceptance is described in terms of the launch
numerical aperture NAin. If the light-emitting area of the LED is less than the cross-
sectional area of the fiber core, then at this point the power coupled into the fiber is
given by Eq. (5.7), where NA = NAin.

However, when the optical power is measured in long multimode fibers after the
launchedmodes have come to equilibrium (which is often taken to occur at 50m), the
effect of the equilibrium numerical aperture NAeq becomes apparent. At this point,
the optical power in the fiber scales as

Peq = P50

(
N Aeq

N Ain

)2

(5.13)

Fig. 5.4 Example of the
change in NA as a function
of distance along a
multimode fiber
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where P50 is the power expected in the fiber at the 50-m point based on the launch
NA. The degree of mode coupling occurring in a fiber is primarily a function of the
core-cladding index difference. It can thus vary significantly among different fiber
types. Because most optical fibers attain 80–90% of their equilibrium NA after about
50 m, it is the value of NAeq that is important when calculating launched optical
power in multimode fibers.

5.2 Coupling Improvement with Lensing Schemes

The optical power-launching analysis given in Sect. 5.1 is based on centering a
flat fiber end face directly over the light source as close to it as possible. If the
source-emitting area is larger than the fiber-core area, then the resulting optical
power coupled into the fiber is the maximum that can be achieved. This is a result
of fundamental energy and radiance conservation principles [6]. However, if the
emitting area of the source is smaller than the core area, a miniature lens may be
placed between the source and the fiber to improve the power-coupling efficiency.

The function of the microlens is to magnify the emitting area of the source to
match the core area of the fiber end face exactly. If the emitting area is increased by
a magnification factor M, the solid angle within which optical power is coupled to
the fiber from the source is increased by the same factor.

Several possible lensing schemes [1, 2, 7–12] are shown in Fig. 5.5. These include
a rounded-end fiber, a small glass sphere (nonimaging microsphere) in contact with
both the fiber and the source, a larger spherical lens used to image the source on the
core area of the fiber end, a cylindrical lens generally formed from a short section of

Fig. 5.5 Examples of possible lensing schemes used to improve optical source-to-fiber coupling
efficiency
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Fig. 5.6 Schematic diagram
of an LED emitter with a
microsphere lens

fiber, a system consisting of a spherical-surfaced LED and a spherical-ended fiber,
and a taper-ended fiber.

Although these techniques can improve the source-to-fiber coupling efficiency,
they also create additional complexities. One problem is that the lens size is similar
to the source and fiber-core dimensions, which introduces fabrication and handling
difficulties. In the case of the taper-ended fiber, the mechanical alignment must be
carried out with greater precision because the coupling efficiency becomes a more
sharply peaked function of the spatial alignment. However, alignment tolerances are
increased for other types of lensing systems.

One of the most efficient lensing methods is the use of a nonimaging microsphere.
Its use for a surface emitter is shown in Fig. 5.6. For carrying out image position
calculations, first make the following practical assumptions: the spherical lens has
a radius RLand a refractive index of about 2.0, the outside medium is air (n = 1.0),
and the emitting area is circular. To collimate the output from the LED, the emitting
surface should be located at the focal point of the lens. The focal point can be found
from the Gaussian lens formula [13]

n

s
+ n′

q
= n′ − n

r
(5.14)

where s and q are the object and image distances, respectively, as measured from
the lens surface, n is the refractive index of the lens, n′ is the refractive index of the
outside medium, and r is the radius of curvature of the lens surface.

The following sign conventions are used with Eq. (5.14):

1. Light travels from left to right.
2. Object distances are measured as positive to the left of a vertex and negative to

the right.
3. Image distances are measured as positive to the right of a vertex and negative

to the left.
4. All convex surfaces encountered by the light have a positive radius of curvature,

and concave surfaces have a negative radius.

Example 5.5 Using the sign conventions for Eq. (5.14), find the focal point for the
right-hand surface shown in Fig. 5.6.

Solution To find the focal point, set q = ∞ and solve for s in Eq. (5.14), where s is
measured from point B. With n = 2.0, n′ = 1.0, q = ∞, and r = − RL, Eq. (5.14)
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yields.

s = f = 2RL

Thus the focal point is located on the lens surface at point A.

Placing the LED close to the lens surface thus results in a magnificationM of the
emitting area. This is given by the ratio of the cross-sectional area of the lens to that
of the emitting area:

M = πR2
L

πr2s
=

(
RL

rs

)2

(5.15)

Using Eq. (5.4) one can show that, with the lens the optical power PLthat can be
coupled into a full aperture angle 2θ is given by

PL = PS

(
RL

rs

)2

sin2θ (5.16)

where Psis the total output power from the LED without the lens. Note that the
maximum magnification occurs when the magnified source area is equal to the fiber
core area. Thus Mmax = (α/rs)2.

The theoretical coupling efficiency that can be achieved is based on energy and
radiance conservation principles. This efficiency is usually determined by the size of
the fiber. For a fiber of radius a and numerical aperture NA, the maximum coupling
efficiency ηmax for a Lambertian source is given by [14]

ηmax =
(
a

rs

)2

(N A)2 for
rs
a

> 1

= (N A)2 for
rs
a

≤ 1 (5.17)

Thuswhen the radius of the emitting area is larger than thefiber radius, no improve-
ment in coupling efficiency is possible with a lens. In this case, the best coupling
efficiency is achieved by a direct-butt method.

Example 5.6 An optical source with a circular output pattern is closely coupled to
a step-index fiber that has a numerical aperture of 0.22. If the source radius is rs=
50μmand the fiber core radius a= 25μm,what is themaximum coupling efficiency
from the source into the fiber?

Solution Because the ratio rs/a > 1, the maximum coupling efficiency ηmax can be
found from the top expression in Eq. (5.17):

ηmax =
(
a

rs

)2

(N A)2 =
(
25

50

)2

(0.22)2
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= 0.25(0.22)2 = 0.012 = 1.2%

Thus the coupling efficiency is reduced to 25 percent compared to the case in
which the source and fiber radii are equal, that is, when ηmax = (NA)2.

5.3 Losses Between Fiber Joints

A significant factor in any fiber optic system installation is the requirement to inter-
connect fibers in a low-loss manner. These interconnections occur at the optical
source, at the photodetector, at intermediate points within a cable where two fibers
are joined, and at intermediate points in a link where two cables are connected. The
particular technique selected for joining the fibers depends on whether a permanent
bond or an easily demountable connection is desired. A permanent bond is generally
referred to as a splice, whereas a demountable joint is known as a connector.

Every joining technique is subject to certain conditions that can cause various
amounts of optical power loss at the joint. The loss at a particular junction or through
a component is called the insertion loss. These losses depend on parameters such as
the input power distribution to the joint, the length of the fiber between the optical
source and the joint, the geometrical and waveguide characteristics of the two fiber
ends at the joint, and the fiber end-face qualities.

The number of modes that can propagate in each fiber limits the coupling of
optical power from one fiber to another. For example, if a fiber in which 500 modes
can propagate is connected to a fiber in which only 400 modes can propagate, then,
at most, 80 percent of the optical power from the first fiber can be coupled into the
second fiber (if we assume that all modes are equally excited). For a graded-index
fiber with a core radius a and a cladding index n2, and with k = 2π/λ, the total
number of modes can be found from the expression [6]

M = k2
a∫

0

[
n2(r) − n22

]
r dr (5.18)

where n(r) defines the variation in the refractive-index profile of the core. This can
be related to a general local numerical aperture NA(r) through Eq. (2.40) to yield

M = k2
a∫

0

N A(r)2 r dr = k2N A(0)2
a∫

0

[
1 −

( r
a

)α]
r dr (5.19)

In general, any two fibers that are to be joined will have varying degrees of
differences in their radii a, axial numerical apertures NA(0), and index profiles α.
Thus the fraction of energy coupled from one fiber to another is proportional to the
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number of modes common to both fibersMcomm (if a uniform distribution of energy
over the modes is assumed). The fiber-to-fiber coupling efficiency ηF is given by

ηF = Mcomm

ME
(5.20)

whereME is the number of modes in the emitting fiber (the fiber that launches power
into the next fiber).

The fiber-to-fiber coupling loss LF is given in terms of ηFas

LF = −10 log ηF (5.21)

Drill Problem 5.6 When the number of modes MRin a receiving fiber is less
than the number of modesME in an emitting fiber, Eq. (5.20) can be written as
ηF=MR/ME . From Eq. (2.30) the number of modes in a step-index multimode
fiber is

M =
(
2πan1

λ

)2

	

(a) If two joined fibers are identical except for their radii, where aR= 0.90aE ,
show that the fiber-to-fiber coupling efficiency is ηF= 0.81. (b) Show that the
coupling loss is LF= 0.92 dB.

An analytical estimate of the optical power loss at a joint between multimode
fibers is difficult to make because the loss depends on the power distribution among
the modes in the fiber. For example, consider first the case where all modes in a
fiber are equally excited, as shown in Fig. 5.7a. The emerging optical beam thus
fills the entire exit numerical aperture of this emitting fiber. Suppose now that a
second identical fiber, called the receiving fiber, is to be joined to the emitting fiber.
For the receiving fiber to accept all the optical power emitted by the first fiber, there
must be perfect mechanical alignment between the two optical waveguides, and their
geometric and waveguide characteristics must match precisely.

On the other hand, if steady-state modal equilibrium has been established in the
emitting fiber, most of the energy is concentrated in the lower-order fiber modes.
This means that the optical power is concentrated near the center of the fiber core,
as shown in Fig. 5.7b. The optical power emerging from the fiber then fills only
the equilibrium numerical aperture (see Fig. 5.4). In this case, because the input
NA of the receiving fiber is larger than the equilibrium NA of the emitting fiber,
slight mechanical misalignments of the two joined fibers and small variations in
their geometric characteristics do not contribute significantly to joint loss.
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Fig. 5.7 Different modal distributions of the optical beam emerging from a fiber result in different
degrees of coupling loss: a When all modes are equally excited, the output beam fills the entire
output NA; b for a steady-state modal distribution, only the equilibrium NA is filled by the output
beam

Steady-state modal equilibrium is generally established in long fiber lengths.
Thus, when estimating joint losses between long fibers, calculations based on a
uniform modal power distribution tend to lead to results that may be too pessimistic.
However, if a steady-state equilibrium modal distribution is assumed, the estimate
maybe too optimistic becausemechanicalmisalignments andfiber-to-fiber variations
in operational characteristics cause a redistribution of power among the modes in the
second fiber. As the power propagates along the second fiber, an additional loss will
thus occur when a steady-state distribution is again established.

An exact calculation of coupling loss between different optical fibers, which takes
into account nonuniform distribution of power among the modes and propagation
effects in the second fiber, is lengthy and involved [15]. Therefore, here the assump-
tion will be made that all modes in the fiber are equally excited. Although this gives a
somewhat pessimistic prediction of joint loss, it will allow an estimate of the relative
effects of losses resulting frommechanical misalignments, geometrical mismatches,
and variations in the waveguide properties between two joined fibers.
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5.3.1 Mechanical Misalignment Effects

Mechanical alignment is a major problem when joining two fibers, owing to their
microscopic size [16–19]. A standard multimode graded-index fiber core is 50–
100 μm in diameter, which is roughly the thickness of a human hair, whereas single-
mode fibers have core diameters on the order of 9 μm. Radiation losses result from
mechanical misalignments because the radiation cone of the emitting fiber does not
match the acceptance cone of the receiving fiber. The magnitude of the radiation loss
depends on the degree ofmisalignment. The three fundamental types ofmisalignment
between fibers are shown in Fig. 5.8.

Axial displacement (which is also often called lateral displacement) results when
the axes of the two fibers are separated by a distance d. Longitudinal separation
occurs when the fibers have the same axis but have a gap s between their end faces.
Angular misalignment results when the two axes form an angle so that the fiber end
faces are no longer parallel.

The most common misalignment occurring in practice, which also causes the
greatest power loss, is axial displacement. This axial offset reduces the overlap area
of the two fiber-core end faces, as illustrated in Fig. 5.9, and consequently reduces
the amount of optical power that can be coupled from one fiber into the other.

To illustrate the effects of axial misalignment, first consider the simple case of
two identical step-index fibers of radii a. Suppose that their axes are offset by a
separation d as is shown in Fig. 5.9, and assume there is a uniform modal power
distribution in the emitting fiber. Because the numerical aperture is constant across

Fig. 5.8 Three types of mechanical misalignments that can occur between two joined fibers

Fig. 5.9 Axial offset
reduces the shaded common
core area of the two fiber end
faces
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the end faces of the two fibers, the optical power coupled from one fiber to another
is simply proportional to the common area Acomm of the two fiber cores. Using the
standard geometry formula for the area of a circular segment, it is straightforward to
show that this is

Acomm = 2a2arccos
d

2a
− d

(
a2 − d2

4

)1/2

(5.22)

For the step-index fiber, the coupling efficiency is simply the ratio of the common-
core area to the core end-face area,

ηF,step = Acomm

πa2
= 2

π
arccos

d

2a
− d

πa

[
1 −

(
d

2a

)2
]1/2

(5.23)

The calculation of power coupled from one graded-index fiber into another iden-
tical one is more involved, because the numerical aperture varies across the fiber
end face. Because of this, the numerical aperture of the transmitting or receiving
fiber limits the total power coupled into the receiving fiber at a given point in the
common-core area, depending on which NA is smaller at that point.

Example 5.7 An engineer makes a joint between two identical step-index fibers.
Each fiber has a core diameter of 50 μm. If the two fibers have an axial (lateral)
misalignment of 5 μm, what is the insertion loss at the joint?

Solution Using Eq. (5.23) the coupling efficiency is

ηF,step = 2

π
arccos

(
5

50

)
− 5

π25

[
1 −

(
5

50

)2
]1/2

= 0.873

From Eq. (5.21) the fiber-to-fiber insertion loss LF is

LF = −10 log ηF = −10 log 0.873 = 0.590 dB

If the end face of a graded-index fiber is uniformly illuminated, the optical power
accepted by the core will be that power which falls within the numerical aperture of
the fiber. The optical power density p(r) at a point r on the fiber end is proportional
to the square of the local numerical aperture NA(r) at that point: [20]

p(r) = p(0)
N A2(r)

N A2(0)
(5.24)

where NA(r) and NA(0) are defined by Eqs. (2.40) and (2.41), respectively. The
parameter p(0) is the power density at the core axis, which is related to the total
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power P in the fiber by

P =
2π∫

0

a∫

0

p(r) r dr dθ (5.25)

For an arbitrary index profile, the double integral in Eq. (5.25) must be evaluated
numerically. However, an analytic expression can be found by using a fiber with a
parabolic index profile (α = 2.0). Using Eq. (2.40), the power density expression at
a point r given by Eq. (5.24) becomes

p(r) = p(0)

[
1 −

( r
a

)2]
(5.26)

Using Eqs. (5.25) and (5.26), the relationship between the axial power density
p(0) and the total power P in the emitting fiber is

P = πa2

2
p(0) (5.27)

To calculate the power transmitted across the butt joint of the twoparabolic graded-
index fibers with an axial offset d, consider the diagram shown in Fig. 5.10. The
overlap region must be considered separately for the areas A1 and A2. In area A1 the
emitting fiber limits the numerical aperture,whereas in areaA2 the numerical aperture
of the receiving fiber is smaller than that of the emitting fiber. The vertical dashed
line separating the two areas is the locus of points where the numerical apertures are
equal.

To determine the power coupled into the receiving fiber, the power density given
by Eq. (5.26) is integrated separately over areas A1 and A2. Because the numerical
aperture of the emitting fiber is smaller than that of the receiving fiber in area A1,
all of the power emitted in this region will be accepted by the receiving fiber. The

Fig. 5.10 Core overlap region for two identical parabolic graded-index fibers with an axial
separation d, where points x1 and x2 are arbitrary points of symmetry in areas A1 and A2
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Fig. 5.11 Area and limits of
integration for the common
core area of two parabolic
graded-index fibers

received power P1 in area A1 is thus

P1 = 2

θ1∫

0

a∫

r1

p(r) r dr dθ

= 2p(0)

θ1∫

0

a∫

r1

[
1 −

( r
a

)2]
r dr dθ (5.28)

where the limits of integration, shown in Fig. 5.11, are

r1 = d

2cosθ

and

θ1 = arccos
d

2a

Carrying out the integration yields

P1 = a2

2
p(0)

⎧⎨
⎩arccos

d

2a
−

[
1 −

(
d

2a

)2
]1/2

d

6a

(
5 − d2

2a2

)⎫⎬
⎭ (5.29)

where p(0) is given by Eq. (5.27).
In area A2 the emitting fiber has a larger numerical aperture than the receiving

fiber. This means that the receiving fiber will accept only that fraction of the emitted
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optical power that falls within its own numerical aperture. This power can be found
from symmetry considerations. The numerical aperture of the receiving fiber at a
point x2 in area A2 is the same as the numerical aperture of the emitting fiber at the
symmetrical point x1 in area A1. Thus the optical power accepted by the receiving
fiber at any point x2 in area A2 is equal to that emitted from the symmetrical point
x1 in area A1. The total power P2 coupled across area A2 is thus equal to the power
P1 coupled across area A1. Combining these results, then yields that the total power
PT accepted by the receiving fiber is

PT = 2P1 = 2

π
P

⎧⎨
⎩arccos

d

2a
−

[
1 −

(
d

2a

)2
]1/2

d

6a

(
5 − d2

2a2

)⎫⎬
⎭ (5.30)

Example 5.8 Suppose two identical graded-index fibers aremisalignedwith an axial
offset of d = 0.3a. What is the power coupling loss between these two fibers?

Solution From Eq. (5.30), the fraction of optical power coupled from the first fiber
into the second fiber is

PT
P

= 0.748

Or, in decibels,

10 log

(
PT
P

)
= −1.26 dB

When the axialmisalignment d is small comparedwith the core radiusa, Eq. (5.30)
can be approximated by

PT ≈ P

(
1 − 8d

3πa

)
(5.31)

This is accurate to within 1 percent for d/a < 0.4. The coupling loss for the offsets
given by Eqs. (5.30) and (5.31) is

LF = −10 log ηF = −10 log
PT
P

(5.32)

The effect of separating the two fiber ends longitudinally by a gap s is shown in
Fig. 5.12. Not all the higher-mode optical power emitted in the ring of width x will
be intercepted by the receiving fiber. The fraction of optical power coupled into the
receiving fiber is given by the ratio of the cross-sectional area of the receiving fiber
(πr2) to the area π(a + x)2 over which the emitted power is distributed at a distance
s. From Fig. 5.12 it follows that x = s tan θA, where θAis the acceptance angle of the
fibers, as defined in Eq. (2.2). From this ratio the loss for an offset joint between two



5.3 Losses Between Fiber Joints 231

Fig. 5.12 Optical power loss when fiber ends are separated longitudinally by a gap s

identical step-index fibers is found to be

LF = −10 log

(
a

a + x

)2

= −10 log

(
a

a + s tanθA

)2

= −10 log

[
1 + s

a
sin−1

(
N A

n

)]−2

(5.33)

where a is the fiber radius, NA is the numerical aperture of the fiber, and n is the
refractive index of the material between the fiber ends (usually either air or an index
matching gel).

Example 5.9 Two identical step-index fibers each have a 25-μm core radius and
an acceptance angle of 14°. Assume the two fibers are perfectly aligned axially and
angularly. What is the insertion loss for a longitudinal separation of 0.025 mm?

Solution The insertion loss due to a fiber gap between can be found by using
Eq. (5.33). For a 0.025-mm = 25-μm gap

LF = −10 log

(
25

25 + 25 tan14◦

)2

= 1.93 dB

When the axes of two joined fibers are angularly misaligned at the joint, the
optical power that leaves the emitting fiber outside of the solid acceptance angle
of the receiving fiber will be lost. For two step-index fibers that have an angular
misalignment θ, the optical power loss at the joint has been shown to be [21]

LF = −10 log

(
cosθ

{
1

2
− 1

π
p
(
1 − p2

)1/2 − 1

π
arcsinp − q

[
1

π
y
(
1 − y2

)1/2 + 1

π
arcsiny + 1

2

]})
(5.34)

where
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p = cos θA(1 − cos θ)

sin θA sin θ

q = cos3 θA(
cos2 θA − sin2 θ

)3/2

y = cos2 θA(1 − cos θ) − sin2θ

sin θA cos θAsinθ

The derivation of Eq. (5.34) again assumes that all modes are uniformly excited.
Of the three mechanical misalignments, the dominant loss arises from lateral

displacement. In practice, angular misalignments of less than 1° are readily achiev-
able in splices and connectors. Experimental data show that these misalignments
result in losses of less than 0.5 dB.

For splices, the separation losses are normally negligible as the fibers should be in
relatively close contact. In most connectors, the fiber ends are intentionally separated
by a small gap. This prevents them from rubbing against each other and becoming
damagedduring connector engagement. Typical gaps in these applications range from
0.025 to 0.10 mm, which results in losses of less than 0.8 dB for a 50-μm-diameter
fiber.

5.3.2 Fiber Variation Losses

In addition to mechanical misalignments, differences in the geometrical and waveg-
uide characteristics of any twowaveguides being joined can have a profound effect on
fiber-to-fiber coupling loss. These include variations in core diameter, core-area ellip-
ticity, numerical aperture, refractive-index profile, and core-cladding concentricity
of each fiber. Because these are manufacturer-related variations, the user generally
has little control over them. Theoretical and experimental studies of the effects of
these variations have shown that, for a given percentage mismatch, differences in
core radii and numerical apertures have a significantly larger effect on joint loss than
mismatches in the refractive-index profile or core ellipticity.

The joint losses resulting from core diameter, numerical aperture, and core
refractive-index-profile mismatches can be found from Eqs. (5.19) and (5.20). For
simplicity, let the subscriptsE andR refer to the emitting and receiving fibers, respec-
tively. If the radii aEand aRare not equal but the axial numerical apertures and the
index profiles are equal [NAE(0) = NAR(0) and αE= αR], then the coupling loss is

LF (a) =
{

−10 log
(
aR
aE

)2
for aR < aE

0 for aR ≥ aE
(5.35)



5.3 Losses Between Fiber Joints 233

Drill Problem 5.7 Consider the case when light from a multimode step-index
fiber that has a core radius of 62.5 μm is coupled into a similar fiber that has a
core radius of 50 μm. Show that the coupling loss in going from the larger to
the smaller fiber is 1.94 dB.

If the radii and the index profiles of the two coupled fibers are identical but their
axial numerical apertures are different, then

LF (N A) =
{

−10 log
[
N AR(0)
N AE (0)

]2
for N AR(0) < N AE (0)

0 for N AR(0) ≥ N AE (0)
(5.36)

Example 5.10 Consider two joined step-index fibers that are perfectly aligned.What
is the coupling loss if the numerical apertures are NAR= 0.20 for the receiving fiber
and NAE= 0.22 for the emitting fiber?

Solution From Eq. (5.36)

LF (N A) = −10 log

(
0.20

0.22

)2

= −10 log 0.826 = −0.828 dB

Finally, if the radii and the axial numerical apertures are the same but the core
refractive-index profiles differ in two joined fibers, then the coupling loss is

LF (α) =
{

−10 log
[

αR(αE+2)
αE (αR+2)

]
for αR < αE

0 for αR ≥ αE

(5.37)

This results because for αR < αE the number of modes that can be supported by the
receiving fiber is less than the number of modes in the emitting fiber. If αR > αE then
all modes in the emitting fiber can be captured by the receiving fiber.

Example 5.11 Consider two joined graded-index fibers that are perfectly aligned.
What is the coupling loss if the refractive index profiles are αR= 1.98 for the receiving
fiber and αE= 2.20 for the emitting fiber?

Solution From Eq. (5.37)

LF (α) = −10 log

[
αR(αE + 2)

αE (αR + 2)

]
= −10 log 0.950 = −0.22 dB
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5.3.3 Single-Mode Fiber Losses

As is the case in multimode fibers, in single-mode fibers the lateral (axial) offset
misalignment presents the most serious loss. This loss depends on the shape of the
propagating mode. For Gaussian-shaped beams the loss between identical fibers is
[22]

LSM,lat = −10 log

{
exp

[
−
(
d

w

)2
]}

(5.38)

where the spot sizew is themode-field radius defined in Eq. (2.34), and d is the lateral
displacement shown in Fig. 5.9. Because the spot size is only a few micrometers in
single-mode fibers, low-loss coupling requires a very high degree of mechanical
precision in the axial dimension.

Example 5.12 A single-mode fiber has a normalized frequency V = 2.20, a core
refractive index n1 = 1.47, a cladding refractive index n2 = 1.465, and a core diameter
2a = 9 μm. What is the insertion loss of a fiber joint having a lateral offset of d =
1 μm? For the mode-field diameter use the expression

w = a(0.65 + 1.619V−3/2 + 2.879V−6).

Solution First, using the above expression for the mode-field diameter,

w = 4.5[0.65 + 1.619(2.20)−3/2 + 2.879(2.20)−6] = 5.27μm

w.
Then, from Eq. (5.38),

LSM,lat = −10 log
{
exp

[−(l/5.27)2
]} = 0.156 dB

For angular misalignment in single-mode fibers, the loss at a wavelength λ is [22]

LSM,ang = −10 log

{
exp

[
−
(

πn2wθ

λ

)2
]}

(5.39)

where n2 is the refractive index of the cladding, θ is the angular misalignment in
radians shown in Fig. 5.9, and w is the mode-field radius.

For a gap s with a material of index n3, and letting G = s/kw2, the gap loss for
identical single-mode fiber splices is

LSM,gap = −10 log
64n21n

2
3

(n1 + n3)
4
(
G2 + 4

) (5.40)
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Example 5.13 Consider the single-mode fiber described in Example 5.12. Find the
loss at a joint having an angular misalignment of 1° = 0.0175 radians at a 1300-nm
wavelength.

Solution From Eq. (5.39)

LSM,ang = −10 log

{
exp

[
−
(

π(1.465)(5.27)(0.0175)

1.3

)2
]}

= 0.46 dB

5.3.4 Preparation of Fiber End Faces

One of the first steps that must be followed before fibers are connected or spliced
to each other is to prepare the fiber end faces properly. In order not to have light
deflected or scattered at the joint, the fiber ends must be flat, perpendicular to the
fiber axis, and smooth. End-preparation techniques that have been extensively used
include sawing, grinding and polishing, controlled fracture, and laser cleaving.

Conventional grinding and polishing techniques can produce a very smooth
surface that is perpendicular to the fiber axis. However, this method is quite time-
consuming and requires a fair amount of operator skill. Although it is often imple-
mented in a controlled environment such as a laboratory or a factory, it is not readily
adaptable for field use. The procedure employed in the grinding and polishing tech-
nique is to use successively finer abrasives to polish the fiber end face. The end
face is polished with each successive abrasive until the finer scratches of the present
abrasive replace the scratches from the previous abrasive material. The number of
abrasives used depends on the degree of smoothness that is desired.

Controlled-fracture techniques are based on score-and-breakmethods for cleaving
fibers. In this operation, the fiber to be cleaved is first scratched to create a stress
concentration at the surface. The fiber is then bent over a curved form while tension
is simultaneously applied, as shown in Fig. 5.13. This action produces a stress distri-
bution across the fiber. Themaximum stress occurs at the scratch point so that a crack
starts to propagate through the fiber.

One canproduce ahighly smooth andperpendicular end face in thisway.Anumber
of different tools based on the controlled-fracture technique have been developed and

Fig. 5.13
Controlled-fracture
procedure for fiber end
preparation
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Fig. 5.14 Two examples of improperly cleaved fiber ends

are being used both in the field and in factory environments. However, the controlled-
fracturemethod requires careful control of the curvature of the fiber and of the amount
of tension applied. If the stress distribution across the crack is not properly controlled,
the fracture propagating across the fiber can fork into several cracks. This forking
produces defects such as a lip or a hackled portion on the fiber end, as shown in
Fig. 5.14. Common end-face defects include:

Lip. This is a sharp protrusion from the edge of a cleaved fiber that prevents the cores
from coming in close contact. Excessive lip height can cause fiber damage.

Rolloff . This rounding-off of the edge of a fiber is the opposite condition to lipping.
It is also known as breakover and can cause high insertion or splice loss.

Chip. A chip is a localized fracture or break at the end of a cleaved fiber.

Hackle. Figure 5.14 shows this as severe irregularities across a fiber end face.

Mist. This is similar to hackle but much less severe.

Spiral or step. These are abrupt changes in the end-face surface topology.

Shattering. This is the result of an uncontrolled fracture and has no definable cleavage
or surface characteristics.

An alternative to a mechanical score-and-break method is the use of a laser to
cleave fibers [23, 24].

5.4 Summary

This chapter addresses the problem of launching optical power from a light source
into a fiber and the factors involved in coupling light from one fiber into another.
The coupling of optical power from a light source into a fiber is influenced by the
following considerations:

1. The numerical aperture of the fiber, which defines the light acceptance cone of
the fiber.

2. The cross-sectional area of the fiber core compared to the source emitting area.
If the emitting area is smaller than the fiber core, then lensing schemes can be
used to improve
the coupling efficiency.
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3. The radiance of the light source, which is the optical power radiated into a solid
angle per emitting area (measured in watts per square centimeter per steradian).

4. The spatial radiation pattern of the source. The incompatibility between the
wide beam divergence of LEDs and the narrow acceptance cone of the fiber is a
major contributor to coupling loss. This holds to a lesser extent for laser diodes.

In practice, many suppliers offer optical sources that have a short length of optical
fiber (nominally 1–2 m) already attached in an optimum power-coupling configu-
ration. This fiber, which is referred to as a flylead or a pigtail, makes it easier for
the user to couple the source to a system fiber. The power-launching problem now
becomes a simpler one of coupling optical power from one fiber into another. To
achieve a low coupling loss, the fiber flylead should be connected to a system fiber
having a nominally identical numerical aperture and core diameter.

Fiber-to-fiber joints can exist between the source flylead and the system fiber,
at the photodetector, at intermediate points in a link where two cable sections are
interconnected, or at the fiber to component junctions in a communication link. The
two principal types of joints are splices, which are permanent bonds between two
fibers, andoptical connectors,which are usedwhen an easily demountable connection
between fibers or between a fiber and an optical component is desired.

Each jointing technique is subject to certain conditions, which can cause varying
degrees of optical power loss at the joint. These parameters depend on factors such
as the following:

1. The geometrical characteristics of the fibers. For example, optical power will be
lost because of area mismatches if an emitting fiber has a larger core diameter
than the receiving fiber.

2. The waveguide characteristics of the fibers. For example, if an emitting fiber
has a larger numerical aperture than the receiving fiber, all optical power falling
outside of the acceptance cone of the receiving fiber is lost.

3. The various mechanical misalignments between the two fiber ends at the joint.
These misalignments include longitudinal separation, angular misalignment,
and axial (or lateral) displacement. The most common misalignment occurring
in practice, which also causes the greatest power loss, is axial displacement.

4. The input power distribution to the joint. If all the modes of an emitting fiber
are equally excited, there must be perfect mechanical alignment between the
two optical waveguides, and their geometric andwaveguide characteristics must
match precisely in order for no optical power loss to occur at the joint. On the
other hand, if steady-statemodal equilibriumhas been established in the emitting
fiber (which happens in long fiber lengths), most of the energy is concentrated
in the lower-order fiber modes. In this case, slight mechanical misalignments
of two joined fibers and small variations in their geometric and waveguide
characteristics do not contribute significantly to joint loss.

5. The fiber end face quality. One criterion for low-low joints is that the fiber end
faces be clean and smooth. End preparation techniques include sawing, grinding
and polishing, and controlled fracture.
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Problems

5.1 Analogous to Fig. 5.2, plot and compare the emission patterns from aLamber-
tian source and a source with an emission pattern given by L(θ) = L0 cos3 θ.
Assume both sources have the same peak radiance L0, which is normalized
to unity in each case.

5.2 Consider light sources where the emission pattern is given by L(θ) = L0

cosmθ. Plot L(θ) as a function ofm in the range 1 ≤ m ≤ 20 at viewing angles
of 10°, 20°, and 45°. Assume all sources have the same peak radiance L0.

5.3 A laser diode has lateral (ϕ = 0°) and transverse (ϕ = 90°) half-power beam
widths of 2θ = 60° and 30°, respectively. Show that the transverse and lateral
power distribution coefficients for this device are T = 20.0 and L = 4.82.

5.4 An LED with a circular emitting area of radius 20 μm has a Lambertian
emission pattern with a 100-W/(cm2 - sr) axial radiance at a 100-mA drive
current. (a) How much optical power can be coupled into a step-index fiber
having a 100-μmcore diameter and NA= 0.22? (b) Howmuch optical power
can be coupled from this source into a 50-μm core-diameter graded-index
fiber having α = 2.0, n1 = 1.48, and 	 = 0.01? [Answer: (a) PLED; step =
191 μW; (b) PLED; graded = 159 μW]

5.5 A GaAs optical source that has a refractive index of 3.600 is closely coupled
to a step-index fiber that has a core refractive index of 1.465. If the source
size is smaller than the fiber core, and the small gap between the source and
the fiber is filled with a gel that has a refractive index of 1.305, verify the
following parameters (see Example 5.4): (a) The reflectivity at the source-
to-gel interface Rs-g = 0.219; (b) The reflectivity at the gel-to-fiber interface
Rg-f = 3.34 × 10–3; (c) The total transmission through the gel is T = 0.778
(d) The power loss from the source into the fiber is L = 1.09 dB.

5.6 Consider a Lambertian LED source with a 50-μm diameter emitting area.
(a) If this source is connected to an optical fiber that has a 62.5-μm core
diameter with NA = 0.18, show that the coupling efficiency is 3.24% = −
14.9 dB. (b) If a sphericalmicrolens is used to improve the coupling efficiency,
show that the maximum magnification is Mmax = 1.56. (c) Show that with
this lens the coupling efficiency is 5.06% = −13.0 dB.

5.7 The end faces of two optical fibers with core refractive indices of 1.485 are
perfectly aligned and have a small gap between them. (a) If this gap is filled
with a gel that has a refractive index of 1.305, show that the reflectivity at a
gel-fiber interface is 4.16 × 10–3; (b) Show that the power loss at a gel-fiber
interface is L = −10 log (1 − R) = 0.018 dB. (c) If the gap is very small,
show that the power loss in decibels through the jointwhen no index-matching
material is used is 0.17 dB. Note that n = 1.0 for air.

5.8 Consider the three fibers having the properties listed in Table 5.1. Use
Eqs. (5.23) and (5.21) to verify the entries in this table for connector losses
(in decibels) due to the indicated axial misalignments.

5.9 Consider Eq. (5.35) that gives the coupling loss for two fibers with unequal
core radii. Show that the coupling losses in decibels as a function of αR/ αEfor
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Table 5.1 For Problem 5.8

Coupling losses (in dB) for given axial misalignments

Core/cladding diameters (μm) 1 3 5 10

50/125 0.112 0.385 0.590 0.266

62.5/125 0.089 0.274 0.465 0.985

100/140 0.56 0.169 0.286 0.590

Table 5.2 For Problem 5.12 Parameter Fiber 1 Fiber 2

Core index n1 1.46 1.48

Index difference 	 0.010 0.015

Core radius a 50 μm 62.5 μm

Profile factor 2.00 1.80

the values αR/αE= 0.5, 0.7, and 0.9 are −6.02 dB, −3.10 dB, and −0.92 dB,
respectively.

5.10 Consider Eq. (5.36) that gives the coupling loss for two fibers with unequal
axial numerical apertures. Show that the coupling losses in decibels for the
values NAR(0)/NAE(0) = 0.5, 0.7, and 0.9 are -6.02 dB, -3.10 dB, and -
0.92 dB, respectively.

5.11 Consider Eq. (5.37) that gives the coupling loss for two fibers with different
core refractive-index profiles. If αE= 2.20, what are the coupling losses when
(a) αR= 1.80, (b) αR= 2.00? [Answers: (a) 0.44 dB; (b) 0.20 dB].

5.12 Consider two multimode graded-index fibers that have the characteristics
given in Table 5.2. If these two fibers are perfectly aligned with no gap
between them, calculate the splice losses and the coupling efficiencies for the
following cases:
Light going from fiber 1 to fiber 2.
Light going from fiber 2 to fiber 1.
[Answers: (a) L1 → 2(α) = 0.24 dB; (b) L2 → 1(a) = 1.94 dB, L2 → 1(NA)
= 1.89 dB].
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Chapter 6
Photodetection Devices

Abstract The two main photodetection devices used in optical fiber communica-
tions are semiconductor-based pin photodiodes and avalanche photodiodes. The key
advantages of these devices are their size compatibility with optical fibers, their high
sensitivities at the desired operational wavelengths, and their fast response times that
allow accurate signal tracking. Because optical signals generally are weakened and
distortedwhen they emerge from the endof afiber, the photodiodesmustmeet specific
stringent performance requirements. The purpose of this chapter is to describe the
performance characteristics and show how the photodiodes are used in optical fiber
links.

At the output end of an optical transmission line, there must be a receiving device
that interprets the information contained in the optical signal. The first component
of this receiver is a photodetector. The photodetector senses the luminescent power
falling upon it and converts the variation of this optical power into a correspond-
ingly varying electric current. The optical signal is generally weakened and distorted
when it emerges from the end of the fiber, the photodetector must meet very high
performance requirements. Among the foremost of these requirements are a high
response or sensitivity in the emission wavelength range of the optical source being
used, a minimum addition of noise to the system, and a fast response speed or suffi-
cient bandwidth to handle the desired data rate. The photodetector should also be
insensitive to variations in temperature, be compatible with the physical dimensions
of the optical fiber, have a reasonable cost in relation to the other components of the
system, and have a long operating life.

Among the different photodetectors are photomultipliers, pyroelectric detectors,
and semiconductor-based photoconductors, phototransistors, and photodiodes. Of
these detectors, the semiconductor-based photodiode is used almost exclusively for
fiber optic systems because of its small size, suitable material, high sensitivity, and
fast response time. The two types of photodiodes used are the pin photodetector and
the avalanche photodiode (APD). The following sections examine the fundamental
characteristics of these two device types. The elementary principles of semiconductor
device physics given in Sect. 4.1 will be used in describing these components. Basic
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discussions of semiconductor photodetectors and photodetection processes can be
found in the literature [1–12].

6.1 Operation of Photodiodes

6.1.1 The pin Photodetector

The basic semiconductor photodetector is the pin photodiode, shown schematically
in Fig. 6.1. The device structure consists of p and n regions separated by a very
lightly n-doped intrinsic (i) region. In normal operation a sufficiently large reverse-
bias voltage is applied across the device through a load resistor RL so that the intrinsic
region is fully depleted of carriers. That is, the intrinsic n and p carrier concentrations
are negligibly small in comparison with the impurity concentration in this region.

As a photon flux � penetrates into a semiconductor, the photons will be absorbed
and converted to charge carriers as they progresses through the material. Suppose
Pin is the optical power level falling on the photodetector at x = 0 and P(x) is the
power level at a distance x into the material. Then the incremental change dP(x) in

Fig. 6.1 a Representation of a pin photodiode circuit with an applied reverse bias. b An incident
optical power level decays exponentially inside the device
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the optical power level as this photon flux passes through an incremental distance dx
in the semiconductor is given by dP(x) = −αs(λ)P(x)dx, where αs(λ) is the photon
absorption coefficient at a wavelengthλ. Integrating this relationship gives the power
level at a distance x into the material as

P(x) = Pin exp(−αs x) (6.1)

Figure 6.1 gives an example of the power level as a function of the penetration
depth into the intrinsic region, which has a width w. The width of the p region
typically is very thin so that little radiation is absorbed there.

Example 6.1 If the absorption coefficient of In0.53Ga0.47As is 0.8 μm–1 at 1550 nm,
what is the penetration depth at which P(x)/Pin = l/e = 0.368?

Solution From Eq. (6.1)

P(x)

Pin
= exp(−αs x) = exp(−0.8x) = 0.368

Therefore

−0.8x = ln 0.368 = −0.9997

which yields x = 1.25 μm.

Example 6.2 Ahigh-speed In0.53Ga0.47Aspinphotodetector ismadewith a depletion
layer thickness of 0.15 μm. What percent of incident photons are absorbed in this
photodetector at 1310 nm if the absorption coefficient is 1.5μm–1 at this wavelength?

Solution From Eq. (6.1), the optical power level at x = 0.15 μm relative to the
incident power level is

P(x)

Pin
= exp(−αs x) = exp[(−1.50)0.15] = 0.80

Therefore only 20% of the incident photons are absorbed.

Drill Problem 6.1 An InGaAs pin photodetector has an absorption coefficient
of 1.0 μm−1 at 1550 nm. Show that the penetration depth at which 50% of the
photons are absorbed is 0.69 μm.

When the energy of an incident photon is greater than or equal to the bandgap
energyEg of the semiconductor material, the photon can give up its energy and excite
an electron from the valence band to the conduction band. This absorption process
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Fig. 6.2 Simple energy-band diagram for a pin photodiode showing that photons with energies
greater than or equal to the bandgap energy Eg can generate free electron–hole pairs that act as
photocurrent carriers

generates mobile electron–hole pairs, as Fig. 6.2 shows. These electrons and holes
are known as photocarriers, because they are photon-generated charge carriers that
are available to produce a current flow when a bias voltage is applied across the
device. The concentration level of impurity elements that are intentionally added to
the material controls the number of charge carriers (see Sect. 4.1). The photodetector
normally is designed so that these carriers are generated mainly in the depletion
region (the depleted intrinsic region) where most of the incident light is absorbed.
The high electric field present in the depletion region causes the carriers to separate
and be collected across the reverse-biased junction. This gives rise to a current flow
in an external circuit, with one electron flowing for every carrier pair generated. This
current flow is known as the photocurrent.

As the charge carriers flow through the material, some electron–hole pairs will
recombine and hence disappear. On the average, the charge carriers move a distance
Ln or Lp for electrons and holes, respectively. This distance is known as the diffusion
length. The time it takes for an electron or hole to recombine is known as the carrier
lifetime and is represented by τn and τp, respectively. The lifetimes and the diffusion
lengths are related by the expressions.

Ln = (Dnτn)
l/2 and L p = (Dpτp)

l/2

where Dn and Dp are the electron and hole diffusion coefficients (or constants),
respectively, which are expressed in units of centimeters squared per second.

The dependence of the optical absorption coefficient on wavelength is shown in
Fig. 6.3 for several photodiodematerials [13]. As the curves clearly show, αs depends
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Fall offs due 
to insufficient 
photon energy 

Fig. 6.3 Optical absorption coefficient as a functionofwavelengthof several different photodetector
materials

strongly on the wavelength. Thus a particular semiconductor material can be used
only over a limited wavelength range. The upper wavelength cutoff λc is determined
by the bandgap energy Eg of the material. If Eg is expressed in units of electron volts
(eV), then λc is given in units of micrometers (μm) by

λc(μm) = hc

Eg
= 1.2406

Eg(eV)
(6.2)

The cutoff wavelength is about 1.06 μm for Si, 1.6 μm for Ge, and 1.7 μm for
InGaAs. For longer wavelengths, the photon energy is not sufficient to excite an
electron from the valence to the conduction band.

At the lower-wavelength end, the photoresponse cuts off as a result of the very large
values of αs at the shorter wavelengths. In this case, the photons are absorbed very
close to the photodetector surface, where the recombination time of the generated
electron–hole pairs is very short. The generated carriers thus recombine before they
can be collected by the photodetector circuitry.

Example 6.3 A photodiode is constructed of GaAs, which has a bandgap energy of
1.43 eV at 300 K. What is the cutoff wavelength of this device?
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Solution From Eq. (6.2), the long-wavelength cutoff is.

λc = hc

Eg
=

(
6.625 × 10−34 J-s

)(
3 × 108 m/s

)

(1.43 eV)
(
1.625 × 10−19 J/eV

) = 869 nm

This GaAs photodiode will not operate for photons of wavelength greater than
869 nm.

Drill Problem 6.2 A particular InGaAs pin photodiode has a bandgap energy
of 0.74 eV. Show that the cutoff wavelength of this device is 1675 nm.

If the depletion region has a widthw, then from Eq. (6.1) the total power absorbed
in the distance w is

Pabsorbed(w) =
w∫

0

αs Pin exp(−αs x) dx = Pin
(
1 − e−αsw

)
(6.3)

When taking into account a reflectivity Rf at the entrance face of the photodiode,
then the primary photocurrent ip resulting from the power absorption of Eq. (6.3) is
given by

i p = q

hν
Pin

[
1 − exp(−αsw)

](
1 − R f

)
(6.4)

where Pin is the optical power incident on the photodetector, q is the electron charge,
and hν is the photon energy.

Two important characteristics of a photodetector are its quantum efficiency and
its response speed. These parameters depend on the material bandgap, the operating
wavelength, and the doping and thickness of the p, i, and n regions of the device.
The quantum efficiency η is the number of the electron–hole carrier pairs generated
divided by the number of absorbed incident photons of energy hν. This parameter is
given by

η = number of electron-hole pairs generated

number of absorbed incident photons
= i p/q

Pin/hν
(6.5)

Here, ip is the photocurrent generated by an optical power Pin incident on the
photodetector.

In a practical photodiode, 100 photons will create between 30 and 95 electron–
hole pairs, thus giving a detector quantum efficiency ranging from 30 to 95%. To
achieve a high quantum efficiency, the depletion layer must be thick enough to permit
a large fraction of the incident light to be absorbed. However, the thicker the depletion
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layer, the longer it takes for the photogenerated carriers to drift across the reverse-
biased junction. Because the carrier drift time determines the response speed of the
photodiode, a compromise has to be made between response speed and quantum
efficiency. This relationship is discussed further in Sect. 6.3.

The performance of a photodiode is often characterized by the responsivity R.
This is related to the quantum efficiency by

R = i p
Pin

= ηq

hν
(6.6)

The responsivity parameter is quite useful because it specifies the photocurrent
generated per unit of optical power. Typical pin photodiode responsivities as a func-
tion of wavelength are shown in Fig. 6.4. Representative values are 0.65 A/W for
silicon at 900 nm and 0.45 A/W for germanium at 1.3 μm. For InGaAs, typical
responsivity values are 0.9 A/W at 1.3 μm and 1.0 A/W at 1.55 μm.

Example 6.4 In a 100-ns pulse, 6 × 106 photons at a wavelength of 1300 nm fall on
an InGaAs photodetector. On the average, 5.4 × 106 electron–hole (e–h) pairs are
generated. The quantum efficiency is found from Eq. (6.5) as

η = number of electron-hole pairs generated

number of absorbed incident photons
= 5.4 × 106

6 × 106
= 0.90

Thus here the quantum efficiency at 1300 nm is 90%.

Example 6.5 Photons of energy 1.53 × 10–19 J are incident on a photodiode which
has a responsivity of 0.65 A/W.

Fall off due to strong 
absorption in the  
p region 

Fall off due to  
insufficient 
photon energy 

Fig. 6.4 Typical pin photodiode responsivities as a function of wavelength of three different
materials
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If the optical power level is 10μW, then fromEq. (6.6) the photocurrent generated
is.

i p = RPin = (0.65 A/W)(10μW) = 6.5μA

In most photodiodes the quantum efficiency is independent of the power level
falling on the detector at a given photon energy. Thus the responsivity is a linear
function of the optical power. That is, the photocurrent ip is directly proportional
to the optical power Pin incident upon the photodetector, so that the responsivity R
is constant at a given wavelength (at a given value of hν). Note, however, that the
quantum efficiency is not a constant at all wavelengths because it varies according
to the photon energy. Consequently, the responsivity is a function of the wavelength
and of the photodiode material (because different materials have different bandgap
energies). For a given material, as the wavelength of the incident photon becomes
longer, the photon energy becomes less than that required to excite an electron from
the valence band to the conduction band. The responsivity thus falls off rapidly
beyond the cutoff wavelength, as shown in Fig. 6.4.

Example 6.6 As shown in Fig. 6.4, for thewavelength range 1300 nm<λ<1600 nm,
the quantum efficiency for InGaAs is around 90%. Thus in this wavelength range the
responsivity is.

R = ηq

hν
= ηqλ

hc
= (0.90)

(
1.6 × 10−19 C

)
λ

(
6.625 × 10−34 J-s

)(
3 × 108 m/s

) = 7.25 × 105λ

For example, at 1300 nm.

R = [7.25 × 105(A/W)/m] (1.30 × 10−6m) = 0.92 A/W

At wavelengths higher than 1600 nm, the photon energy is not sufficient to excite
an electron from thevalenceband to the conductionband. For example, In0.53Ga0.47As
has an energy gap Eg = 0.73 eV, so that from Eq. (6.2) the cutoff wavelength is.

λc = 1.2406

Eg(eV)
= 1.2406

0.73
= 1.7μm

Atwavelengths less than 1100 nm for InGaAs, the photons are absorbed very close
to the photodetector surface, where the recombination rate of the generated electron–
hole pairs is very short. The responsivity in this material and in other photodetec-
tors thus decreases rapidly for smaller wavelengths, because many of the generated
carriers do not contribute to the photocurrent.
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6.1.2 Basics of Avalanche Photodiodes

Avalanche photodiodes (APDs) internally multiply the primary signal photocurrent
before it enters the input circuitry of the following amplifier [14–16]. Thismultiplica-
tion action increases receiver sensitivity because the photocurrent ismultiplied before
encountering the thermal noise associated with the receiver circuit. As shown in
Fig. 6.5, photocurrent multiplication takes place when the photon-generated carriers
traverse a multiplication region where a very high electric field is present. In this
high-field region, a photon-generated electron or hole can gain enough energy so
that it ionizes bound electrons in the valence band upon colliding with them. This
carrier multiplication mechanism is known as impact ionization. The newly created
carriers are also accelerated by the high electric field, thus gaining enough energy to
cause further impact ionization. This phenomenon is the avalanche effect.

The multiplication M for all carriers generated in the photodiode is defined by

M = iM
i p

(6.7)

Electron-hole  
pair created by
an absorbed photon

Hole

eh pairs 
created 

p region 

Multiplication
region

Intrinsic (i) region

n region 

+ External circuit

Fig. 6.5 Concept of photocurrent multiplication through an avalanche effect in an APD
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where iM is the averagevalue of the totalmultiplied output current and ip is the primary
unmultiplied photocurrent defined in Eq. (6.4). In practice, the avalanche mechanism
is a statistical process, because not every carrier pair generated in the diode expe-
riences the same multiplication. Thus, the measured value of M is expressed as an
average quantity.

Analogous to the pin photodiode, the performance of an APD is characterized by
its responsivityRAPD, which is given by

RAPD = ηq

hν
M = RM (6.8)

where R is the unity gain responsivity.

Example 6.7 Agiven silicon avalanche photodiode has a quantum efficiency of 65%
at a wavelength of 900 nm. Suppose 0.5 μW of optical power produces a multiplied
photocurrent of 10 μA. What is the multiplication M?

Solution First from Eq. (6.6) the primary photocurrent generated is.

ip = RPin = ηqλ

hc
Pin = (0.65)

(
1.6 × 10−19 C

)(
9 × 10−7 m

)

(
6.625 × 10−34 J · s)(3 × 108 m/s

)
(
5 × 10−7 W

)

= 0.235μA

Then from Eq. (6.7) the multiplication is.

M = iM
i p

= 10μA

0.235μA
= 43

Thus the primary photocurrent is multiplied by a factor of 43.

Drill Problem 6.3 A given InGaAs avalanche photodiode has a quantum effi-
ciency of 90% at a wavelength of 1310 nm. Suppose 0.5 μW of optical power
produces a multiplied photocurrent of 8 μA. Show that the multiplication M
= 16.

6.2 Noise Effects in Photodetectors

6.2.1 Signal-to-Noise Ratio

When detecting a weak optical signal, the photodetector and its following amplifica-
tion circuitry need to be designed so that a desired signal-to-noise ratio is maintained
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for proper signal interpretation. The power signal-to-noise ratio (designated by SNR
or S/N) at the output of an optical receiver is defined by

SN R = S

N
= signal power from photocurrent

photodetector noise power + amplifier noise power

= mean square signal current
∑

mean square noise currents

=
〈
i2s (t)

〉

〈
i2th

〉 + 〈
i2shot

〉 + 〈
i2dark

〉 =
〈
i2s (t)

〉

〈
i2th

〉 + 〈
i2N

〉 (6.9)

The noise currents in the receiver arise from the shot noise
〈
i2shot

〉
and dark current

noise
〈
i2dark

〉
of the photodetector and the thermal noise

〈
i2th

〉
associated with the

combined resistance of the photodiode and the amplifier circuitry. The noise sources
are described in Sect. 6.2.2. Inmost applications, it is the noise currents that determine
the minimum optical power level that can be detected, since the photodiode quantum
efficiency responsible for the signal current is normally close to itsmaximumpossible
value. Note that in the analyses of the noise sources, although the carrier generation in
a photodetector follows a Poisson statistics process, to a good approximation Gaus-
sian statistics can be used describe the statistical nature of the shot and dark current
noises. Thus their noise powers can be represented by the variances of the noise
currents. In addition, the thermal noise also follows Gaussian statistics [17]. These
approximations simplify the receiver SNR anaysis.

6.2.2 Sources of Photodetector Noise

To see the interrelationship of the different types of noises affecting the signal-to-
noise ratio, consider the circuit of a simple receiver model and its equivalent circuit
shown in Fig. 6.6. The photodiode has a small series resistance Rs, a total capacitance
Cd consisting of junction and packaging capacitances, and a bias (or load) resistor RL.
The amplifier following the photodiode has an input capacitance Ca and a resistance
Ra. For practical purposes, Rs typically is much smaller than the load resistance RL

and can be neglected.
For pin photodiodes the mean square value of the signal current is is given by

〈
i2s

〉
pin = σ 2

s,pin = 〈
i2p(t)

〉
(6.10)

where ip(t) is the primary time varying current resulting from a time varying optical
power Pin(t) falling on the photodetector and σ is the variance. For avalanche
photodiodes

〈
i2s

〉
APD = σ 2

s,APD = 〈
i2p(t)

〉
M2 (6.11)
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Load 
resistor 

Amplifier circuit  Photodiode circuit   

Fig. 6.6 Simple model of a photodetector receiver and its equivalent circuit

where M is the average of the statistically varying avalanche gain as defined in
Eq. (6.7).

The principal noise sources associated with photodetectors are shot noise (also
called quantum noise) and dark-current noise generated in the photodiode material.
The shot noise arises from the statistical nature of the production and collection of
photoelectrons when an optical signal is incident on a photodetector. The fluctuations
in the number of photocarriers created from the photoelectric effect are a fundamental
property of the photodetection process, so that the shot noise sets the lower limit on the
receiver sensitivity when all other conditions are optimized. The shot noise current
ishot has amean-square value in a receiver electrical bandwidth Be that is proportional
to the average value of the photocurrent ip, that is,

〈
i2shot

〉 = σ 2
shot = 2qi p BeM

2F(M) (6.12)

where F(M) is a noise figure associated with the random nature of the avalanche
process. For an APD the noise figure is typically 3 to 6 dB. From experimental
results, it has been found that to a reasonable approximation F(M) ≈ Mx, where x
(with 0 ≤ x ≤ 1.0) depends on the material. The parameter x takes on values of 0.3
for Si, 0.7 for InGaAs, and 1.0 for Ge avalanche photodiodes. For pin photodiodes
M and F(M) are unity.

The photodiode dark current is the current iD that continues to flow through
the bias circuit of the device when no light is incident on the photodiode. This is a
combination of bulk and surface dark currents, but in general the surface dark current
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is negligible. The bulk dark current idark arises from electrons and/or holes that are
thermally generated in the pn junction of the photodiode. In an APD, these liberated
carriers also get accelerated by the high electric field present at the pn junction, and
are therefore multiplied by the avalanche gain mechanism. The mean-square value
of this dark current is given by

〈
i2dark

〉 = σ 2
dark = 2qiDM

2F(M)Be (6.13)

where iD is the primary (unmultiplied) detector bulk dark current, which is listed on
component data sheets.

Drill Problem 6.4 Suppose a Si APD with x ≈ 0.3 is biased to operate at M
= 100. (a) If no signal falls on the photodetector and the unmultiplied dark
current is iD = 10 nA, using Eq. (6.13) show that the APD noise current per
square root of bandwidth is

[〈
i2dark

〉]1/2 = [
2qiDM2F(M)Be

]1/2 = 11.3 B1/2
e

pA/ Hz1/2. (b) If the receiver bandwidth is 50 MHz, show that the APD dark
noise current is 79.9 nA.

Because the dark currents and the signal current are uncorrelated, the total mean-
square photodetector noise current

〈
i2N

〉
can be written as

〈
i2N

〉 = σ 2
N = 〈

i2shot
〉 + 〈

i2dark
〉 = σ 2

shot + σ 2
dark

= 2q
(
i p + iD

)
M2F(M)Be (6.14)

To simplify the analysis of the receiver circuitry, one can assume that the ampli-
fier input impedance is much greater than the load resistance, so that the thermal
noise from Ra is much smaller than that of RL. The photodetector load resistor then
dominates and contributes a mean-square thermal noise current

〈
i2th

〉 = σ 2
th = 4kBT

RL
Be (6.15)

where kB is Boltzmann’s constant and T is the absolute temperature. Using a load
resistor that is large but still consistent with the receiver bandwidth requirements can
reduce this noise.

Example 6.8 An InGaAs pin photodiode has the following parameters at a wave-
length of 1300 nm: iD = 4 nA, η = 0.90, and RL = 1000 	. Assume the incident
optical power is 300 nW (–35 dBm), the temperature is 293 K, and the receiver band-
width is 20MHz. Find (a) The primary photocurrent; (b) Themean-square shot noise
current; (c) The mean-square dark current noise; and (d) The mean-square thermal
noise current.



254 6 Photodetection Devices

Solution

(a) From Eq. (6.6) the primary photocurrent is

ip = RPin = ηqλ

hc
Pin = (0.90)

(
1.6 × 10−19 C

)(
1.3 × 10−6 m

)

(
6.625 × 10−34 J · s)(3 × 108 m/s

)
(
3 × 10−7 W

)

= 0.282μA

(b) From Eq. (6.12) the mean-square shot noise current for a pin photodiode is.

〈
i2shot

〉 = 2qi p Be = 2
(
1.6 × 10−19 C

)(
0.282 × 10−6 A

)(
20 × 106 Hz

)

= 1.80 × 10−18 A2

or
〈
i2shot

〉1/2 = 1.34 nA.
(c) From Eq. (6.13) the mean-square dark current is

〈
i2dark

〉 = 2qiDBe = 2
(
1.6 × 10−19 C

)(
4 × 10−9 A

)(
20 × 106 Hz

)

= 2.56 × 10−20 A2

or
〈
i2dark

〉1/2 = 0.16 nA.
(d) From Eq. (6.15) the mean-square thermal noise current for the receiver is

〈
i2th

〉 = 4kBT

RL
Be = 4

(
1.38 × 10−23 J/K

)
(293K)

1000	

(
20 × 106 Hz

)

= 323 × 10−18 A2

or
〈
i2th

〉1/2 = 18 nA.

Thus for this receiver the rms thermal noise current is about 14 times greater than
the rms shot noise current and about 100 times greater than the rms dark current.

6.2.3 Signal-to-Noise Ratio Limits

By examining the general magnitudes of the various noises, a simplification of the
SNR can be made for certain limiting conditions. First consider the full expression
of the SNR at the amplifier input. The SNR can be found by substituting Eqs. (6.11),
(6.14), and (6.15) into Eq. (6.9). This yields

SN R =
〈
i2p

〉
M2

2q
(
i p + iD

)
M2F(M)Be + 4kBT Be/RL

(6.16)

In general, the term involving iD can be dropped when the average signal current
is much larger than the dark current. The SNR then becomes
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SN R =
〈
i2p

〉
M2

2qi pM2F(M)Be + 4kBT Be/RL
(6.17)

Example 6.9 Consider the InGaAs pin photodiode described in Example 6.8. What
is the SNR in decibels?

Solution Because the dark current noise is negligible compared to the shot noise
and thermal noise, then substituting the numerical results from Example 6.8 into
Eq. (6.17) yields.

SN R =
(
0.282 × 10−6

)2

1.80 × 10−18 + 323 × 10−18
= 245

In decibels the SNR is

SNR = 10 log 245 = 23.9

When the optical signal power is relatively high, then the shot noise power is
much greater than the thermal noise power. In this case the SNR is called shot noise
limited or quantum noise limited. When the optical signal power is low, then thermal
noise usually dominates over the shot noise. In this case the SNR is referred to as
being thermal noise limited.

When pin photodiodes are used, the dominating noise currents are those of the
detector load resistor (the thermal current iT ) and the active elements of the amplifier
circuitry (iamp). For avalanche photodiodes, the thermal noise is of lesser importance
and the photodetector noises usually dominate.

From Eq. (6.16), it can be seen that the signal power is multiplied by M2 and the
shot noise plus bulk dark current is multiplied byM2F(M). Because the noise figure
F(M) increases withM, there always exists an optimum value ofM that maximizes
the signal-to-noise ratio. The optimum gain at the maximum signal-to-noise ratio
can be found by differentiating Eq. (6.16) with respect toM, setting the result equal
to zero, and solving for M. Doing so for a sinusoidally modulated signal, with m =
1 and F(M) approximated by Mx, yields

Mx+2
opt = 4kBT/RL

xq
(
i p + iD

) (6.18)

Example 6.10 Consider a Si APD operating at 300°K and with a load resistor RL =
1000 	. For this APD assume the responsivity R = 0.65 A/W and let x = 0.3. (a)
If dark current is neglected and 100 nW of optical power falls on the photodetector,
what is the optimum avalanche gain? (b) What is the SNR if Be = 100 MHz? (c)
How does the SNR of this APD compare with the corresponding SNR of a Si pin
photodiode?
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Solution

(a) Neglecting dark current and with ip = RP = (0.65)(100 × 10–9), Eq. (6.18)
yields the following optimum gain.

Mopt =
(

4kBT

xqRLiP

)1/(x + 2)
=

⎛

⎝
4
(
1.38 × 10−23

)
(300)

0.3
(
1.60 × 10−19)(1000)(0.65)

(
100 × 10−9)

⎞

⎠

1/2.3

= 42

(b) Neglecting dark current and with F(M) = Mx = (42)0.3, yields the following
SNR value.

SN R =
(
i pM

)2
[
2qi pM2.3 +

(
4kBT
RL

)]
Be

=
[
(0.65)

(
100 × 10−9

)
42

]2

[
2
(
1.6 × 10−19

)
(0.65)

(
100 × 10−9

)
422.3 +

(
4
(
1.38×10−23

)
300

1000

)]
(
100 × 106

)

= 659

or in decibels, SNR(APD) = 10 log 659 = 28.2 dB.
(c) For a pin photodiode with M = 1, the above equation yields SNR(pin) = 2.3

= 3.5 dB. Thus, compared to a pin photodiode, the APD improves the SNR by
24.7 dB.

6.2.4 Noise-Equivalent Power and Detectivity

The sensitivity of a photodetector is describable in terms of the minimum detectable
optical power. This is the optical power necessary to produce a photocurrent of
the same magnitude as the root-mean-square (rms) of the total noise current, or
equivalently, a signal-to-noise ratio of 1. This optical signal power is referred to as
the noise equivalent power or NEP, which is designated in units of W/

√
Hz.

As an example, consider the thermal-noise-limited case for a pin photodiode. A
thermal-limited SNR occurs when the optical signal power is low so that thermal
noise dominates over shot noise. Then the SNR becomes

SNR = R2P2/(4kBTBe/RL) (6.19)

To find the NEP, set the SNR equal to 1 and solve for P to obtain

NEP = Pmin√
Be

= √
4kBT/RL/R (6.20)
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Example 6.11 Let the responsivity R = 0.90 A/W for an InGaAs photodetector
operating at 1550 nm. What is the NEP in the thermal-noise-limited case if the load
resistor RL = 1000 	 and T = 300 K?

Solution From Eq. (6.17) the value for NEP is

NEP = [4(1.38 × 10−23 J/K)(300K)/1000	]1/2/(0.90A/W)

= 4.52 × 10−12 W
√
Hz

Drill Problem 6.5 A particular silicon pin photodiode has an NEP = 1 ×
10−13 W/Hz1/2. If the receiver operating bandwidth is 1 GHz, show that the
required optical signal power is 3.16 nW for a signal-to-noise ratio equal to 1.

The parameter detectivity, or D*, is a figure of merit for a photodetector used
to characterize its performance. The detectivity is equal to the reciprocal of NEP
normalized per unit area A.

D∗ = A1/2/NEP (6.21)

Its units commonly are expressed in cm:
√
Hz/W.

6.3 Response Times of Photodiodes

6.3.1 Photocurrent in the Depletion Layer

To understand the frequency response of photodiodes, first consider the schematic
representation of a reverse-biased pin photodiode shown in Fig. 6.7. Light enters
the device through the p layer and produces electron–hole pairs as it is absorbed
in the semiconductor material. Those electron–hole pairs that are generated in the
depletion region or within a diffusion length of it will be separated by the reverse-
bias-voltage-induced electric field, thereby leading to a current flow in the external
circuit as the carriers drift across the depletion layer.

Under steady-state conditions, the total current density J tot flowing through the
reverse-biased depletion layer is

Jtot = Jdr + Jdiff (6.22)

Here, Jdr is the drift current density resulting from carriers generated inside the
depletion region, and Jdiff is the diffusion current density arising from the carriers
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Fig. 6.7 Schematic representation of a reverse-biased pin photodiode

that are produced outside of the depletion layer in the bulk of the semiconductor (i.e.,
in the n and p regions) and diffuse into the reverse-biased junction. The drift current
density can be found from Eq. (6.4):

Jdr = i p
A

= q�0
(
1 − e−αsw

)
(6.23)

where A is the photodiode area and �0 is the incident photon flux per unit area given
by

�0 = Pin
(
(1 − R f

)

Ahν
(6.24)

The surface p layer of a pin photodiode is normally very thin. The diffusion current
is thus principally determined by hole diffusion from the bulk n region. The diffusion
of holes in this material can be determined by the one-dimensional diffusion equation
[10]

Dp
∂2 pn
∂x2

− pn − pn0
τp

+ G(x) = 0 (6.25)

where Dp is the hole diffusion coefficient, pn is the hole concentration in the n-type
material, τp is the excess hole lifetime, pn0 is the equilibrium hole density, and G(x)
is the electron–hole generation rate given by

G(x) = �0αse
−αs x (6.26)

From Eq. (6.25), the diffusion current density Jdiff is found to be
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Jdi f f = q�0
αs L p

1 + αs L p
e−αsw + qpn0

Dp

L p
(6.27)

Substituting Eqs. (6.23) and (6.27) into Eq. (6.22), then the total current density
Jtot through the reverse-biased depletion layer is given by

Jtot = q�0

(
1 − e−αsw

1 + αs L p

)
+ qpn0

Dp

L p
(6.28)

The term involving pn0 is normally small, so that the total photogenerated current
is proportional to the photon flux �0.

6.3.2 Response Time Characteristics

The response time of a photodiode together with its output circuit (see Fig. 6.6)
depends mainly on the following three factors:

1. The transit time of the photocarriers in the depletion region;
2. The diffusion time of the photocarriers generated outside the depletion region;
3. The RC time constant of the photodiode and its associated circuit.

The photodiode parameters responsible for these three factors are the absorption
coefficient αs, the depletion region width w, the photodiode junction and package
capacitances, the amplifier capacitance, the detector load resistance, the amplifier
input resistance, and the photodiode series resistance. The photodiode series resis-
tance is generally only a few ohms and can be neglected in comparison with the large
load resistance and the amplifier input resistance.

The first step is to look at the transit time of the photocarriers in the depletion
region. The response speed of a photodiode is fundamentally limited by the time it
takes photogenerated carriers to travel across the depletion region. This transit time
td depends on the carrier drift velocity vd and the depletion layer width w, and is
given by

td = w

vd
(6.29)

In general, the electric field in the depletion region is large enough so that the
carriers have reached their scattering-limited velocity. For silicon, the maximum
velocities for electrons and holes are 8.4 × 106 and 4.4 × 106 cm/s, respectively,
when the field strength is on the order of 2 × 104 V/cm. A typical high-speed silicon
photodiode with a depletion layer width of 10 μm thus has a response time limit of
about 0.1 ns.

The diffusion processes are slow compared with the drift of carriers in the high-
field region. Therefore, to have a high-speed photodiode, the photocarriers should
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be generated in the depletion region or so close to it that the diffusion times are less
than or equal to the carrier drift times. The effect of long diffusion times can be
seen by considering the photodiode response time. This response time is described
by the rise time and fall time of the detector output when the detector is illuminated
by a step input of optical radiation. The rise time τr is typically measured from the
10-to-90% points of the leading edge of the output pulse, as is shown in Fig. 6.8.
For fully depleted photodiodes the rise time τr and fall time τf are generally the
same. However, they can be different at low bias levels where the photodiode is not
fully depleted, because the photon collection time then starts to become a significant
contributor to the rise time. In this case, charge carriers produced in the depletion
region are separated and collected quickly. On the other hand, electron–hole pairs
generated in the n and p regions must slowly diffuse to the depletion region before
they can be separated and collected. A typical response time of a partially depleted
photodiode is shown in Fig. 6.9. The fast carriers allow the device output to rise
to 50% of its maximum value in approximately 1 ns, but the slow carriers cause a
relatively long delay before the output reaches its maximum value.

To achieve a high quantum efficiency, the depletion layer width must be much
larger than 1/αs (the inverse of the absorption coefficient), so that most of the light
will be absorbed. Figure 6.10b shows the response to the rectangular input pulse

Fig. 6.8 Photodiode
response to an optical input
pulse showing the 10-to-90%
rise time and the 10-to-90%
fall time

Fig. 6.9 Typical response
time of a photodiode that is
not fully depleted
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Fig. 6.10 Photodiode pulse responses under various detector parameters

shown in Fig. 6.10a of a low-capacitance photodiode having w � 1/αs. The rise
and fall times of the photodiode follow the input pulse quite well. If the photodiode
capacitance is larger, the response time becomes limited by the RC time constant
of the load resistor RL and the photodiode capacitance. The photodetector response
then begins to appear like that shown in Fig. 6.10c.

If the depletion layer is too narrow, any carriers created in the undepleted material
would have to diffuse back into the depletion region before they could be collected.
Devices with very thin depletion regions thus tend to show distinct slow and fast
response components, as shown in Fig. 6.10d. The fast component in the rise time is
due to carriers generated in the depletion region, whereas the slow component arises
from the diffusion of carriers that are created with a distance Ln from the edge of
the depletion region. At the end of the optical pulse, the carriers in the depletion
region are collected quickly, which results in the fast detector response component
in the fall time. The diffusion of carriers that are within a distance Ln of the depletion
region edge appears as the slowly decaying tail at the end of the pulse. Also, if w is
too thin, the junction capacitance will become excessive. The junction capacitance
Cj is

C j = εs A

w
(6.30)

where

εs = the permittivity of the semiconductor material = ε0 Ks.
Ks = the semiconductor dielectric constant.
ε0 = 8.8542 × 10–12 F/m is the free-space permittivity.
A = the diffusion layer area.

This excessiveness will then give rise to a large RC time constant, which limits
the response time of the detector. A reasonable compromise between high-frequency
response and high quantum efficiency is found for absorption region thicknesses
between l/αs and 2/αs.
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If RT is the combination of the load and amplifier input resistances and CT is the
sum of the photodiode and amplifier capacitances, as shown in Fig. 6.6, the detector
behaves approximately like a simple RC low-pass filter with a passband Bc given by

Bc = 1

2πRTCT
(6.31)

Example 6.12 If the photodiode capacitance is 3 pF, the amplifier capacitance is 4
pF, the load resistor is 1 k	, and the amplifier input resistance is 1 M	, then CT =
7 pF and RT = 1 k	, so that the circuit bandwidth is.

Bc = 1

2πRTCT
= 23 MHz

If the photodector load resistance is reduced to 50 	, then the circuit bandwidth
becomes Bc = 455 MHz.

6.4 Comparisons of Photodetectors

This section summarizes some generic operating characteristics of Si, Ge, and
InGaAs photodiodes. Tables 6.1 and 6.2 list the performance values for pin and
avalanche photodiodes, respectively. The values were derived from various vendor
data sheets and fromperformancenumbers reported in the literature. They are given as
guidelines for comparison purposes. Detailed values on specific devices for particular
applications can be obtained from suppliers of photodetectors and receiver modules.

For short-distance applications, Si devices operating around 850 nm provide rela-
tively inexpensive solutions for most links. Longer links usually require operation in
the 1300-nm and 1550-nmwindows; here, one normally uses InGaAs-based devices.

Table 6.1 Generic operating parameters of Si, Ge, and InGaAs pin photodiodes

Parameter Symbol Unit Si Ge InGaAs

Wavelength range λ nm 400–1100 800–1650 1100–1700

Responsivity R A/W 0.4–0.6 0.4–0.5 0.75–0.95

Dark current iD nA 1–10 50–500 0.5–2.0

Rise time τr ns 0.5–1 0.1–0.5 0.05–0.5

Modulation (bandwidth) Bm GHz 0.3–0.7 0.5–3 1–2

Bias voltage VB V 5 5–10 5
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Table 6.2 Generic operating parameters of Si, Ge, and InGaAs avalanche photodiodes

Parameter Symbol Unit Si Ge InGaAs

Wavelength range λ nm 400–1100 800–1650 1100–1700

Avalanche gain M – 20–400 50–200 10–40

Dark current iD nA 0.1–1 50–500 10–50 @M = 10

Rise time τr ns 0.1–2 0.5–0.8 0.1–0.5

Gain bandwidth M · Bm GHz 100–400 2–10 20–250

Bias voltage VB V 150–400 20–40 20–30

6.5 Summary

Semiconductor pin and avalanche photodiodes are the principal devices used as light
signal detectors in optical fiber links because of their size compatibility with fibers,
their high sensitivities at the desired optical wavelengths, and their fast response
times. For short-distance applications at relatively low data rates, Si devices oper-
ating around 850 nm provide relatively inexpensive solutions for most links. Longer
transmissions or very high-speed short distance links usually require operation in the
1300-nm and 1550-nm windows, where InGaAs-based devices normally are used.

When light falls on a photodetector with photon energies greater than or equal
to the bandgap energy of the semiconductor material, the photons can give up their
energy and excite electrons from the valence band to the conduction band. This
process generates free electron–hole pairs, called photocarriers, in the photodetector.
When a reverse-bias voltage is applied across the photodetector, the resultant electric
field in the device causes the carriers to separate. This carrier separation gives rise
to a current flow in an external circuit, which is known as the photocurrent.

The quantum efficiency η is an important photodetector performance parameter.
This parameter is defined as the number of electron–hole carrier pairs generated per
incident photon of energy hν. In practice, quantum efficiencies range from 30 to 95%.
Another important parameter is the responsivityR, which is related to the quantum
efficiency by

R = ηq

hν

This parameter specifies the photocurrent generated per unit optical power. Repre-
sentative responsivities for pin photodiodes are 0.65 A/W for Si at 800 nm, 0.45 A/W
for Ge at 1300 nm, and 0.95 A/W for InGaAs at 1550 nm.

Anavalanchephotodiode (APD) internallymultiplies the primary signal photocur-
rent. This action increases receiver sensitivity because the photocurrent is amplified
before encountering the thermal noise associated with the receiver circuitry. The
carrier multiplication M is a result of impact ionization in the device. Because the
amplification mechanism is a statistical process, not every carrier pair that is gener-
ated in the photodiode experiences the samemultiplication. Thus the measured value
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of M is expressed as an average quantity. Analogous to the pin photodiode, the
performance of an APD is characterized by its responsivity RAPD

RAPD = ηq

hν
M = RM

where R is the unity gain responsivity.
The sensitivity of a photodetector and its associated receiver essentially is deter-

mined by the photodetector noises resulting from the statistical nature of the photon-
to-electron conversion process and the thermal noises in the amplifier circuitry. The
main noise currents of photodetectors are as follows:

1. Quantum or shot noise current arising from the statistical nature of the production
and collection of photoelectrons

2. Dark current arising from electrons and/or holes which are thermally generated
in the pn junction of the photodiode

In general, for pin photodiode receivers the thermal noise currents of the detector
load resistor and the active elements of the amplifier circuitry are the dominant noise
sources. For avalanche photodiode receivers the thermal noise is of lesser importance
and the photodetector noises usually dominate.

The usefulness of a given photodiode in a particular application depends on the
required response time. To reproduce the incoming signal faithfully, the photo-
diode must be able to track the variations in this signal accurately. The response
time depends on the absorption coefficient of the material at the desired operating
wavelength, the photodiode depletion layer width, and the various capacitances and
resistances of the photodiode and its associate receiver circuitry.

Because the multiplication process in an avalanche photodiode is statistical in
nature, an additional noise parameter is introduced which is not present in a pin
photodiode. A measure of this noise increase is given by the excess noise factor
F(M).

Problems

6.1 An InGaAs pin photodetector has an absorption coefficient of 1.0 μm−1 at
1550 nm. Show that the penetration depth at which 50% of the photons are
absorbed is 0.69 μm.

6.2 If an optical power level Pin is incident on a photodiode, the electron–hole
generation rate G(x) = �0αs exp(–αs x). Here �0 is the incident photon flux
per unit area given by Eq. (6.24). From this, use the expression

i p = q A

w∫

0

G(x)dx

to show that the primary photocurrent in the depletion region of width w is
given by Eq. (6.4).
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6.3 If the absorption coefficient of silicon is 0.05 μm–1 at 860 nm, show that the
penetration depth x at which P(x)/Pin = l/e = 0.368 is equal to 20 μm.

6.4 Aparticular InGaAspinphotodiodehas a bandgap energyof 0.74 eV.Show that
the cutoff wavelength of this device is 1678 nm. [Thus, this GaAs photodiode
will not respond to photons that have a wavelength greater than 1678 nm.]

6.5 An InGaAs pin photodiode has the following parameters at 1550 nm: iD = 1.0
nA, η = 0.95, and RL = 500 	. The incident optical power is 500 nW (–33
dBm) and the receiver bandwidth is 150 MHz. (a) Show from Eq. (6.6) that
the primary photocurrent is 0.593 μA. (b) Show that the noise currents given
by Eqs. (6.12), (6.13), and (6.15) are as follows:

σ 2
shot = 2qi p Be = 2.84 × 10−17 A2

σ 2
dark = 2qiDBe = 4.81 × 10−20 A2

σ 2
th = 4kBT

RL
Be = 4.85 × 10−15 A2

6.6 Consider an avalanche photodiode receiver that has the following parameters:
dark current iD = 1 nA, quantum efficiency η = 0.85, gain M = 100, excess
noise factor F = M1/2, load resistor RL = 104 	, and bandwidth Be = 10 kHz.
Suppose a sinusoidally varying 850-nm signal having a modulation index m
= 0.85 falls on the photodiode, which is at room temperature (T = 300 K).
Show that the responsivity is 0.58 A/W.

6.7 Consider an avalanche photodiode receiver that has the parameters listed in
Problem 6.6. To compare the contributions from the individual noise terms
to the SNR given by Eq. (6.9), examine each of the noises independently in
terms of the incident optical power Pin. Show that for this particular set of
parameters, the relative contributions to the SNR are as follows:

SN Rshot =
〈
i2s (t)

〉

〈
i2shot (t)

〉 = 6.565 × 1012Pin

SN Rdark =
〈
i2s (t)

〉

〈
i2dark(t)

〉 = 3.798 × 1022P2
in

SN Rth =
〈
i2s (t)

〉

〈
i2th(t)

〉 = 7.333 × 1022P2
in

6.8 A given InGaAs avalanche photodiode has a quantum efficiency of 90% at
a wavelength of 1310 nm. Suppose 0.5 μW of optical power produces a
multiplied photocurrent of 8 μA. Show that the multiplication M = 16.

6.9 Suppose an avalanche photodiode has the following parameters: iD = 1 nA, η
= 0.85, F =M1/2, RL = 103 	, and Be = 1 kHz. Consider a sinusoidal 850-nm
signal, which has a modulation indexm = 0.85 and an average power level Pin

= –50 dBm, to fall on the detector at room temperature. (a) Using Eq. (6.16)
show that
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SN R = 1.215 × 10−17M2

2.176 × 10−24M5/2 + 1.656 × 10−20

(b) Plot the SNR as a function of M for gains ranging from 20 to 100. Show
from the plot that the optimum value of M occurs at M = 62.

6.10 The optimum gain at the maximum signal-to-noise ratio can be found by
differentiating Eq. (6.16) with respect to M, setting the result equal to zero,
and solving forM. Show that doing this procedure yields Eq. (6.18).

6.11 Consider a silicon pin photodiode that has a depletion layer widthw = 20μm,
an area A = 0.05 mm2, and a dielectric constant Ks = 11.7. If the photodiode
is to operate with a 10-k	 load resistor at 800 nm, where the absorption
coefficient αs = 103 cm–1, compare the RC time constant and the carrier drift
time of this device. Is carrier diffusion time of importance in this photodiode?
[Answer: FromEq. (6.30) tRC = 2.59 ns and fromEq. (6.29) td = 0.45 ns. Thus
most carriers are absorbed in the depletion region, so the carrier diffusion time
is not important here. The detector response time is dominated by the RC time
constant.]

References

1. P.C. Eng, S. Song, B. Ping, State-of-the-art photodetectors for optoelectronic integration at
telecommunication wavelength. Nanophotonics (2015). https://doi.org/10.1515/nanoph-2015-
0012(Reviewarticle)

2. A. Beling, J.C. Campbell, InP-based high-speed photodetectors: tutorial. J. Lightw. Technol.
27(3), 343–355 (2009)

3. M.Casalino, G. Coppola, R.M.DeLaRue, D.F. Logan, State-of-the-art all-silicon sub-bandgap
photodetectors at telecom and datacom wavelengths. Laser Photonics Rev. 10(6), 895–921
(2016)

4. M.J. Deen, P.K. Basu, Silicon Photonics: Fundamentals and Devices (Wiley, 2012)
5. S. Donati, Photodetectors: Devices (Prentice Hall, Circuits and Applications, 2000)
6. Z. Zhao, J. Liu, Y. Liu, N. Zhu, High-speed photodetectors in optical communication system.

J. Semicond. 38(12), 121001 (2017) (review article)
7. H. Schneider, H.C. Liu, Quantum Well Infrared Photodetectors (Springer, 2006)
8. B.E.A. Saleh, M. Teich, Fundamentals of Photonics, 3rd edn. (Wiley, 2019)
9. B.L. Anderson, R.L. Anderson, Fundamentals of Semiconductor Devices, 2nd edn. (McGraw-

Hill, 2018)
10. D.A. Neaman, Semiconductor Physics and Devices, 4th edn. (McGraw-Hill, 2012)
11. S.O. Kasap, Principles of Electronic Materials and Devices, 4th edn. (McGraw-Hill, 2018)
12. O. Manasreh, Semiconductor Heterojunctions and Nanostructures (McGraw-Hill, 2005)
13. S.E. Miller, E.A.J. Marcatili, T. Li, Research toward optical-fiber transmission systems. Proc.

IEEE 61, 1703–1751 (1973)
14. P.P. Webb, R.J. Mclntyre, J. Conradi, Properties of avalanche photodiodes. RCA Rev. 35,

234–278 (1974)
15. D.S.G. Ong, M.M. Hayat, J.P.R. David, J.S. Ng, Sensitivity of high-speed lightwave system

receivers using InAlAs avalanche photodiodes. IEEE Photonics Technol. Lett. 23(4), 233–235
(2011)

16. S. Cao,Y. Zhao, S. urRehman, S. Feng,Y. Zuo,C. Li, L. Zhang,B.Cheng,Q.Wang,Theoretical
studies on InGaAs/InAlAs SAGCMavalanche photodiodes. Nanoscale Res. Lett. 13, 158 (2018)

17. B.M. Oliver, Thermal and quantum noise. IEEE Proc. 53, 436–454 (1965)

https://doi.org/10.1515/nanoph-2015-0012(Reviewarticle)


Chapter 7
Optical Receiver Operation

Abstract The design of an optical receiver can be quite sophisticated because the
receiver must be able to detect weak, distorted signals and make decisions on what
type of data was sent based on an amplified and reshaped version of this distorted
signal. In the photodetection processes, various noises and distortions will unavoid-
ably be introduced,which can cause signal interpretation errors. Noise considerations
are thus important in the design of optical receivers, because the noise sources oper-
ating in the receiver generally set the lowest limit for the signal levels that can be
processed. This chapter describes the origins of these noises and their effect on link
performance.

Having discussed the characteristics and operation of photodetectors in the previous
chapter, the next step is to consider features of the optical receiver. An optical receiver
consists of a photodetector, an amplifier, and signal-processing circuitry. The receiver
has the task of first converting the optical energy emerging from the end of a fiber
into an electric signal, and then amplifying this signal to a large enough level so that
it can be processed by the electronics following the receiver amplifier.

In these processes, various noises and distortions will unavoidably be introduced,
which can lead to errors in the interpretation of the received signal. Depending on the
magnitude of the received optical signal, the current generated by the photodetector
could be very weak and is adversely affected by the random noises associated with
the photodetection process. When this electric signal output from the photodiode is
amplified, additional noises arising from the amplifier electronics will further corrupt
the signal. Noise considerations are thus important in the design of optical receivers,
because the noise sources operating in the receiver generally set the lowest limit for
the signals that can be processed.

In designing a receiver, it is desirable to predict its performance based on mathe-
matical models of the various receiver stages. These models must take into account
the noises and distortions added to the signal by the components in each stage,
and they must show the designer which components to choose so that the desired
performance criteria of the receiver are met.

The average error probability is an especially meaningful criterion for measuring
the performance of a digital communication system. In an analog system the fidelity
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criterion normally is specified in terms of a peak signal-to-rms-noise ratio. The calcu-
lation of the error probability for a digital optical communication receiver differs from
that of conventional electric systems. This is due to the discrete quantum nature of
the photon arrival and detection processes and the random gain fluctuations when an
avalanche photodiode is used. Researchers have used a variety of analytical methods
to derive approximate predictions for receiver performance. In carrying out these
analyses, one needs to make a tradeoff between calculation simplicity and accu-
racy of the approximation. General reviews and detailed concepts of optical receiver
designs are given in the literature [1–12].

First Sect. 7.1 presents an overview of the fundamental operational characteristics
of the various stages of an optical receiver. This consists of tracing the path of a digital
signal through the receiver and showing what happens at each step along the way.
Section 7.2 then outlines the fundamental methods for determining the bit-error rate
or probability of error (the chance that a bit is corrupted and received in error) of a
digital receiver based on signal-to-noise considerations. This section also discusses
the concept of receiver sensitivity, which is an important parameter for estimating
the minimum received optical power that is needed to achieve a specific probability
of error.

The eye diagram is a common measurement tool to determine the fidelity of the
received signal. Eye diagrams have been used extensively for all types of commu-
nication links, including wire lines, wireless systems, and optical links. Section 7.3
describes the method for generating an eye diagram and how to interpret various
signal fidelity parameters with it.

For passive optical network (PON) applications, the operational characteristics of
an optical receiver located at the central telecommunications switching office differ
significantly from receivers used in conventional point-to-point links. Section 7.4
gives a brief description of these devices, which are known as burst-mode receivers.
Finally, Sect. 7.5 describes another optical receiver type that is used for analog links.

7.1 Basic Receiver Operation

The design of an optical receiver can be quite sophisticated because the receiver
must be able to detect and interpret what type of data was sent based on an ampli-
fied and reshaped version of the weakened and distorted received signal. To get an
appreciation of the function of an optical receiver, first consider what happens to
a signal as it is sent through an optical fiber link. Because traditionally fiber optic
communication links are intensity-modulated direct-detection (IM-DD) systems that
use a binary on-off keyed (OOK) digital signal, Sect. 7.1.1 analyzes direct-detection
receiver performance by using this OOK signal format.
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7.1.1 Transmitting Digital Signals

Figure 7.1 illustrates the shape of a digital signal at different points along an optical
link. The transmitted signal is a two-level binary data stream consisting of either a
0 or a 1 in a time slot of duration Tb. This time slot is referred to as a bit period.
Electrically there are many ways of sending a given digital message [13–16]. One
of the simplest techniques for sending binary data is amplitude-shift keying (ASK)
or on–off keying (OOK), wherein a voltage level is switched between two values,
which are usually on or off . The resultant signal wave thus consists of a voltage
pulse of amplitude V relative to the zero voltage level when a binary 1 occurs and a
zero-voltage-level space when a binary 0 occurs. Depending on the coding scheme to
be used, a binary 1 may or may not fill the time slot Tb. For simplicity, in this chapter
it is assumed that when 1 is sent, a voltage pulse of duration Tb occurs, whereas for
0 the voltage remains at its zero level.

The function of the optical transmitter is to convert the electric signal to an optical
signal. As shown in Sect. 4.3.7, one way of doing this is by directly modulating
the light source drive current with the information stream to produce a varying
optical output power P(t). Thus in the optical signal emerging from the LED or
laser transmitter, 1 is represented by a pulse of optical power (light) of duration Tb,
whereas 0 is the absence of any light.

The optical signal that is coupled from the light source to the fiber becomes
attenuated and distorted as it propagates along the fiber waveguide. Upon arriving at
the end of a fiber, a receiver converts the optical signal back to an electrical format.

Optical 
transmitter

Photodetector

Receiver
circuitry

To receiver
circuitry

The arrows denote time slot centers

Fig. 7.1 Signal path through an optical data link
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Fig. 7.2 The basic constituents of an optical receiver

Figure 7.2 shows the basic components of an optical receiver. The first element is
either a pin or an avalanche photodiode, which produces an electric current that is
proportional to the receivedoptical power level.Because this electric current typically
is very weak, a front-end amplifier boosts the signal to a level that can be used by
the following electronics.

After the electric signal produced by the photodiode is amplified, it passes through
a low-pass filter to reduce the noise that is outside of the signal bandwidth. This filter
thus defines the receiver bandwidth. In addition, to minimize the effects of inter-
symbol interference (ISI) the filter can reshape the pulses that have become distorted
as they traveled through the fiber. This function is called equalization because it
equalizes or cancels pulse-spreading effects.

In the final optical receiver module shown (on the right) in Fig. 7.2, a sampling
and decision circuit samples the signal level at the midpoint of each time slot and
compares it with a certain reference voltage known as the threshold level. If the
received signal level is greater than the threshold level, a 1 pulse was received. If
the voltage is below the threshold level, a 0 pulse was received. To accomplish this
bit interpretation, the receiver must know where the bit boundaries are. This is done
with the assistance of a periodic waveform called a clock, which has a periodicity
equal to the bit interval. Thus this function is called clock recovery or timing recovery
[17, 18].

In some cases, an optical preamplifier is placed ahead of the photodiode to boost
the optical signal level before photodetection takes place. This is done so that the
signal-to-noise ratio degradation caused by thermal noise in the receiver electronics
can be suppressed. Compared with other front-end devices, such as avalanche photo-
diodes or optical heterodyne detectors, an optical preamplifier provides a larger gain
factor and a broader bandwidth. However, this process also introduces additional
noise to the optical signal. Chapter 11 addresses optical amplifiers and their effects
on system performance.

7.1.2 Sources of Detection Errors

Errors in the detection mechanism can arise from various noises and disturbances
associated with the signal detection system that are shown in Fig. 7.3. The term
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Fig. 7.3 Noise sources and disturbances in an optical pulse detection mechanism

noise is used customarily to describe unwanted components of an electric signal that
tend to disturb the transmission and processing of the signal in a physical system,
and over which there is incomplete control. The noise sources can be either external
to the system (e.g., from electric power lines, motors, radio transmitters, lightning)
or internal to the system (e.g., from switch and power supply transients). Here, the
concern is mainly with internal noise, which is present in every communication
system and represents a basic limitation on the transmission or detection of signals.
This noise is caused by the spontaneous fluctuations of current or voltage in electric
circuits. The two most common examples of these spontaneous fluctuations are shot
or quantum noise and thermal noise. Shot noise arises in electronic devices because
of the discrete nature of current flow in the device. Thermal noise arises from the
random motion of electrons in a conductor. A third noise source is dark current,
which is the current that continues to flow through the bias circuit of a photodiode
when no light is incident on the device.

The random arrival rate of signal photons produces shot noise at the photodetector.
Because this noise depends on the signal level, it is of particular importance for pin
receivers that have large optical input levels and for avalanche photodiode receivers.
When using an avalanche photodiode, an additional shot noise arises from the statis-
tical nature of the multiplication process. This noise level increases as the avalanche
gain M becomes larger. Additional photodetector noise comes from the dark current.
This noise is independent of the photodiode illumination and can generally be made
very small in relation to other noise currents by a judicious choice of components.

Thermal noises arising from the detector load resistor and from the amplifier
electronics tend to dominate in applications with low signal-to-noise ratio when a
pin photodiode is used. When an avalanche photodiode is used in applications that
encounter low optical signal levels, the optimum avalanche gain is determined by a
design tradeoff between the thermal noise and the gain-dependent shot noise.

Because the thermal noises are of a Gaussian nature, they can be readily treated by
standard techniques. The analyses of the noises and the resulting error probabilities
associatedwith the primary photocurrent generation and the avalanchemultiplication
are complicated as neither of these processes is Gaussian. The primary photocurrent
generated by the photodiode is a time-varying Poisson process resulting from the
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random arrival of photons at the detector. If the detector is illuminated by an optical
signal P(t), then the average number of electron–hole pairs N generated in a time τ

is

N = η

hν

∫ τ

0
P(t) dt = ηE

hν
= ηλ

hc
E (7.1)

where η is the detector quantum efficiency, hν is the photon energy, and E is the
energy received in a time interval τ. The actual number of electron–hole pairs n that
are generated fluctuates from the average according to the Poisson distribution

Pr (n) = N
n e−N

n! (7.2)

where Pr(n) is the probability that n electrons are excited in a time interval τ.

Example 7.1 Using Eq. (7.2) one can find conditions such as the probability that no
electrons are excited in a time interval when a pulse of a certain energy E arrives.
That is, for example, what is the energy required in a 1 pulse to have a probability
of 10–9 or smaller that the arriving 1 pulse will not be interpreted as a 0 pulse?

Solution First assume that no electron–hole pairs are created during a 0 pulse, that
is, n = 0. Then, the energy that is needed to have the condition Pr(n = 0) < 10−9

can be calculated from Eq. (7.2). Using the relation N = ηλE/hc from Eq. (7.1), the
inequality that needs to be solved is

Pr (n = 0) = exp

(
−ηλE

hc

)
≤ 10−9 (7.3)

Solving this relationship for E yields

E ≥ (9 ln10)
hc

ηλ
= 20.7

hc

ηλ

Recalling that hc/λ is the energy of a photon and η is the detector quantum
efficiency, the above energy inequality means that a 1 pulse must contain at least
20.7/η photons in order not to be misinterpreted as a 0 pulse with a probability of
10−9. Note that the number of photons must be an integer.

Drill Problem 7.1 Consider a photodetector that has a quantum efficiency η

= 0.65.
(a) Show that an energy
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E ≥ (12 ln10)
hc

ηλ
= 42.5

hc

ηλ

is required in a 1 pulse to have a probability of 10−12 or smaller in order
that the arriving 1 pulse will not be interpreted as a 0 pulse. (b) Why must the
number of photons in the 1 pulse be greater than or equal to 66?

The fact that it is not possible to predict exactly howmany electron–hole pairs are
generated by a known optical power incident on the detector is the origin of the excess
noise factor F(M) resulting from the random nature of the avalanche multiplication
process. Recall from Sect. 6.4 that, for an avalanche detector with a mean gain M,
for electron injection F(M) is often approximated by the empirical equation

F(M) ≈ Mx (7.4)

where the factor x ranges between 0 and 1.0 depending on the photodiode material.
A further error source is attributed to intersymbol interference (ISI), which results

from pulse spreading in the optical fiber. When an optical pulse is transmitted in
a given time slot, most of the pulse energy will arrive in the corresponding time
slot Tb at the receiver, as shown in Fig. 7.4. However, because of pulse spreading
effects induced by the fiber, some of the transmitted energy will progressively spread
into neighboring time slots as the pulse propagates along the fiber. The presence
of this energy in adjacent time slots results in an interfering signal, hence the term
intersymbol interference. In Fig. 7.4 the parameter γ designates the fraction of energy
remaining in the time slot Tb, so that the fraction of energy that has spread into
adjacent time slots is 1 − γ.

Fig. 7.4 Pulse spreading of
an optical signal into
adjacent bit slots that leads to
intersymbol interference

Pulse energy
in a time 

slot

Pulse energy
outside of a

time slot

Time slot
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7.1.3 Receiver Front-End Amplifiers

Noise sources at the front end of a receiver dominate the sensitivity and bandwidth, so
a major engineering emphasis has been on the design of a low-noise front-end ampli-
fier. The goals generally are to maximize the receiver sensitivity while maintaining
a suitable bandwidth. To achieve these goals, a basic concern in front-end design is
what load resistor RL to choose because this parameter affects both the bandwidth
and the noise performance. Front-end amplifiers used in optical fiber communication
systems can be classified into three broad categories, which are the low-impedance,
the high-impedance, and the transimpedance designs. These categories are not actu-
ally distinct because a continuum of intermediate configurations is possible, but they
serve to illustrate the design approaches.

The low-impedance (LZ) preamplifier is the most straightforward configuration,
but is not necessarily the optimum preamplifier design. The basic structure is shown
in Fig. 7.5. In this design a photodiode operates into a low-impedance amplifier with
an effective input resistance Ra (e.g., Ra = 50 �) and a capacitance C. A bias or
load resistor Rb in parallel with Ra is used to match the amplifier impedance (i.e.,
to suppress standing waves in order to achieve uniform frequency response). The
total preamplifier load resistance RL = RaRb/(Ra + Rb) is the parallel combination
of Ra and Rb. The value of the bias resistor, in conjunction with the amplifier input
capacitance C, is such that the preamplifier bandwidth is equal to or greater than
the signal bandwidth. As can be seen from Eq. (6.29), a small load resistance yields
a large bandwidth. The drawback is that for low load resistances the thermal noise
dominates. Thus, although low-impedance preamplifiers can operate over a wide
bandwidth, they do not provide high receiver sensitivities because only a small signal
voltage can be developed across the total input impedance. This limits the use of these
preamplifiers to special short-distance applications in which high receiver sensitivity
is not a major concern.

Recall from Eq. (6.15) that the thermal noise is inversely proportional to the
load resistance. Thus RL should be as large as possible to minimize thermal noise.
Thus increasing the value of Rb in Fig. 7.5 results in the high-impedance amplifier
design. Here a tradeoff must bemade between noise and receiver bandwidth, because
the bandwidth is inversely proportional to the resistance seen by the photodiode.
Consequently for a high-impedance front end, a high load resistance results not only
in low noise but also gives a low receiver bandwidth. Although equalizers sometimes
can be implemented to increase the bandwidth, if the bandwidth is much less than
the bit rate, then such a front-end amplifier cannot be used.

Fig. 7.5 Generic structure
of low-impedance and
high-impedance amplifiers
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Fig. 7.6 Generic structure of
a transimpedance amplifier

The transimpedance amplifier design shown in Fig. 7.6 largely overcomes the
drawbacks of the high-impedance amplifier. In this case, RL is used as a negative
feedback resistor around an inverting amplifier. Now RL can be large because the
negative feedback reduces the effective resistance RP seen by the photodiode by a
factor of G, so that RP = RL/(G + 1), where G is the gain of the amplifier. This means
that compared to the high-impedance design the transimpedance bandwidth increases
by a factor of G + 1 for the same load resistance. Although this does increase the
thermal noise compared to a high-impedance amplifier, the increase usually is less
than a factor of 2 and can easily be tolerated. Consequently, the transimpedance
front-end design tends to be the amplifier of choice for optical fiber transmission
links.

Note that in addition to the thermal noise differences resulting from selection
of a particular load resistor, the electronic components in the front-end amplifier
that follows the photodetector also add further thermal noise. The magnitude of this
additional noise depends on the design of the amplifier, for example, what type of
bipolar or field-effect transistors are incorporated in the design. This noise increase
can be accounted for by introducing an amplifier noise figure Fn into the numerator
of Eq. (6.17). This parameter is defined as the ratio of the input SNR to the output
SNR of the amplifier. Typical values of the amplifier noise figure range from 3 to
5 dB (a factor of 2 to 3).

Example 7.2 Consider an optical receiver that has a high-impedance amplifier with
an input resistance of Ra = 4 M�. Suppose it is matched to a photodetector bias
resistor that has a value Rb = 4 M�. (a) If the total capacitance is C = 6 pF, what
is the maximum bandwidth achievable without equalization? (b) Now consider the
case when the high-impedance amplifier is replaced with a transimpedance amplifier
that has a 100 k� feedback resistor and a gain G = 350. What is the maximum
achievable bandwidth without equalization in this case?

Solution (a) The total preamplifier load resistance RL is the parallel combination of
Ra and Rb, so that RL = RaRb/(Ra + Rb) = (4 × 106)2/8 × 106 = 2 M�. Then from
Eq. (6.29) the maximum bandwidth is B = 1/(2π RLC) = 13.3 kHz.

(b) If the total capacitance is againC = 6 pF, then for the transimpedance amplifier
the bandwidth is given by
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B = G

2π RLC
= 350

2π
(
1 × 105�

)(
6 × 10−12F

) = 92.8 MHz

7.2 Performance Characteristics of Digital Receivers

Ideally, in a digital receiver the decision-circuit output signal voltage υout(t) would
always exceed the threshold voltage when a 1 is present and would be less than the
thresholdwhen no pulse (a 0)was sent. In actual systems, deviations from the average
value of υout(t) are caused by various noises, interference from adjacent pulses, and
conditions wherein the light source is not completely extinguished during a zero
pulse.

7.2.1 Determining Probability of Error

In practice, there are several ways of measuring the rate of error occurrences in a
digital data stream. Chapter 14 describes some of these methods. A simple approach
is to divide the number Ne of errors occurring over a certain time interval t by the
number Nt of pulses (ones and zeros) transmitted during this interval. This is called
either the error rate or the bit-error rate,which commonly is abbreviated BER. Thus,
by definition,

B E R = Ne

Nt
= Ne

Bt
(7.5)

where B = 1/Tb is the bit rate (i.e., the pulse transmission rate). The error rate is
expressed by a number, such as 10−9, for example, which states that, on the average,
one error occurs for every billion pulses sent. Typical error rates for optical fiber
telecommunication systems range from 10−9 to 10−12. This error rate depends on
the signal-to-noise ratio at the receiver (the ratio of signal power to noise power).
The system error rate requirements and the receiver noise levels thus set a lower limit
on the optical signal power level that is required at the photodetector.

Example 7.3 For a given data rate what is the minimum average power required to
achieve a certain desired BER? Assume an equal number of 0 and 1 pulses.

Solution Using Eqs. (7.1) and (7.2) the bit-error rate can be written as

Pr (n = 0) = exp

(
−ηλE

hc

)
≤ B E R

Solving this equation for the energy yields



7.2 Performance Characteristics of Digital Receivers 277

E ≥ hc

ηλ
ln

(
1

B E R

)

Thus, if Emin is the minimum energy needed to achieve a specific BER, then for
a bit rate B = 1/Tb the minimum average power is

Pave = Emin

2Tb
= EminB/2

Drill Problem 7.2 Consider a photodetector that has a quantum efficiency of
0.65 at a 1310-nm wavelength. Show that the minimum average power needed
to achieve a 10−12 BER at a 1-Gb/s data rate at 1310 nm is 3.74 nW = −
54.3 dBm.

To compute the bit-error rate at the receiver, it is necessary to know the probability
distribution of the signal at the equalizer output [19–21]. Knowing the signal proba-
bility distribution at this point is important because it is here that the decision is made
as to whether a 0 or a 1 is sent. The shapes of two signal probability distributions are
shown in Fig. 7.7. These are

Fig. 7.7 Probability distributions for received logic 0 and 1 signal pulses; various signal distortion
effects cause the different widths of the two distributions
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P1(v) =
v∫

−∞
p(y|1 )dy (7.6)

which is the probability that the equalizer output voltage is less than υ when a
logical 1 pulse is sent, and

P0(v) =
∞∫

v

p(y|0 )dy (7.7)

which is the probability that the output voltage exceeds υ when a logical 0 is trans-
mitted. Note that the different shapes of the two probability distributions in Fig. 7.7
indicate that the noise power for a logical 0 is usually not the same as that for a
logical 1. This occurs in optical systems because of signal distortion from trans-
mission impairments (e.g., dispersion, optical amplifier noise, and distortion from
nonlinear effects) and from noise and ISI contributions at the receiver. The functions
p(y|l) and p(y|0) are the conditional probability distribution functions; that is, p(y|x)
is the probability that the output voltage is y, given that an x was transmitted.

If the threshold voltage is υth then the error probability Pe is defined as

Pe = a P1(υth) + bP0(υth) (7.8)

The weighting factors a and b are determined by the a priori distribution of the
data. That is, a and b are the probabilities that either a 1 or a 0 occurs, respectively.
For unbiased data with equal probability of 1 and 0 occurrences, a = b = 0.5. The
problem to be solved now is to select the decision threshold at that point where Pe

is minimum.
To calculate the error probability it is necessary to know the mean-square noise

voltage
〈
υ2

N

〉
, which is superimposed on the signal voltage at the decision time.

The statistics of the output voltage at the sampling time are quite complex, so that
an exact calculation is rather tedious to perform. Therefore a number of different
approximations have been used to calculate the performance of a binary optical
fiber receiver. In applying these approximations, one has to make a tradeoff between
computational simplicity and accuracy of the results. The simplest method is based
on a Gaussian approximation. In this method, it is assumed that, when the sequence
of optical input pulses is known, the equalizer output voltage υout(t) is a Gaussian
random variable. Thus, to calculate the error probability, one only needs to know the
mean and standard deviation of υout(t).

Thus, assume that a signal s (which can be either a noise disturbance or a desired
information-bearing signal) has a Gaussian probability distribution function with a
mean value m. If the signal voltage level s(t) is sampled at any arbitrary time t1, the
probability that the measured sample s(t1) falls in the range s to s + ds is given by
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f (s)ds = 1√
2π σ

e−(s−m)2/2σ 2
ds (7.9)

where f (s) is the probability density function, σ2 is the noise variance, and its square
root σ is the standard deviation, which is a measure of the width of the probability
distribution. By examining Eq. (7.9) it is observed that the quantity 2

√
2 σ measures

the full width of the probability distribution at the point where the amplitude is 1/e
of the maximum.

The probability density function now can be used to determine the probability of
error for a data stream in which the 1 pulses are all of amplitude V. As shown in
Fig. 7.8, the mean and variance of the Gaussian output for a 1 pulse are bon and σ 2

on ,
respectively, whereas for a 0 pulse they are boff and σ 2

of f , respectively. First consider
the case of a 0 pulse being sent, so that no pulse is present at the decoding time.
The probability of error in this case is the probability that the noise will exceed the
threshold voltage υth and be mistaken for a 1 pulse. This probability of error P0(υ)
is the chance that the equalizer output voltage υ(t) will fall somewhere between υth

and ∞. Using Eqs. (7.7) and (7.9), then yields

P0(vth) =
∞∫

vth

p(y|0 )dy =
∞∫

vth

f0(v)dv

= 1√
2π σof f

∞∫

vth

exp

[
−

(
v − bof f

)2
2σ 2

of f

]
dv (7.10)

where the subscript 0 denotes the presence of a 0 bit.
Similarly, one can find the probability of error that a transmitted 1 ismisinterpreted

as a 0 by the decoder electronics following the equalizer. This probability of error
is the likelihood that the sampled signal-plus-noise pulse falls below υth. From Eqs.
(7.6) and (7.9), this is given by

Fig. 7.8 Gaussian noise statistics of a binary signal showing variances around the on and off signal
levels
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P1(vth) =
∫ vth

−∞
p(y|1 )dy =

∫ vth

−∞
f1(v)dv

= 1√
2π σon

∫ vth

−∞
exp

[
− (bon − v)2

2σ 2
on

]
dv (7.11)

where the subscript 1 denotes the presence of a 1 bit.
If the probabilities of 0 and 1 pulses are equally likely [that is, a = b = 0.5 in

Eq. (7.8)], then Eqs. (7.6) and (7.7) yield

P0(vth) = P1(vth) = 1

2
Pe (7.12)

Thus, using Eqs. (7.10) and (7.11), the bit error rate or the error probability Pe

becomes

B E R = Pe(Q) = 1√
π

∞∫

Q/
√
2

exp
(−x2

)
dx = 1

2

[
1 − er f

(
Q√
2

)]

≈ 1√
2π

e−Q2/2

Q
(7.13)

The approximation on the right-hand side is obtained from the asymptotic
expansion of erf (x). Here, the parameter Q is defined as

Q = vth − bof f

σof f
= bon − vth

σon
= bon − bof f

σon + σof f
(7.14)

and

erf(x) = 2√
π

x∫

0

exp(−y2)dy (7.15)

is the error function, which is tabulated in various mathematical handbooks [22, 23].
The factorQ is widely used to specify receiver performance, because it is related to

the signal-to-noise ratio required for achieving a specific bit-error rate. In particular,
it takes into account that in optical fiber systems the variances in the noise powers
generally are different for received logical 0 and 1 pulses. Figure 7.9 shows how the
BER varies with Q. The approximation for Pe given in Eq. (7.13) and shown by the
dashed line in Fig. 7.9 is accurate to 1% for Q ≈ 3 and improves as Q increases. A
commonly quoted Q value is 6, because this corresponds to a BER = 10−9.

Example 7.4 When there is little intersymbol interference, γ − 1 is small, so that
σ 2

on = σ 2
of f . Then, by letting boff = 0 in Eq. (7.14) the parameter Q becomes
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Fig. 7.9 Plot of the BER
(Pe) versus the factor Q
where the dashed line
represents the approximation
from Eq. (7.13)

Q = bon

2σon
= 1

2
SN R

which is one-half the signal-to-noise ratio. In this case, υth = bon/2, so that the
optimum decision threshold is midway between the 0 and 1 signal levels.

Example 7.5 If the bit error rate is 10−9 then from Eq. (7.13)

Pe(Q) = 10−9 = 1

2

[
1 − erf

(
Q√
2

)]
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From Fig. 7.9 it follows that Q = 6 (an exact evaluation yields Q = 5.99781),
which gives a signal-to-noise ratio of 12, or 10.8 dB [i.e., 10 1og(S/N) = 10 log 12
= 10.8 dB].

Now consider the special case when σoff = σon = σ and boff = 0, so that bon =
V. Then, from Eq. (7.14) it follows that the threshold voltage υth = V /2, so that
Q = V /2σ. Because σ is usually called the rms noise, the ratio V /σ is the peak
signal-to-rms-noise ratio. In this case, Eq. (7.13) becomes

Pe(σon = σof f ) = 1

2

[
1 − erf

(
V

2
√
2 σ

)]
(7.16)

Equation 7.16 demonstrates the exponential behavior of the probability of error as
a function of the signal-to-noise ratio. By increasing V /σ by 2, that is, doubling SNR
(a 3-dB power increase), the BER decreases by 104. Thus, there exists a narrow range
of signal-to-noise ratios above which the error rate is tolerable and below which a
highly unacceptable number of errors occur. The SNR at which this transition occurs
is called the threshold level. In general, a performance safety margin of 3 dB is
included in the transmission link design to ensure that this BER threshold is not
exceeded when system parameters such as transmitter output, line attenuation, or
noise floor vary with time.

Example 7.6 Figure 7.10 shows a plot of the BER expression from Eq. (7.16) as a
function of the signal-to- noise ratio. Howmany bits are misinterpreted in a standard
DS1 telephone rate of 1.544 Mb/s for SNR values of 8.5 and 12.0?

Solution If the signal-to-noise ratio is 8.5 (18.6 dB) then Pe = 10−5. If this is the
received signal level for a standardDS1 telephone rate of 1.544Mb/s, thisBER results
in a misinterpreted bit every 0.065 s, which is highly unsatisfactory. However, by
increasing the signal strength so that V/σ = 12.0 (21.6 dB), the BER decreases to
Pe = 10−9. For the DS1 case, this means that a bit is misinterpreted every 650 s (or
11 min), which, in general, is tolerable.

Drill Problem 7.3 Figure 7.10 shows a plot of the BER expression from
Eq. (7.16) as a function of the signal-to-noise ratio. Verify that for a high-
speed network that operates at 622 Mb/s, a required BER of 10−12 means a
value of V/σ = 22.3 dB is necessary.

7.2.2 Specifying Receiver Sensitivity

Optical communication systems use a BER value to specify the performance require-
ments for a particular transmission link application. For example, SONET/SDH
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Fig. 7.10 Bit-error rate as a function of signal-to-noise ratio when the standard deviations are equal
(σon = σoff) and when boff = 0

networks (see Chap. 13) specify that the BER must be 10−10 or lower, whereas
Gigabit Ethernet requires no more than a 10−12 BER. To achieve a desired BER
at a given data rate, a specific minimum average optical power level must arrive
at the photodetector. The value of this minimum power level is called the receiver
sensitivity.

A common method of defining the receiver sensitivity is as an average optical
power (Pave) in dBm incident on the photodetector. Alternatively it may be defined by
the optical modulation amplitude (OMA), which is given in terms of a peak-to-peak
current at the photodetector output. The receiver sensitivity gives a measure of the
minimum average power or OMA needed to maintain a maximum (worst-case) BER
at a specific data rate. Many researchers have carried out numerous complex calcula-
tions of receiver sensitivity by taking into account different pulse-shape degradation
factors. This section presents a simplified analysis to illustrate the basis of receiver
sensitivity.

First, expressing Eq. (7.14) in terms of signal currents from 1 and 0 pulses (given
by i1 and i0, respectively) and their corresponding noise current variations (σ1 and
σ0, respectively), and assuming there is no optical power in a zero pulse, yields



284 7 Optical Receiver Operation

Q = i1 − i0
σ1 + σ0

= i1
σ1 + σ0

(7.17)

Using Eqs. (6.6), (6.7), and (7.14), the receiver sensitivity Psensitivity is found from
the average power contained in a bit period for the specified data rate as

Psensitivity = P1/2 = i1/(2RM) = Q(σ1 + σ0)/(2RM) (7.18)

where R is the unity-gain responsivity and M is the gain of the photodiode.
If there is no optical amplifier in a fiber transmission link, then thermal noise and

shot noise are the dominant noise effects in the receiver. As Sect. 6.2 describes, the
thermal noise is independent of the incoming optical signal power, but the shot noise
depends on the received power. Therefore, assuming there is no optical power in a
received zero pulse, the noise variances for 0 and 1 pulses, respectively, are σ 2

0 = σ 2
th

and σ 2
1 = σ 2

th + σ 2
shot . From Eqs. (6.6) and (6.13), and using the condition from

Eq. (7.18), the shot noise variance for a 1 pulse is

σ 2
shot = 2qRP1M2F(M)Be = 4qRPsensitivi t y M2F(M)B/2 (7.19)

where F(M) is the photodiode noise figure and the electrical bandwidth Be of the
receiver is assumed to be half the bit rate B (i.e., Be = B/2). In addition to the various
photodetector noises, the receiver amplifier also has a noise figure Fn associated with
it. Thus, when including this noise in Eq. (6.15), the thermal noise current variance
is

σ 2
th = 4kB T

RL
Fn

B

2
(7.20)

Substituting σ = (
σ 2

shot + σ 2
th

)1/2
and σ0 = σth into Eq. (7.18) and solving for

Psensitivity then gives

Psensitivity = (1/R)
Q

M

[
q M F(M)B Q

2
+ σth

]
(7.21)

Example 7.7 To see the behavior of the receiver sensitivity as a function of the BER,
first consider the receiver to have a load resistor RL = 200 � and let the temperature
be T = 300 °K. Letting the amplifier noise figure be Fn = 3 dB (a factor of 2),
then from Eq. (7.20) the thermal noise current variance is σT = 9.10 × 10−12B1/2.
Next, select an InGaAs photodiode with a unity-gain responsivityR = 0.95 A/W at
1550 nm and assume an operating BER = 10−12 so that a value of Q = 7 is needed.
If the photodiode gain is M, then from Eq. (7.21) the receiver sensitivity is

Psensitivi t y = 7.37

M

[
5.6 × 10−19M F(M)B + 9.10 × 10−12B1/2

]
(7.22)
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Fig. 7.11 Sensitivities as a
function of bit rate for
generic pin and avalanche
InGaAs photodiodes at
1550 nm for a 10–12 BER

Figure 7.11 shows the receiver sensitivity calculated from Eq. (7.22) as a function
of data rate for typical InGaAs pin and avalanche photodiodes at 1550 nm for a
10−12 BER. In Fig. 7.11 the APD gain was taken to be M = 10 and F(M) = 100.7

= 5. Note that the curves in Fig. 7.11 are for a BER given by Q = 7, a load resistor
RL = 200 �, an amplifier noise figure Fn = 3 dB, and a 1550-nm wavelength. The
sensitivity curves will change for different values of these parameters.

Example 7.8 Consider an InGaAs pin photodiode for which M = 1 and F(M) = 1.
For the conditions in Eq. (7.22), what is the receiver sensitivity at a 1-Gb/s data rate
for a 10−12 BER requirement?

Solution From Eq. (7.22)

Psensitivi t y = 7.37
[
5.6 × 10−19

(
1 × 109

) + 9.10 × 10−12
(
1 × 109

)1/2]
mW

= −26.7 dBm

Drill Problem 7.4 Consider an InGaAs avalanche photodiode for which M
= 10 and F(M) = 5. For the conditions in Eq. (7.22), show that the receiver
sensitivity at a 1 Gb/s data rate for a 10−12 BER requirement is 2.32 × 10−4

mW = − 36.3 dBm.

7.2.3 The Basic Quantum Limit

In designing an optical system, it is useful to know what the fundamental physical
bounds are on the system performance. To see what this bound is for the photode-
tection process, consider an ideal photodetector that has unity quantum efficiency
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and produces no dark current; that is, no electron–hole pairs are generated in the
absence of an optical pulse. Given this condition, it is possible to find the minimum
received optical power required for a specific bit-error rate performance in a digital
system. This minimum received power level is known as the quantum limit, because
all system parameters are assumed ideal and the performance is limited only by the
photodetection statistics.

Assume that an optical pulse of energy E falls on the photodetector in a time
interval τ. The receiver can only interpret this condition as a 0 pulse if no electron–
hole pairs are generated with the pulse present. From Eq. (7.2) the probability that n
= 0 electrons are excited in a time interval t is

Pr (0) = e−N (7.23)

where the average number of electron–hole pairs N is given by Eq. (7.1). Thus, for
a given error probability Pr(0), we can find the minimum energy E required at a
specific wavelength λ.

Example 7.9 A 10-Mb/s digital fiber optic link operating at 850 nm requires a
maximum BER of 10−9.

(a) The first step is to find the quantum limit in terms of the quantum efficiency of
the detector and the energy of the incident photon. From Eq. (7.23) the probability
of error is Pr (0) = e−N = 10−9. Solving for N yields N = 9 ln 10 = 20.7 ≈ 21.
Hence, an average of 21 photons per pulse is required for this BER. Using Eq. (7.1)
and solving for E gives E = 20.7 hν/η.

(b) The next step is to find the minimum incident optical power Pi that must fall
on the photodetector to achieve a 10−9 BER at a data rate of 10 Mb/s for a simple
binary-level signaling scheme. If the detector quantum efficiency η = 1, then

E = Piτ = 20.7hv = 20.7 hv/λ

where 1/τ is one-half the data rate B; that is, 1/τ = B/2. (Note: This assumes an equal
number of 0 and 1 pulses.) Solving for Pi yields

Pi = 20.7
hcB

2λ
= 20.7

(
6.626 × 10−34 J s

)(
3.0 × 108 m/s

)(
10 × 106 bits/s

)
2
(
0.85 × 10−6 m

)
= 24.2 pW

or, when the reference power level is 1 mW, then Pi = − 76.2 dBm.

In practice, the sensitivity of most receivers is around 20 dB higher than the
quantum limit because of various nonlinear distortions and noise effects in the trans-
mission link. Furthermore, when specifying the quantum limit, one has to be careful
to distinguish between average power and peak power. If one uses average power,
the quantum limit given in Example 7.4 would be only 10 photons per bit for a 10−9

BER. Sometimes, the literature quotes the quantum limit based on these average
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powers. However, this can be misleading because the limitation on real components
is based on peak and not average power.

7.3 Principles of Eye Diagrams

The eye diagram is a powerful measurement tool for assessing the data-handling
ability of a digital transmission system. This method has been used extensively for
evaluating the performance of wire line systems and also applies to optical fiber
data links. Chapter 14 gives more details on BER test equipment and measurement
methods.

7.3.1 Features of Eye Patterns

The eye pattern measurements are made in the time domain and allow the effects
of waveform distortion to be shown immediately on the display screen of standard
BER test equipment. Figure 7.12 shows a typical display pattern, which is known as
an eye pattern or an eye diagram. The logic 1 and 0 levels, shown by bon and boff,
respectively, determine the basic upper and lower bounds.

A great deal of system-performance information can be deduced from the eye
pattern display. To interpret the eye pattern, consider Fig. 7.12 and the simpli-
fied drawing shown in Fig. 7.13. The following information regarding the signal
amplitude distortion, timing jitter, and system rise time can be derived:

• The width of the eye opening defines the time interval over which the received
signal can be sampled without error due to interference from adjacent pulses
(known as intersymbol interference).

• The best time to sample the received waveform is when the height of the eye
opening is largest. This height is reduced as a result of amplitude distortion in
the data signal. The vertical distance between the top of the eye opening and the
maximum signal level gives the degree of distortion. The more the eye closes, the
more difficult it is to distinguish between ones and zeros in the signal.

• The height of the eye opening at the specified sampling time shows the noise
margin or immunity to noise. Noise margin is the percentage ratio of the peak
signal voltage V 1 for an alternating bit sequence (defined by the height of the eye
opening) to the maximum signal voltage V 2 as measured from the threshold level,
as shown in Fig. 7.13. That is

Noise margin (%) = V1

V2
× 100 % (7.24)
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Fig. 7.12 General configuration of an eye diagram showing the definitions of fundamental
measurement parameters

Fig. 7.13 Simplified eye diagram showing the key performance parameters

• The rate at which the eye closes as the sampling time is varied (i.e., the slope of
the eye pattern sides) determines the sensitivity of the system to timing errors.
The possibility of timing errors increases as the slope becomes more horizontal.

• Timing jitter (also referred to as edge jitter or phase distortion) in an optical
fiber system arises from noise in the receiver and pulse distortion in the optical
fiber [18]. Excessive jitter can result in bit errors, because such jitter can produce
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uncertainties in clock timing. This timing uncertainty will cause a receiver to lose
synchronization with the incoming bit stream thereby incorrectly interpreting
logic 1 and 0 pulses. If the signal is sampled in the middle of the time interval
(i.e., midway between the times when the signal crosses the threshold level), then
the amount of distortion 
T at the threshold level indicates the amount of jitter.
Timing jitter is thus given by

Timing jitter (%) = 
T

Tb
× 100% (7.25)

where Tb is one bit interval.

• Traditionally, the rise time is defined as the time interval between the points where
the rising edge of the signal reaches 10% of its final amplitude to the time where
it reaches 90% of its final amplitude. However, when measuring optical signals,
these points are often obscured by noise and jitter effects. Thus, the more distinct
values at the 20 and 80% threshold points normally are measured. To convert from
the 20 to 80% rise time to a 10 to 90% rise time, one can use the approximate
relationship

T10−90 = 1.25 × T20−80 (7.26)

A similar approach is used to determine the fall time.
• Any nonlinear effects in the channel transfer characteristics will create an asym-

metry in the eye pattern. If a purely random data stream is passed through a purely
linear system, all the eye openings will be identical and symmetrical.

Example 7.10 Consider an eye diagram in which the center opening is about 90%
due to intersymbol interference (ISI) degradation. What is the ISI degradation in
decibels?

Solution The ISI degradation is given by

ISI = 20 log
V1

V2
= 20 log 0.90 = 0.915 dB

Modern bit-error rate measurement instruments construct and display eye
diagrams such as the example shown in Fig. 7.14. Ideally, if the signal impairments
are small, the received pattern on the instrument display should exhibit sharp, clearly
defined lines. However, time-varying signal impairments in the transmission path can
lead to amplitude variations within the signal and to timing skews between the data
signal and the associated clock signal. Note that a clock signal, which typically is
encoded within a data signal, is used to help the receiver interpret the incoming data
correctly. Thus in an actual link the received pattern will become wider or distorted
on the sides and on the top and bottom, as shown in Fig. 7.14.
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Fig. 7.14 Example of an eye
diagram displayed on a
bit-error rate measurement
instrument showing
relatively little signal
distortion

7.3.2 BER and Q-Factor Measurements

Because BER is a statistical parameter, its value depends on the measurement time
and on the factors that cause the errors. If the errors are due to Gaussian noise
in a relatively stable transmission link, then a measurement time in which about
100 errors occur may be needed to ensure a statistically valid BER determination.
Longer measurement times may be needed for systems in which bursts of errors
can occur. For high-speed communications the required bit error rate typically needs
to be 10−12 or lower. As an example, for a 10-Gb/s links a 10−12 BER means that
one bit error occurs every 100 s. Such a level may be unacceptable, so even lower
bit-error rates, such as 10−15, may be required to assure customers of a high grade of
service. Standards that define acceptable bit-error rates include the ITU-T G.959.1
Recommendation and the IEEE 802.3-2018 Ethernet Standard [20,24–26].

Test times can be quite long. For example, to detect 100 errors for measuring
a 10−12 BER in a 10-Gb/s link will require 2.8 h. Thus, using such methods test
times on installed links could run anywhere from 8 to 72 h. To reduce such costly
and time-consuming test periods, a Q-factor technique can be used. Although some
accuracy is lost in this method, it reduces the test times to minutes instead of hours.
In this method the receiver threshold is decreased, which increases the probability
of errors and thus decreases test time.

A wide variety of sophisticated bit-error rate test equipment is available for both
factory testing andfield testingof optical communication equipment and transmission
links. In addition to performing tests using standardized patterns or carrying out Q-
factor-based measurements, more advanced equipment also measures performance
by using a degraded signal that more closely represents what is seen in fielded links.
This method is described in the IEEE 802.3ae specification for testing 10-Gigabit
Ethernet (10-GbE) devices. This stressed-eye test examines the worst-case perfor-
mance condition by specifying a poor extinction ratio and adding multiple stresses,
intersymbol interference (ISI) or vertical eye closure, sinusoidal interference, and
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Fig. 7.15 The inclusion of
all possible signal distortion
effects results in a stressed
eye with only a small
diamond-shaped opening

Diamond-shaped
eye opening

sinusoidal jitter. The concept of this test is to assume that all different possible jitter
and intersymbol interference impairments that might occur to a signal in a fielded
link will close the eye down to a diamond shape, as shown in Fig. 7.15. If the eye
opening of the optical receiver under test is greater than this diamond-shaped area
of assured error-free operation, it is expected to operate properly in an actual fielded
system. The stressed-eye template height typically is between 0.10 and 0.25 of the
full pattern height. Chapter 14 gives more details on this stressed-eye test.

7.4 Burst-Mode Receivers

To address the continuously increasing demands by customers for higher-capacity
connections to a central switching facility, network and service providers devised the
concept of using a passive optical network (PON) [27–30]. Chapter 13 presents more
details of passive optical network configurations, which also have become known
as fiber-to-the-premises (FTTP) networks. In a PON there are no active components
between a central switching office and the customer premises (for example, homes,
businesses, or government facilities). Instead, only passive optical components are
placed in the network transmission path to guide the traffic signals contained within
specific optical wavelengths to the user endpoints and back to the central office.

Figure 7.16 illustrates the architecture of a generic PON in which a fiber optic
network connects switching equipment in a central office with a number of telecom
service subscribers. Examples of equipment in the central office include public tele-
phone switches, video-on-demand servers, Internet protocol (IP) routers, Ethernet
switches, and networkmonitoring and control stations. In the central office, tradition-
ally data and digitized voice are combined and sent downstream to customers over
an optical link by using a 1490-nm wavelength. The upstream (customer to central
office) return path for the data and voice uses a 1310-nm wavelength. Video services
are sent downstream with a 1550-nm wavelength. The transmission equipment in
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Fig. 7.16 Architecture of a simple generic passive optical network

the network consists of an optical line termination (OLT) unit situated at the central
office and an optical network termination (ONT) unit at each customer premises.

Starting at the central office, one single-mode optical fiber strand runs to a passive
optical power splitter near a housing complex, an office park, or some other campus
environment. At this point a passive splitting device simply divides the optical power
into N separate paths to the subscribers. The number of splitting directions can vary
from 2 to 64, but normally there are 8, 16, or 32 paths. From the optical splitter,
individual single-mode fibers then run to each building or serving equipment. The
optical fiber transmission span from the central office to the user can be up to 20 km.

For PON applications, at the central office the operational characteristics of an
optical receiver in an OLT differ significantly from those of conventional point-to-
point links. This arises from the fact that the amplitude and phase of information
packets received in successive time slots from different network user (customer)
locations can vary widely from packet to packet, as is illustrated in Fig. 7.17. This is
due to the possible distance variations of customers from the central office, which can

Fig. 7.17 Large distance variations of customers from the central office result in different signal
power losses across the PON
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range up to 20 km. In one case, suppose the closest and farthest customers attached
to a common optical power splitter are 20 km apart and that the fiber attenuation is
0.5 dB/km. Then there is a 10-dB difference in the signal amplitudes that arrive at
the OLT from these two users if both have the same upstream laser output level. If
there is an additional optical component in the transmission path going to one of the
customer sites, then the difference in signal levels arriving at the OLT could vary up
to 20 dB.

Figure 7.18 shows the consequence of this effect. The term ONT in this figure
refers to the transceiver equipment at the customer location. The top part shows the
type of data pattern that would be received in conventional point-to-point links, such
as the signal levels arriving at a particular customer site from the central office. Here
there is no amplitude variation in the received logic ones. The bottom part illustrates
the optical signal pattern levels that might arrive at the OLT from various customers.
In this case the signal amplitude changes from one information packet (a formatted
unit of data) to another depending on how far away each ONT is from the central
office. The guard time shown in Fig. 7.18 provides a sufficient delay time to prevent
collisions between successive packets that may come from different ONTs.

Because a conventional optical receiver is not capable of instantaneously handling
rapidly changing differences in signal amplitude and clock phase alignment, a
specially designed burst-mode receiver is needed [27–30]. These receivers can

Fig. 7.18 a Typical received data pattern in conventional point-to-point links; bOptical signal level
variations in pulses that may arrive at an OLT
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quickly extract the decision threshold and determine the signal phase from a
set of overhead bits placed at the beginning of each packet burst. However, this
methodology results in a receiver sensitivity power penalty of up to 3 dB.

The key requirements of a burst-mode receiver are high sensitivity, wide dynamic
range, and fast response time. The sensitivity is important in relation to the optical
power budget, because, for example, a sensitivity improvement of 3 dB can double
the size of the power splitter so that more customers can be attached to the PON.
A wide dynamic range is essential for achieving a long network reach, that is, to be
able to accommodate users located both close and far away from the central office.

The use of a conventional ac-coupling method is not possible in a burst-mode
receiver, because the residual charge in a coupling capacitor following any particular
data burst cannot dissipate fast enough in order not to affect the initial conditions
of the next burst. The burst-mode receiver therefore requires additional circuitry
to accommodate dc-coupled operation. Such receivers now are incorporated into
standard commercially available OLT equipment.

7.5 Characteristics of Analog Receivers

In addition to the wide usage of fiber optics for the transmission of digital signals,
there are many potential applications for analog links. These range from individual
4-kHz voice channels to microwave links operating in the multiple-gigahertz region
[31–33]. The previous sections discussed digital receiver performance in terms of
error probability. For an analog receiver, the performance fidelity is measured in
terms of a signal-to-noise ratio. This is defined as the ratio of the mean-square signal
current to the mean-square noise current.

The simplest analog technique is to use amplitude modulation of the source. In
this scheme, a time-varying electric signal s(t) is used to modulate an optical source
directly about some bias point defined by the bias current IB, as shown in Fig. 7.19.
The transmitted optical power P(t) is thus of the form

P(t) = Pt [1 + ms(t)] (7.27)

where Pt is the average transmitted optical power at a drive current IB, s(t) is the
analog modulation signal, and m is the modulation signal index defined by (see
Sect. 4.4)

m = 
I

I
′
B

(7.28)

Here, I ′
B = IB for LEDs and I ′

B = IB − I th for laser diodes. The parameter 
I is
the variation in current about the bias point. In order not to introduce distortion into
the optical signal, the modulation must be confined to the linear region of the light
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Fig. 7.19 Direct analog
modulation of an LED
source

source output curve shown in Fig. 7.19. Also, if 
I > IB, severe distortion results
because the lower portion of the signal gets cut off.

At the receiver end, the photocurrent generated by the analog optical signal is

is(t) = RM Pr [1 + ms(t)] = i p M[1 + ms(t)] (7.29)

whereR is the detector responsivitity, Pr is the average received optical power, iP

=RPr is the primary photocurrent, and M is the photodetector gain. If s(t) is a sinu-
soidally modulated signal, then the mean-square signal current at the photodetector
output is (ignoring a dc term)

〈
i2s

〉 = 1

2
(RMm Pr )

2 = 1

2

(
Mmi p

)2
(7.30)

Recalling from Sect. 6.2.2 that the mean-square noise current for a photodiode
receiver is the sum of the mean-square shot noise current, the equivalent-resistance
thermal noise current, and the dark noise current, then

〈
i2N

〉 = 2q
(
i p + iD

)
M2F(M)Be + 4kB T Be

Req
Ft (7.31)

where.
iP = primary (unmultiplied) photocurrent = RPr.
iD = primary bulk dark current.
F(M)= excess photodiode noise factor ≈ Mx (0 < x < 1).
Be = effective receiver noise bandwidth.
Req = equivalent resistance of photodiode load and amplifier.
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Ft = noise figure of the baseband amplifier.
The signal-to-noise ratio SNR then is

SN R =
〈
i2s

〉
〈
i2N

〉 =
1
2

(
i p Mm

)2
2q

(
i p + iD

)
M2F(M)Be + 4kB T Be

Req
Ft

(7.32)

For a pin photodiode the gain M = 1. When the optical power incident on the
photodiode is small, the circuit (thermal) noise term dominates the noise current, so
that

SN R =
1
2

(
i pm

)2
(
4kB T Be/Req

)
Ft

(7.33)

Here, the signal-to-noise ratio is directly proportional to the square of the
photodiode output current and inversely proportional to the thermal noise of the
circuit.

Drill Problem 7.5 When thermal noise is the dominant noise mechanism, the
signal-to-noise ratio given by Eq. (7.32) is a maximum when

M2+x
opt = 4kB T Ft/Req

q
(
i p + iD

)
x

Consider a Si APD detector that has an excess noise factor related parameter
x = 0.3, a load-resistance/amplifier-noise-figure value of Req/Ft = 104 �, a
dark current of 10 nA, and a responsivity of 0.6 A/W. If at a temperature T =
300° K the photodetector is irradiated with a light power level Pr = 10 nW, (a)
first use Eq. (6.6) to show that the primary photocurrent is 6 nA and (b) then
use the above relationship to show that the optimum gain is Mopt = 28.1.

For large optical signals incident on a pin photodiode, the shot noise associated
with the signal detection process dominates, so that

SN R ≈ m2i p

4q Be
= (m2RPr )/(4qBe) (7.34)

Because the SNR in this case is independent of the circuit noise, it represents the
fundamental or quantum limit for analog receiver sensitivity.

When an avalanche photodiode is employed at low signal levels and with low
values of gain M, the circuit noise term dominates. At a fixed low signal level, as
the gain is increased from a low value, the SNR increases with gain until the shot
noise term becomes comparable to the circuit noise term. As the gain is increased



7.5 Characteristics of Analog Receivers 297

further beyond this point, the signal-to-noise ratio decreases as F(M)−1. Thus for a
given set of operating conditions, there exists an optimum value of the avalanche gain
for which the signal-to-noise ratio is a maximum. Because an avalanche photodiode
increases the SNR for small optical signal levels, it is the preferred photodetector for
this situation.

For very large optical signal levels, the shot noise term dominates the receiver
noise. In this case, an avalanche photodiode serves no advantage, because the detector
noise increases more rapidly with increasing gain M than the signal level. This
is shown in Fig. 7.20, which compares the signal-to-noise ratio for a pin and an
avalanche photodiode receiver as a function of the received optical power. The SNR
for the avalanche photodetector is at the optimum gain. The parameter values chosen
for Fig. 7.20 are Be = 5 and 25 MHz, x = 0.5 for the avalanche photodiode and 0 for
the pin diode, m = 80%,R = 0.5 A/W, and Req/Ft = 104 �. For low signal levels an
avalanche photodiode yields a higher SNR, whereas at large received optical power
levels a pin photodiode gives equal performance.

Example 7.11 Consider an analog optical fiber system operating at 1550 nm, which
has an effective receiver noise bandwidth of 5 MHz. Assuming that the received
signal is shot noise limited, what is the incident optical power necessary to have a
signal-to-noise ratio of 50 dB at the receiver? Assume the responsivity is 0.9 A/W
and that m = 0.5.

Solution First note that a 50-dBSNRmeans thatSNR =105.Then, solvingEq. (7.34)
for Pr yields

Fig. 7.20 Comparison of the
SNR for pin and avalanche
photodiodes as a function of
received optical power for
bandwidths of 5 and 25 MHz
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Pr = (SNR) 4qBe/(m
2R) =

(
1 × 105

)
4
(
1.6 × 10−19

)(
5 × 106

)
(0.5)2(0.9)

= 1420 nW = 1.42 × 10−3 mW or in dBm

Pr (dBm) = 10 logPr = 10 log 1.42 × 10−3 = −28.5 dBm

7.6 Summary

The function of an optical receiver is first to convert the optical energy emerging
from the end of a fiber into an electrical signal. The receiver then must amplify this
signal to a large enough level with an appropriate fidelity so that the information
content can be processed by the electronics following the receiver amplifier. In these
processes various noise and distortion effects will unavoidably be introduced, which
can lead to errors in the interpretation of the received signal. The three basic stages
of an optical receiver are a photodetector, an amplifier, and an equalizer. The design
of the amplifier that follows the photodiode is of critical importance, because it is in
this amplifier where the major noise sources are expected to arise. The equalizer that
follows the amplifier is normally a linear frequency-shaping filter, which is used to
mitigate the effects of signal distortion and intersymbol interference.

In a digital receiver the amplified and filtered signal emerging from the equalizer
is compared with a threshold level once per time slot to determine whether or not
a pulse is present at the photodetector in that time slot. Various noises, interference
from adjacent pulses, and conditions wherein the light source is not completely
extinguished during a 0 pulse can cause errors in the decision-making process. To
calculate the error probability, it is necessary to know the mean square noise voltage
that is superimposed on the signal voltage during the decision time.

Because the statistics of the output voltage at the sampling time are rather complex,
approximations are used to calculate the performance of a binary optical fiber
receiver. In applying these approximations, a tradeoff is needed between compu-
tational simplicity and accuracy of the results. The simplest method is based on
a Gaussian approximation. In this method it is assumed that when the sequence of
optical input pulses is known, the equalizer output voltage is a Gaussian random vari-
able. Thus, to calculate the error probability, only the mean and standard deviation
of the output voltage need to be known.

The three basic approaches to the design of preamplifiers for optical fiber receivers
are the low-impedance, the high-impedance, and the transimpedance configurations.
These categories are not actually distinct because a continuumof intermediate config-
urations is possible, but they illustrate design approaches. The low-impedance pream-
plifier is the most straightforward, but not necessarily the optimum approach. This
design is limited to special short-distance applications in which high receiver sensi-
tivity is not a major concern. The high-impedance design produces the lowest noise,
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but it has two limitations: (a) equalization methods are required for broadband appli-
cations and (b) it has a limited dynamic range. The transimpedance amplifier is less
sensitive because of a higher noise penalty, but it has the benefit of a wider dynamic
range without equalization.

For passive optical network (PON) applications, a specially designed burst-mode
receiver is needed. These receivers can quickly extract the decision threshold and
determine the signal phase from a set of overhead bits placed at the beginning of
each packet burst. However, this methodology results in a receiver sensitivity power
penalty of up to 3 dB. The key requirements of a burst-mode receiver are high sensi-
tivity, wide dynamic range, and fast response time. The sensitivity is important in
relation to the optical power budget, because, for example, a 3-dB sensitivity improve-
ment allows more customers to be attached to the PON. A wide dynamic range is
essential for achieving a long network reach, that is, to be able to accommodate users
located both close and far away from the central office.

The eye diagram is a powerful measurement tool for assessing the data-handling
ability of a digital transmission system. This method has been used extensively for
evaluating the performance of wire-line systems and also applies to optical fiber data
links. To reduce costly and time-consuming test periods, a Q-factor technique can
be used. Although some accuracy is lost in this method, it reduces the test times to
minutes instead of hours. In this method the receiver threshold is decreased, which
increases the probability of errors and thus decreases test time.

Problems

7.1 Consider a photodetector that has a quantum efficiency η = 0.75.
(a) Show that an energy

E ≥ 25.3
hc

ηλ

is required in a 1 pulse to have a probability of 10−11 or smaller in order that
the arriving 1 pulse will not be interpreted as a 0 pulse. (b) Why must the
number of photons in the 1 pulse be greater than or equal to 34?

7.2 The equalizer in an optical receiver normally is a linear frequency-shaping
filter used to mitigate the effects of signal distortion and intersymbol inter-
ference. To account for the fact that pulses arrive rounded and distorted at the
receiver, the binary digital pulse train incident on the photodetector can be
described by

P(t) =
∞∑

n=−∞
bnh p(t − nTb)

Here P(t) is the received optical power, Tb is the bit period, bn represents the
energy in the nth pulse (bn = b0 for a 0 pulse and b1 for a 1 pulse), and hp(t)
is the received pulse shape. Show that the following pulse shapes satisfy the
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normalization condition

∞∫

−∞
h p(t)dt = 1

(a) Rectangular pulse (α = constant)

h p(t) =
{

1
αTb

for − αTb
2 < t < αTb

2

0 otherwise

(b) Gaussian pulse

h p(t) = 1√
2π

1

αTb
e−t2/2(αTb)

2

(c) Exponential pulse

h p(t) =
{

1
αTb

e−t/αTb for 0 < t < ∞
0 otherwise

7.3 Use Eq. (7.8) to derive the error probability expression given by Eq. (7.16).
7.4 Consider an optical receiver that has a high-impedance amplifier with an

input resistance of Ra = 3 M�. Suppose it is matched to a photodetector
bias resistor that has a value Rb = 3 M�. (a) If the total capacitance is C =
6 pF, show that the maximum bandwidth achievable without equalization is
17.3 kHz. (b) Now consider the case when the high-impedance amplifier is
replaced with a transimpedance amplifier that has a 100 k� feedback resistor
and a gain G = 350. Show that the maximum achievable bandwidth without
equalization in this case is 92.8 MHz.

7.5 Consider the probability distributions shown in Fig. 7.7, where the signal
voltage for a binary 1 is V 1and υth = V 1/2.

(a) If σ = 0.20V 1 for p(y|0) and σ = 0.24V 1 for p(y |1), use Eqs. (7.10) and
(7.11) to show that the error probabilities

P0(υth) = 0.5 [1−erf (1.768)] = 0.0065

and P1(υth) = 0.5 [1 − erf (1.473)] = 0.0185

(b) If a = 0.65 and b = 0.35, show that Pe = 0.0143.
(c) If a = b = 0.5, show that Pe = 0.0125.

7.6 An LED operating at 1300 nm injects 25 μW of optical power into a fiber.
Assume that the attenuation between the LED and the photodetector is 40 dB
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and the photodetector quantum efficiency is 0.65. (a) Show that the power
falling on the photodetector is 2.5 nW. (b) Show that the average number of
electron–hole pairs generated in a time t = 1 ns is N = 10.6. (c) Show that
the probability that fewer than 5 electron − hole pairs will be generated at
the detector in the 1-ns interval is P(n = 5) = 0.05 = 5%.

7.7 If a bit-corrupting noise burst lasts for 2 ms, how many bits are affected at
data rates of 10 Mb/s,100 Mb/s, and 2.5 Gb/s? [Answer: (a) 2 × 104; (b) 2 ×
105; (c) 5 × 106.]

7.8 Consider a thermal-noise-limited analog optical fiber system that uses a pin
photodiode with a responsivity of 0.85 A/W at 1310 nm. Assume the system
uses a modulation index of 0.5 and operates in a 5-MHz bandwidth. Let the
mean-square thermal noise current per unit bandwidth for the receiver be 2
× 10−23 A2/Hz. Show that the peak-to-peak signal power to rms noise ratio
at the receiver is 38 dB when the average incident optical power is − 20 dBm
(0.010 mW).

7.9 Consider a shot-noise limited analog optical fiber system that uses a pin photo-
diode with a responsivity of 0.85 A/W at 1310 nm. Assume the system uses
a modulation index of 0.6 and operates in a 40-MHz bandwidth. Neglecting
detector dark current, show that is the signal-to-noise ratio is SNR= 29.1 dB
when the incident optical power at the receiver is − 15 dBm (0.032 mW).

7.10 Show that if thermal noise dominates then the signal-to-noise ratio given by
Eq. (7.32) is a maximum when the gain is optimized at

M2+x
opt = 4kB T Ft/Req

q
(
i p + iD

)
x

7.11 Consider a Si APD detector that has an excess noise factor related parameter
x = 0.3, a load-resistance/amplifier-noise-figure value of Req/Ft = 104 �, a
dark current of iD = 6 nA, and a responsivity of 0.55 A/W. If at a temperature
T = 300°K the photodetector is irradiated with a light power level Pin = 15
nW, (a) first use Eq. (6.6) to show that the primary photocurrent is ip = 8.25
nA and (b) then use the relationship given in Problem 7.10 to show that the
optimum gain is Mopt = 29.6.

References

1. T. V. Muoi, Receiver design for high-speed optical-fiber systems. J. Lightw. Technol. LT-2,
243−267 (1984)

2. M.Brain, T. P. Lee, Optical receivers for lightwave communication systems. J. Lightw. Technol.
LT-3, 1281−1300 (1985)

3. E. Säckinger, Broadband Circuits for Optical Fiber Communications (Wiley, New York, 2005)
4. K. Schneider, H. Zimmermann, Highly Sensitive Optical Receivers (Springer, Berlin, 2006)
5. S.D. Personick, Optical detectors and receivers. J. Lightw. Technol. 26(9), 1005–1020 (2008)



302 7 Optical Receiver Operation

6. S. Bottacchi, Noise and Signal Interference in Optical Fiber Transmission Systems (Wiley,
New York, 2009)

7. A. Beling, J. C. Campbell, Advances in photodetectors and optical receivers (Chap. 3), in
Optical Fiber Telecommunications VIA, ed. by A. E. Willner, T. Li, I. Kaminow (Elsevier,
Amsterdam, 2010)

8. M. Atef, H. Zimmermann,Optoelectronic Circuits in Nanometer CMOS Technology (Springer,
Berlin, 2016)

9. B. Razavi, Design of Integrated Circuits for Optical Communications, 2nd ed. (Wiley, New
York, 2012)

10. F. Aznar, S. Celma, B. Calvo, CMOS Receiver Front-Ends for Gigabit Short-Range Optical
Communications (Springer, Berlin, 2013)

11. G.-S. Jeong, W. Bae, D.-K. Jeong, Review of CMOS integrated circuit technologies for high-
speed photo-detection. Sensors, 17, 01962 (2017) (40 page review)

12. S. Zohoori, M. Dolatshahi, M. Pourahmadi, & M. Hajisafari, An inverter-based, CMOS, low-
power optical receiver front-end. Fiber Integr. Optics, 38(1), 1–20 (2019)

13. A. B. Carlson, P. Crilly, Communication Systems (5th edn.). McGraw-Hill (2010)
14. L. W. Couch II, Digital and Analog Communication Systems, 8th edn. (Prentice Hall, 2013)
15. R. E. Ziemer, W. H. Tranter, Principles of Communications: Systems, Modulation, and Noise,

7th edn. (Wiley, New York, 2014)
16. M. S. Alencar, V. C. da Rocha, Communication Systems (Springer, Berlin, 2020)
17. F. Ling, Synchronization in Digital Communication Systems (Cambridge University Press,

2017)
18. T. von Lerber, S. Honkanen, A. Tervonen, H. Ludvigsen, F. Küppers, Optical clock recovery

methods: review. Opt. Fiber Technol. 15(4), 363–372 (2009)
19. Z. Pan, C. Yu, A.E. Willner, Optical performance monitoring for the next generation optical

communication networks. Optical Fiber Technol. 16, 20–45 (2010)
20. ITU-T Recommendation O.201, Q-factor test equipment to estimate the transmission perfor-

mance of optical channels, July 2003
21. J.J. Schiller, R.A. Srinivasan, M.R. Spiegel, Schaum’s Outline of Probability and Statistics, 4th

edn. (McGraw-Hill, 2013)
22. W. Navidi, Principles of Statistics for Engineers and Scientists, 2nd edn. (McGraw-Hill, 2021)
23. D. Zwillinger (ed.), Standard Mathematical Tables and Formulae, 33rd edn. (CRCPress, 2018)
24. ITU-T G-series Recommendations, Supplement 39, Feb 2016
25. ITU-T Recommendation G.959.1, Optical transport network physical layer interfaces, July

2018
26. IEEE 802.3-2018, IEEE Standard for Ethernet, June 2018
27. C. Su, L.-K. Chen, K.W. Cheung, Theory of burst-mode receiver and its applications in optical

multiaccess networks. J. Lightw. Technol. 15, 590–606 (1997)
28. G. Keiser, FTTX Concepts and Applications (Wiley, New York, 2006)
29. B.C. Thomsen, R.Maher, D.S.Millar, S.J. Savory, Burst mode receiver for 112 Gb/s DP-QPSK

with parallel DSP. Opt. Exp. 19(26), B770–B776 (2011)
30. S.C. Lin, S.L. Lee, C.K. Liu, C.L. Yang, S.C. Ko, T.W. Liaw, G. Keiser, Design and demonstra-

tion of REAM-based WDM-PONs with remote amplification and channel fault monitoring. J.
Opt. Commun. Netw. 4(4), 336–343 (2012)

31. A. Brillant, Digital and Analog Fiber Optic Communications for CATV and FTTx Applications
(Wiley, New York, 2008)

32. C. Lim, A. Nirmalathas, M. Bakaul, P. Gamage, K.L. Lee, Y. Yang, D. Novak, Fiber-wireless
networks and subsystem technologies. J. Lightw. Technol. 28(4), 390–405 (2009)

33. C. Lim, Y. Tian, C. Ranaweera, T.A. Nirmalathas, E. Wong, K.L. Lee, Evolution of radio-over-
fiber technology. J. Lightw. Technol. 37(6), 1647–1656 (2019)



Chapter 8
Digital Optical Fiber Links

Abstract The design of a digital optical link involves many interrelated operating
characteristics of the fiber, source, photodetector, and other components in the link.
In carrying out an optical fiber link analysis, several iterations with different device
characteristics may be required before the analysis is completed satisfactorily. The
two basic analyses that usually are carried out to ensure that the desired system
performance can be met are the link power budget and the system rise-time analysis.
In addition to discussing these two analyses, this chapter addresses procedures for
detecting and controlling errors in a digital data stream in order to improve the
reliability of a communication link.

The preceding chapters have presented the fundamental characteristics of the indi-
vidual building blocks of an optical fiber transmission link. These include the optical
fiber transmission medium, the optical source, and the photodetector and its asso-
ciated receiver. Now this chapter will examine how these individual parts can be
put together to form a complete optical fiber transmission link. In particular, basic
digital links are addressed in this chapter, and analog links in Chap. 9. More complex
transmission links and networks are examined in Chap. 13.

The first discussion involves the simplest case of a point-to-point link. This
includes considering the transmitted signal format plus examining the components
that are available for a particular application and seeing how these components relate
to the system performance criteria. From a system performance viewpoint, the key
operating criteria include data timing extraction, signal dispersion, power penalties,
and bit error rate. For a given set of components and a given set of system require-
ments, a power budget analysis then is carried out to determine whether the fiber
optic link meets the attenuation requirements or if amplifiers are needed within the
link to boost the power level at intermediate points. The final step is to perform a
system rise-time analysis to verify that the overall system performance requirements
are met.

The analysis in Sect. 8.1 assumes that the optical power falling on the photode-
tector is a clearly defined function of time within the statistical nature of the quantum

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
G. Keiser, Fiber Optic Communications,
https://doi.org/10.1007/978-981-33-4665-9_8

303

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-33-4665-9_8&domain=pdf
https://doi.org/10.1007/978-981-33-4665-9_8


304 8 Digital Optical Fiber Links

detection process. In reality, various signal impairments can degrade the link perfor-
mance. These impairments can reduce the power of the optical signal arriving
at the receiver from the ideal case, which is known as a power penalty for that
effect. Section 8.2 describes the power penalties associated with some key signal
impairments that may be observed in an optical link.

To control errors and to improve the reliability of a communication line, it is
necessary to be able to detect the errors and then correct them or retransmit the
information. Section 8.3 describes error detection and correction methods that are
used in a variety of optical fiber communication links. Basic coherent detection
schemes are addressed in Sect. 8.4. These schemes are used in place of direct-
detection methods to improve receiver sensitivities, especially for high-speed links
operating at 40 and 100 Gb/s. Chapter 13 describes additional signal modulation and
detection formats, such as differential phase-shift keying (DPSK) and differential
quadrature phase-shift keying (DQPSK).

Versatile and powerful modeling and simulation tools are commercially available
for doing many of the tasks described in this chapter. These software-based tools
can run on conventional personal computers and include functions such as estima-
tions of the BER and power-penalty effects with different optical receiver models,
calculations of link power budgets, and simulation of link performance when using
different components.

8.1 Basic Optical Fiber Links

The simplest transmission link is a point-to-point optical fiber line that has a trans-
mitter on one end and a receiver on the other end as shown in Fig. 8.1. At the
transmitter end an electrical information signal modulates a light source, which

Optical transmitter
(E/O conversion)

Optical transmitter
(E/O conversion)

Optical receiver
(O/E conversion)
Optical receiver

(O/E conversion)Optical fiber

Electrical
information signal

Electrical
information signal

Electrical signal 
destination

Electrical signal 
destination

Basic optical fiber link

Fig. 8.1 Basic optical fiber link
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performs electrical-to-optical (E/O) conversion to change the electrical signal into
an optical format.At the far end of the fiber a photodiode receiver performs optical-to-
electrical (O/E) conversion to recover the electrical information signal for processing
by the following electronic circuits. This type of link places the least demand on
optical fiber technology and thus sets the basis for examining more complex network
architectures.

The design of an optical link involves many interrelated variables among the
fiber, light source, and photodetector operating characteristics, so that the actual
link design and analysis may require several iterations before they are completed
satisfactorily. Because performance and cost constraints are very important factors in
fiber optic communication links, the designer must carefully choose the components
to ensure that the desired performance level can be maintained over the expected
system lifetime without over specifying the component characteristics.

The following key system requirements are needed in analyzing a link:

1. The desired (or possible) transmission distance
2. The data rate or channel bandwidth
3. The bit-error rate (BER)

To fulfill these requirements, the designer has a choice of the following
components and their associated characteristics:

1. Multimode or single-mode optical fiber

(a) Core size
(b) Core refractive-index profile
(c) Bandwidth or signal dispersion
(d) Attenuation
(e) Numerical aperture or mode-field diameter

2. LED or laser diode optical source

(a) Emission wavelength
(b) Spectral linewidth
(c) Optical output power
(d) Effective radiating area
(e) Emission pattern
(f) Number of emitting modes

3. Pin or avalanche photodiode

(a) Responsivity
(b) Operating wavelength
(c) Speed
(d) Sensitivity

Two analyses usually are carried out to ensure that the desired system performance
can bemet: these are the link power budget and the system rise-time budget analyses.
In the link power budget analysis one first determines the power margin between the
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optical transmitter output and the minimum receiver sensitivity needed to establish a
specifiedBER.Thismargin can thenbe allocated to connector, splice, andfiber losses,
plus any additional margins required for other components, possible component
degradations, transmission-line impairments, or temperature effects. If the choice
of components did not allow the desired transmission distance to be achieved, the
components might have to be changed or amplifiers might have to be incorporated
into the link. Once the link power budget has been established, the designer can
perform a system rise-time analysis to ensure that the desired overall operational
performance has been met.

8.1.1 Signal Formats for Transporting Information

In designing a communication link for transporting digitized information, a signifi-
cant consideration is the format of the transmitted digital signal [1–5]. One important
factor concerning the signal format that is sent out from the transmitter is that the
receiver must be able to extract precise timing information from the incoming signal
[6]. The following are the three main purposes of timing:

• To allow the signal to be sampled by the receiver at the time the signal-to-noise
ratio is a maximum

• To maintain proper spacing between digital pulses
• To indicate the start and end of each timing interval

In addition, it may be desirable for the signal to have an inherent error-detecting
capability, as well as an error-correction mechanism, if it is needed or is practical.
These timing and error-minimizing features can be incorporated into the data stream
by restructuring or encoding the digital signal [7–9]. This process is called channel
coding or line coding. This section examines the basic binary line codes that are used
in optical fiber communication systems.

One of the principal functions of a line code is to minimize errors in the bit stream
that might arise from noise or other interference effects. Generally one does this by
introducing extra redundant bits into the raw data stream at the transmitter, arranging
them in a specific pattern, and extracting the redundant bits at the receiver to recover
the original signal. Depending on the amount of redundancy that is introduced into the
data stream, various degrees of error reduction in the data can be achieved, provided
that the data rate is less than the channel capacity.

NRZ and RZ Signal Formats The simplest method for encoding data is the
unipolar nonreturn-to-zero (NRZ) code. Unipolar means that a logic 1 is represented
by a voltage or light pulse that fills an entire bit period, whereas for a logic 0 no pulse
is transmitted, as shown in Fig. 8.2 for the data sequence 1010110. Because this
process turns the light signal on and off, it is known as amplitude shift keying (ASK)
or on–off keying (OOK). If 1 and 0 pulses occur with equal probability, and if the
amplitude of the voltage pulse is A, then the average transmitted power for this code
isA2/2. In optical systems one typically describes a pulse in terms of its optical power
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Fig. 8.2 NRZ and RZ code patterns for the data sequence 1010110

level. In this case the average power for an equal number of 1 and 0 pulses is P/2,
where P is the peak power in a 1 pulse.

The NRZ code needs the minimum bandwidth and is simple to generate and
decode. However, the lack of timing capabilities in an NRZ code can lead to misin-
terpretations of the bit stream at the receiver. For example, because there are no level
transitions fromwhich to extract timing information in a long sequence of NRZ ones
or zeros, a long string of N identical bits could be interpreted as eitherN + 1 orN − 1
bits, unless highly stable (and expensive) timing clocks are used. Two common tech-
niques for restricting the longest time interval in which no level transitions occur are
the use of block codes (see below) and scrambling. Scrambling produces a random
data pattern by modulo 2 addition of a known bit sequence to the data stream. At the
receiver the same known bit sequence is again modulo 2 added to the received data,
which results in the recovery of the original bit sequence.

If an adequate bandwidth margin exists, the timing problem associated with NRZ
encoding can be alleviated with a return-to-zero (RZ) code. As shown in the bottom
half of Fig. 8.2, the RZ code has an amplitude transition at the beginning of each bit
interval when a binary 1 is transmitted and no transition denotes a binary 0. Thus
for a RZ pulse a 1 bit occupies only part of the bit interval and returns to zero in the
remainder of the bit interval. No pulse is used for a 0 bit.

Although the RZ pulse nominally occupies exactly half a bit period in electronic
digital transmission systems, in an optical communication link the RZ pulse might
occupy only a fraction of a bit period. A variety of RZ formats are used for links that
send data at rates of 10 Gb/s and higher.

Block Codes Redundant bits can be introduced into a data stream to provide adequate
timing and to allow for error monitoring. A popular and efficient encoding method
for this is the class of mBnB block codes. In this class of codes, blocks of m binary
data bits are converted to longer blocks of n > m binary bits, which include n − m
redundant bits. As a result of the additional redundant bits, the required bandwidth
increases by the ratio n/m. For example, in an mBnB code with m = 1 and n = 2, a
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binary 1 is mapped into the binary pair 10, and a binary 0 becomes 01. The overhead
for such a code is 50%.

Suitable mBnB codes for high data rates are the 3B4B, 4B5B, 5B6B, and 8B10B
codes. If simplicity of the encoder and decoder circuits is the main criterion, then the
3B4B format is the most convenient code. The 5B6B code is the most advantageous
if bandwidth reduction is the major concern. Various versions of Ethernet use the
3B4B, 4B5B, or 8B10B formats. Section 8.3 discusses more advanced codes for
error detection and correction.

8.1.2 Considerations for Designing Links

In carrying out a link power budget, one approach is to first decide at which wave-
length to transmit and then choose components that operate in this region. If the
distance over which the data are to be transmitted is not too far, it may be advanta-
geous to operate in the 770-to-910 nm region or in the T-band. On the other hand, if
the transmission distance is relatively long, it is better to take advantage of the lower
attenuation and lower dispersion that occur in the O-band through U-band region.

Having decided on a wavelength, the next step is to interrelate the system perfor-
mances of the three major optical link building blocks; that is, the receiver, trans-
mitter, and optical fiber. Normally, the designer chooses the characteristics of two of
these elements and then computes those of the third to see if the system performance
requirements are met. If the components have been overspecified or underspecified,
then iterations in the design may be needed. The procedure followed here is first
to select the photodetector. Then the system designer can choose an optical source
and see how far data can be transmitted over a particular fiber before an amplifier is
needed in the line to boost up the power level of the optical signal.

In choosing a particular photodetector, a main factor is to determine the minimum
optical power that must fall on the photodetector to satisfy the bit-error rate (BER)
requirement at the specified data rate. In making this choice, the designer also needs
to take into account any design cost and complexity constraints. As noted in Chaps. 6
and 7, a pin photodiode receiver is simpler, more stable with changes in temperature,
and less expensive than an avalanche photodiode receiver. In addition, pin photodiode
bias voltages are normally less than 5 V, whereas those of avalanche photodiodes
range from40V to several hundred volts.However, the advantages ofpin photodiodes
may be overruled by the increased sensitivity of the avalanche photodiode if very
low optical power levels are to be detected.

The system parameters involved in deciding between the use of an LED and
a laser diode are signal dispersion, data rate, transmission distance, and cost. As
shown in Chap. 4, the spectral width of the laser output is much narrower than that
of an LED. This is of importance in the 770-to-910-nm region, where the spectral
width of an LED and the dispersion characteristics of multimode silica fibers limit
the data-rate-distance product to around 150 (Mb/s)·km. For higher values [up to
2500 (Mb/s)·km], a laser must be used at these wavelengths. At wavelengths around
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1.3 μm, where signal dispersion is very low, bit-rate-distance products of at least
1500 (Mb/s)·km are achievable with LEDs in multimode fibers. For InGaAsP lasers,
distances of 150 m can be achieved at 100-Gb/s rates in OM4 multimode fiber at
1.3 μm (see Sect. 13.4). A single-mode fiber can provide such data rates over much
longer distances.

Greater repeaterless transmission distances are possible with a laser, laser diodes
typically couple from 10 to 15 dB more optical power into a fiber than an LED. This
advantage and the lower dispersion capability of laser diodes may be offset by cost
constraints. Not only is a laser diode itself more expensive than an LED, but also the
laser transmitter circuitry is much more complex, because the lasing threshold has to
be dynamically controlled as a function of temperature and device aging. However,
mass production techniques and technology innovations have led to a wide variety
of cost-effective laser transmitters being commercially available.

For the optical fiber, there is a choice between single-mode and multimode fiber,
either of which could have a step-index or a graded-index core. This choice depends
on the type of light source used and on the amount of dispersion that can be tolerated.
Light-emitting diodes (LEDs) tend to be used with multimode fibers. The optical
power that can be coupled into a fiber from an LED depends on the core-cladding
index difference �, which, in turn, is related to the numerical aperture of the fiber
(for� = 0.01, the numerical aperture NA≈ 0.21). As� increases, the fiber-coupled
power increases correspondingly. However, because dispersion also becomes greater
with increasing �, a tradeoff must be made between the optical power that can be
launched into the fiber and the maximum tolerable dispersion.

When choosing the attenuation characteristics of a cabled fiber, the excess loss that
results from the cabling process must be considered in addition to the attenuation
of the fiber itself. This must also include connector and splice losses as well as
environmental-induced losses that could arise from temperature variations and dust
or moisture on the connector end faces.

8.1.3 Creating a Link Power Budget

An optical power loss model for a point-to-point link is shown in Fig. 8.3. The optical
power received at the photodetector depends on the amount of light coupled into the
fiber by the transmitter and the losses occurring in the fiber and at the connectors
and splices. The link loss budget is derived from the sequential loss contributions of
each element in the link. Each of these loss elements is expressed in decibels (dB) as

Element loss = 10 log
Pout

Pin
(8.1)

where Pin and Pout are the optical powers entering and leaving the link element,
respectively. The loss value corresponding to a particular element generally is called
the insertion loss for that element.
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Fig. 8.3 Optical power loss model for a point-to-point link, where the losses occur at connectors,
at splices, and in the fiber segments

In addition to the link loss contributors shown in Fig. 8.3, a link power margin
is normally provided in the analysis to allow for component aging, temperature
fluctuations, and losses arising from components that might be added at future dates.
A link margin of 3–6 dB is generally used for systems that are not expected to have
additional components incorporated into the link in the future.

The link loss budget simply considers the total optical power loss PT that is
allowed between the light source and the photodetector, and allocates this loss to
cable attenuation, connector loss, splice loss, and system margin. Thus, if PS is the
optical power emerging from the end of a fiber flylead attached to the light source
or from a source-coupled connector, and if PR is the receiver sensitivity, then for N
connectors and splices

PT = PS − PR = Nlc + αL + systemmargin (8.2)

Here, lc is the connector or splice loss, α is the fiber attenuation (given in dB/km),
L is the transmission distance, and the system margin is nominally taken as 3 dB.

Example 8.1 To illustrate how a link loss budget is set up, it is helpful to carry
out a simple specific design example. The design begins by specifying a data rate
of 20 Mb/s and a bit-error rate of 10−9 (i.e., at most one error can occur for every
109 bits sent). For the receiver, one can choose a silicon pin photodiode operating
at 850 nm. In Fig. 8.4 the thin dashed line shows that the required receiver input
signal is −42 dBm (42 dB below 1 mW). Next one could select a GaAlAs LED
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Fig. 8.4 Receiver sensitivities as a function of bit rate: the Si pin, Si APD, and InGaAs pin curves
are for a 10–9 BER, whereas the InGaAs APD curve is for a 10–11 BER

that can couple a 50-μW (−13-dBm) average optical power level into a fiber flylead
with a 50-μm core diameter. Thus there is a 29-dB allowable power loss between
the light source output and the photodetector sensitivity. Assume further that a 1-dB
loss occurs when the source fiber flylead is connected to the cable and another 1-dB
connector loss occurs at the cable-photodetector interface. Because this is a short
link, there are no other connectors or splices in the transmission path. The losses
from the two connectors reduce the link margin to 27 dB. Including a 6-dB system
margin, the possible transmission distance for a cable with an attenuation α can be
found from Eq. (8.2):

PT = PS − PR = 29 dB = 2(1 dB) + αL + 6 dB

If α = 3.5 dB/km, then a 6.0-km transmission path is possible.
The link power budget can be represented graphically as is shown in Fig. 8.5. The

vertical axis represents the optical power loss allowed between the transmitter and
the receiver. The horizontal axis gives the transmission distance. The bottom and
top lines in Fig. 8.5 show, respectively, a silicon pin receiver with a sensitivity of −
42 dBm (at 20 Mb/s) and an LED with an output power of −13 dBm coupled into a
fiber flylead. Subtracting a 1-dB connector loss at each end leaves a total margin of
27 dB. Subtracting a 6-dB system safety margin leaves a tolerable loss of 21 dB that
can be allocated to cable and splice loss. The slope of the line shown in Fig. 8.5 is
the 3.5-dB/km cable (and splice, in this case) loss. This line starts at the −14-dBm
point (which is the optical power coupled into the cabled fiber) and ends at the −
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Fig. 8.5 Graphical representation of a link-loss budget for an 850-nm LED/pin system operating
at 20 Mb/s

35-dBm level (the receiver sensitivityminus a 1-dB connector loss and a 6-dB system
margin). The intersection point D then defines the maximum possible transmission
path length.

A convenient procedure for calculating the power budget is to use a tabular or
spreadsheet form. This calculation method can be illustrated by way of an example
for a 2.5-Gb/s link.

Example 8.2 Consider a 1550-nm laser diode that launches a +3-dBm (2-mW)
optical power level into a fiber flylead, an InGaAs APD with a −32-dBm sensitivity
at 2.5 Gb/s, and a 60-km long optical cable with a 0.3-dB/km attenuation. Assume
that here, because of the way the equipment is arranged, a 5-m optical jumper cable
is needed at each end between the end of the transmission cable and the telecom
equipment rack as shown in Fig. 8.6. Assume that each jumper cable introduces a
loss of 3 dB. In addition, assume a 1-dB connector loss occurs at each fiber joint
(two at each end because of the jumper cables).

Table 8.1 lists the components in column 1 and the associated optical output,
sensitivity, or loss in column 2. Column 3 gives the power margin available after
subtracting the component loss from the total optical power loss that is allowed
between the light source and the photodetector, which, in this case, is 35 dB. Adding
all the losses results in a final power margin of 7 dB.
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Fig. 8.6 A 2.5-Gb/s 60-km optical fiber link with 5-m optical jumper cables at each end

Table 8.1 Example of a spreadsheet for calculating an optical link power budget

Component/loss parameter Output/sensitivity/loss Power margin (dB)

Laser output 3 dBm

APD sensitivity at 2.5 Gb/s −32 dBm

Allowed loss [3 − (−32)] 35

Source connector loss 1 dB 34

Jumper + connector loss 3 + 1 dB 30

Cable attenuation (60 km) 18 dB 12

Jumper + connector loss 3 + 1 dB 8

Receiver connector loss 1 dB 7 (final margin)

Drill Problem 8.1 Suppose that the components of an optical link operating
at 1310 nm have the following parameter values:

(a) A laser diode that emits 0 dBm of optical power from an attached fiber
flylead

(b) A pin photodiode with a −20-dBm sensitivity at 2.5 Gb/s
(c) A 20-km optical fiber with an attenuation of 0.4-dB/km at 1310 nm
(d) A 1-dB connector loss at each end of the link

Show that the power margin is 2 dB.
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Drill Problem 8.2 A single-mode optical fiber link operating at a 1310-
nm wavelength is intended for a 1-Gb/s metro network. Suppose that the
components of the link have the following parameter values:

(a) A laser diode that emits 0 dBm of optical power from an attached fiber
flylead

(b) A pin photodiode with a −22-dBm sensitivity at 1.0 Gb/s
(c) An optical fiber with an attenuation of 0.4-dB/km at 1310 nm
(d) A 1-dB connector loss at each end of the link
(e) A required power margin of 8 dB

Show that the maximum link length is 30 km.

8.1.4 Formulating a Rise-Time Budget

A rise-time budget analysis is a convenient method for determining the dispersion
limitation of an optical fiber link. This is particularly useful for digital systems. In
this approach, the total rise time tsys of the link is the root sum square of the rise
times from each contributor ti to the pulse rise-time degradation:

tsys =
(

N∑
i=1

t2i

)1/2

(8.3)

The four basic elements that may significantly limit system speed are the trans-
mitter rise time ttx, the group-velocity dispersion (GVD) rise time tGVD of the fiber,
the modal dispersion rise time tmod of the fiber, and the receiver rise time trx. Single-
mode fibers do not experience modal dispersion, so in these fibers the rise time is
related only to GVD. Generally, the total transition-time degradation of a digital link
should not exceed 70% of an NRZ (non-return-to-zero) bit period or 35% of a bit
period for RZ (return-to-zero) data, where one bit period is defined as the reciprocal
of the data rate.

The rise times of transmitters and receivers are generally known from data sheets.
The transmitter rise time is attributable primarily to the light source and its drive
circuitry. The receiver rise time results from the photodetector response and the 3-
dB electrical bandwidth of the receiver front end. The response of the receiver front
end can be modeled by a first-order lowpass filter that has a step response [10]

g(t) = [
1 − exp(−2π Bet)

]
u(t) (8.4)
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where Be is the 3-dB electrical bandwidth of the receiver and u(t) is the unit step
function which is 1 for t ≥ 0 and 0 for t < 0. The rise time trx of the receiver is usually
defined as the time interval between g(t)= 0.1 and g(t)= 0.9, that is, trx = t10% − t90%.
This is known as the 10-to-90 percent rise time. Thus, if Be is given in megahertz,
then by solving Eq. (8.4) the receiver front-end rise time trx in nanoseconds is (see
Problem 8.5)

tr x = 350

Be
(8.5)

In practice, an optical fiber link seldom consists of a uniform, continuous, jointless
fiber. Instead, a transmission link nominally is formed from several concatenated
(joined in tandem) fibers that may have different dispersion characteristics. This is
especially true for dispersion-compensated links operating at 10 Gb/s and higher
(see Chap. 13). In addition, multimode fibers experience modal distributions at fiber-
to-fiber joints owing to misaligned joints, different core index profiles in each fiber,
and/or different degrees of mode mixing in individual fibers. Determining the fiber
rise times resulting from GVD and modal dispersion then becomes more complex
than for the case of a single uniform fiber.

By using Eq. (3.49) the fiber rise time tGVD resulting from GVD over a length L
can be approximated as

tGV D = |D|Lσλ (8.6)

where σλ is the half-power spectral width of the source. The dispersion D is given by
Eq. (3.52) for a non-dispersion-shifted fiber and by Eq. (3.54) for a dispersion-shifted
fiber. Because the dispersion value generally changes from fiber section to section
in a long link, an average value should be used for D in Eq. (8.6).

The difficulty in predicting the bandwidth (and hence the modal rise time) of
a series of concatenated multimode fibers arises from the observation that the total
route bandwidth can be a function of the order inwhich fibers are joined. For example,
instead of randomly joining together arbitrary (but very similar) fibers, an improved
total link bandwidth can be obtained by selecting adjoining fibers with alternating
overcompensated and undercompensated refractive-index profiles to provide some
modal delay equalization.Although the ultimate concatenated fiber bandwidth can be
obtained by judiciously selecting adjoining fibers for optimum modal delay equal-
ization, in practice this is unwieldy and time-consuming, particularly because the
initial fiber in the link appears to control the final link characteristics.

A variety of empirical expressions for modal dispersion have thus been developed
[11–13]. From practical field experience, it has been found that for modal dispersion
the bandwidthBM in a link of lengthL can be expressed to a reasonable approximation
by the empirical relation

BM(L) = B0

Lq
(8.7)



316 8 Digital Optical Fiber Links

where the parameter q ranges between 0.5 and 1, and B0 is the bandwidth of a 1-km
length of cable. A value of q = 0.5 indicates that a steady-state modal equilibrium has
been reached, whereas q = 1 indicates little mode mixing. Based on field experience,
a reasonable estimate is q = 0.7.

Another expression for N concatenated fibers that has been proposed forBM based
on curve fitting of experimental data, is

1

BM
=

[
N∑

n=1

(
1

Bn

)1/q
]q

(8.8)

where the parameter q ranges between 0.5 (quadrature addition) and 1.0 (linear
addition), and Bn is the bandwidth of the nth fiber section.

The next step is to find the relation between the fiber rise time and the 3-dB
bandwidth. First assume that the optical power emerging from thefiber has aGaussian
temporal response described by

g(t) = 1√
2πσ

e−t2/2σ 2
(8.9)

where σ is the rms pulse width. The Fourier transform of this function is

G(ω) = 1√
2π

e−ω2σ 2/2 (8.10)

From Eq. (8.9) the time t1/2 required for the pulse to reach its half-maximum
value, that is, the time required to have

g
(
t1/2

) = 0.5g(0) (8.11)

is given by

t1/2 = (2 ln 2)1/2σ (8.12)

Defining the time tFWHM as the full width of the pulse at its half-maximum
(FWHM) value, then yields

tFWHM = 2t1/2 = 2σ(2 ln 2)1/2 (8.13)

The 3-dB optical bandwidth B3dB is defined as the modulation frequency f 3dB at
which the received optical power has fallen to 0.5 of the zero frequency value. Thus,
setting Eq. (8.10) equal to 0.5G(0) to find the 3-dB frequency and using Eq. (8.13),
the relation between the FWHM rise time tFWHM and the 3-dB optical bandwidth is

f3d B = B3d B = 0.44

tFW H M
(8.14)
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Using Eq. (8.6) for the 3-dB optical bandwidth of the fiber link and letting tFWHM

be the rise time resulting from modal dispersion, then, from Eq. (8.14),

tmod = 0.44

BM
= 0.44Lq

B0
(8.15)

If tmod is expressed in nanoseconds and BM is given in megahertz, then

tmod = 440

BM
= 440Lq

B0
(8.16)

Substituting Eqs. (3.27), (8.5), and (8.16) into Eq. (8.3) gives a total system rise
time of

tsys = [
t2t x + t2mod + t2GV D + t2r x

]1/2 =
[

t2t x +
(
440Lq

B0

)2

+ D2σ 2
λ L2 +

(
350

Be

)2
]1/2

(8.17)

where all the times are given in nanoseconds, σλ is the half-power spectral width of
the source, and the dispersion D [expressed in ns/(nm km)] is given by Eq. (3.52)
for a non-dispersion-shifted fiber and by Eq. (3.54) for a dispersion-shifted fiber. As
indicated by the curves in Fig. 3.18 for G.652 single-mode fiber, the dispersion D is
less than +3.5 ps/(nm km) in the O-band and about +17 ps/(nm km) at 1550 nm.
For G.655 fiber the dispersion values range from −10 to −3 ps/(nm km) across the
O-band and from +5 to +10 ps/(nm km) in the C-band.

Example 8.3 As an example of a rise-time budget for a multimode link, consider
the continuation of the analysis that was started in Sect. 8.1.3. First assume that the
LED together with its drive circuit has a rise time of 15 ns. Taking a typical LED
spectral width of 40 nm yields a material-dispersion-related rise-time degradation
of 21 ns over the 6-km link. Assuming the receiver has a 25-MHz bandwidth, then
fromEq. (8.5) the contribution to the rise-time degradation from the receiver is 14 ns.
If the selected fiber has a 400-MHz km bandwidth-distance product and with q =
0.7 in Eq. (8.7), then from Eq. (8.15) the modal-dispersion-induced fiber rise time is
3.9 ns. Substituting all these values back into Eq. (8.17) results in a link rise time of

tsys =
[
t2t x + t2mod + t2GV D + t2r x

]1/2 =
[
(15 ns)2 + (21 ns)2 + (3.9 ns)2 + (14 ns)2

]1/2
= 30 ns

This value falls below the maximum allowable 35-ns rise-time degradation for
a 20-Mb/s NRZ data stream (0.70/bit rate). The choice of components was thus
adequate to meet the system design criteria.

Analogous to power budget calculations, a convenient procedure for keeping track
of the various rise-time values in the rise-time budget is to use a tabular or spreadsheet
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Table 8.2 Example for a
tabular form for keeping track
of component contributions to
an optical-link rise-time
budget

Component Rise time Rise-time budget

Allowed rise-time
budget

tsys = 0.7/BNRZ =
0.28 ns

Laser transmitter 25 ps

GVD in fiber 12 ps

Receiver rise time 0.14 ns

System rise time
(Eq. 8.17)

0.14 ns

form. This can be illustrated by way of an example for the SONET OC-48 (2.5 Gb/s)
link that was looked at in Example 8.2.

Example 8.4 Assume that the laser diode together with its drive circuit has a rise
time of 0.025 ns (25 ps). Take a 1550-nm laser diode spectral width of 0.1 nm and an
average dispersion of 2 ps/(nm km) for the fiber. These parameter values then yield
a GVD-related rise-time degradation of 12 ps (0.012 ns) over a 60-km long optical
cable. Assuming the InGaAs-APD-based receiver has a 2.5-GHz bandwidth, then
from Eq. (8.5) the receiver rise time is 0.14 ns. Using Eq. (8.17) to add up the various
contributions results in a total rise time of 0.14 ns.

Table 8.2 lists the components in column 1 and the associated rise times in column
2. Column 3 gives the allowed system rise-time budget of 0.28 ns for a 2.5-Gb/s NRZ
data stream at the top. This is found from the expression 0.7/BNRZ where BNRZ is
the bit rate for the NRZ signal. The calculated system rise time of 0.14 ns is shown
at the bottom. The system rise time, in this case, is dominated by the receiver and is
well within the required limits.

Drill Problem 8.3 Asingle-mode optical fiber link that uses a 1310-nmFabry–
Perot laser diode is designed to operate over a 6-km distance in a campus
network. Suppose that the components of the link operating over this distance
have the following rise time values:

1. The laser transmitter rise time = 0.30 ns.
2. A pin photodiode receiver rise time is 0.14 ns.
3. The dispersion in the optical fiber is 2.0 ps/(nm km).
4. The laser diode has a 2.0-nm spectral width.

(a) Show that the system rise time is 0.33 ns.
(b) Show that the maximum bit rate for an NRZ signal is BNRZ =

2.1 Gb/s.
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8.1.5 Transmission at Short Wavelengths

Figure 8.7 shows the attenuation and dispersion limitation on the repeaterless trans-
mission distance as a function of data rate for the short-wavelength (770 − 910-nm)
LED/pin combination. The BER was taken as 10−9 for all data rates. The fiber-
coupled LED output power was assumed to be a constant −13 dBm for all data
rates up to 200 Mb/s. The attenuation limit curve then results by using a fiber loss
of 3.5 dB/km and the receiver sensitivities shown in Fig. 8.4. Because the minimum
optical power required at the receiver for a given BER becomes higher for increasing
data rates, the attenuation limit curve slopes downward to the right. The analysis
includes a 1-dB connector-coupling loss at each end and a 6-dB system-operating
margin.

The dispersion limit depends on material and modal dispersion. Material disper-
sion at 800 nm is taken as 0.07 ns/(nm km) or 3.5 ns/km for an LED with a 50-nm
spectral width. The curve shown is the material dispersion limit in the absence of
modal dispersion. This limit was taken to be the distance at which tmat is 70% of a
bit period. The modal dispersion was derived from Eq. (8.15) for a fiber with an 800-
MHz·km bandwidth–distance product and with q = 0.7. The modal dispersion limit
was then taken to be the distance at which tmod is 70% of a bit period. The achiev-
able transmission distances are those that fall below the attenuation limit curve and
to the left of the dispersion line, as indicated by the hatched area. The transmis-
sion distance is attenuation-limited up to about 40 Mb/s, after which it becomes
material-dispersion-limited.

Fig. 8.7 Transmission-distance limits as a function of data rate for an 800-MHz·km fiber, a combi-
nation of an 800-nm LED source with a Si pin photodiode, and an 850-nm laser diode with a Si
APD



320 8 Digital Optical Fiber Links

Greater transmission distances are possible when a laser diode is used in conjunc-
tion with an avalanche photodiode. Consider an AlGaAs laser emitting at 850 nm
with a spectral width of 1 nm that couples 0 dBm (1 mW) into a fiber flylead. The
receiver uses an APD with a sensitivity depicted in Fig. 8.4. The fiber is the same
as described above in this section. In this case, the material-dispersion-limit curve
lies off the graph to the right of the modal-dispersion-limit curve, and the attenu-
ation limit (with an 8-dB system margin) is as shown in Fig. 8.7. The achievable
transmission distances now include those indicated by the shaded area.

8.1.6 Attenuation Limits for SMF Links

For single-mode links there is no modal dispersion. In this case, in addition to
attenuation factors, the repeaterless transmission distance is limited by dispersion
arising from the source spectral width, from polarization mode dispersion, and from
nonlinear effects in the fiber. This section examines the limits that signal attenua-
tion imposes on repeaterless transmission distances. The transmission limits due to
chromatic dispersion and polarization-mode dispersion are described in Sect. 8.2.
Here it is assumed that the optical power launched into the fiber is no more than
0 dBm (1 mW), so that there are negligible nonlinear effects on the optical signals.
Discussions on signal distortion arising from the nonlinear effects resulting from
high optical powers in fibers are given in Chap. 12.

Example 8.5 To illustrate the attenuation-limited repeaterless transmission limits,
consider two single-mode links operating at 1550 nmbased on using the pin andAPD
receivers described for Fig. 7.11. The component and performance characteristics
for the two links are taken to be as follows:

1. The optical source is a DFB laser that has a fiber-coupled output of 0 dBm at
1550 nm;

2. At 1550 nm the single-mode fiber has a 0.20-dB/km attenuation;
3. Consider the receiver to have a load resistor RL = 200� and let the temperature

be 300 °K;
4. The performances of the two links are measured at a 10−12 BER, so that a value

of Q = 7 is needed;
5. The InGaAs pin and APD photodiodes each have a responsivity of 0.95 A/W.

The gain of the APD is M = 10 and the noise figure F(M) = 5 dB.

What are the attenuation-limited repeaterless transmission distances?

Solution (a) From the receiver sensitivity curves shown in Fig. 7.11, it can be
deduced that for an InGaAs pin photodiode operating at 1550 nm with a 10−12

BER, the receiver sensitivity can be approximated by the straight-line equation PR

= 8 log B− 28 dBm, where B is the data rate in Gb/s. To find the attenuation-limited
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repeaterless transmission distance Lpin, use Eq. (8.2) with a combined connector loss
plus system margin of 3 dB, so that

L pin = (PS − PR − 3 dB)/α = (0 dBm − 8 log B + 28 dB − 3 dB)/α

= (−8 log B + 25)/0.2

= −40 log B + 125

(b) Similarly, from the receiver sensitivity curves shown in Fig. 7.11, for the
InGaAs APD the receiver sensitivity can be approximated by the straight-line equa-
tionPR = 5 logB − 38 dBm,whereB is the data rate inGb/s. Again, use Eq. (8.2)with
a combined connector loss plus systemmargin of 3 dB, so that the attenuation-limited
repeaterless transmission distance LAPD when using an APD is

LAPD = (PS − PR − 3 dB)/α = (0 dBm − 5 log B + 38 dB − 3 dB)/α

= (−5 log B + 35)/0.2 = −25 log B + 175

The results for the attenuation-limited repeaterless transmission distances Lpin

and LAPD are plotted in Fig. 8.8.
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Fig. 8.8 Transmission-distance limits as a function of data rate for 1550-nm laser diodes with 0
dBm fiber-coupled power, InGaAs pin and avalanche photodiodes, and a single-mode fiber with a
0.2-dB/km attenuation
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8.2 Concepts of Link Power Penalties

The analysis in Sect. 8.1 assumed that the optical power falling on the photodetector
is a clearly defined function of time within the statistical nature of the quantum
detection process. In reality, a number of signal impairments that are inherent in
optical fiber transmission systems can degrade the link performance.

When any signal impairments are present in a link, a lower optical power level
arrives at the receiver compared to the ideal reception case. This lower power results
in a reduced signal-to-noise ratio of the link compared to the case when there are no
impairments. Because a reduced SNR leads to a higher BER, a higher signal power
is required at the receiver in order to maintain the same BER as in the ideal case. The
ratio of the reduced received signal power to the ideal received power is known as
the power penalty for that effect and generally is expressed in decibels. If Pideal and
Pimpair are the received optical powers for the ideal and impaired cases, respectively,
then the power penalty PPx in decibels for impairment condition x is given by

P Px = −10 log
Pimpair

Pideal
(8.18)

In some cases one can increase the optical power level at the receiver to reduce the
power penalty. For other situations, for example for some nonlinear effects described
in Chap. 12, increasing the power level will have no effect on the power penalty. The
main power penalties are due to chromatic and polarization-mode dispersions, modal
or speckle noise, mode-partition noise, the extinction ratio, wavelength chirp, timing
jitter, optical reflection noise, and nonlinear effects that arise when there is a high
optical power level in a fiber link. Modal noise is present only in multimode links,
but all the other effects can be serious in single-mode links. This section addresses
these performance impairments except nonlinear effects, which Chap. 12 describes.
Additional power penalties due to optical amplifiers and WDM-channel crosstalk
are given in Chaps. 11 and 12, respectively.

8.2.1 Power Penalties from Chromatic Dispersion

Chromatic dispersion originates from the fact that each unique wavelength travels at
a slightly different velocity in a fiber. Thus distinct simultaneously launched wave-
lengths arrive at different times at the fiber end. Therefore, the range of arrival times
at the fiber end of a spectrum of wavelengths will lead to temporal spreading of
a pulse. As noted in Sect. 3.3, chromatic dispersion is a fixed quantity at a specific
wavelength and is measured in units of ps/(nm km). Figure 3.18 shows the chromatic
dispersion behavior as a function of wavelength for several different standard single-
mode fiber types. For example, a G.652 fiber typically has a chromatic dispersion
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value of DCD = 18 ps/(nm km) at 1550 nm, whereas a G.655 fiber has a chromatic
dispersion value of about DCD = 4 ps/(nm km) at 1550 nm.

The accumulated chromatic dispersion increaseswith distance along a link. There-
fore, either a transmission system has to be designed to tolerate the total dispersion,
or some type of optical or electronic dispersion compensation method has to be
employed [14–17]. A basic estimate of what limitation chromatic dispersion imposes
on link performance can be made by specifying that the accumulated dispersion
should be less than a fraction ε of the bit period Tb = 1/B, where B is the bit rate.
This gives the relationship |DCD|L σλ < εTb, or equivalently,

|DC D|L Bσλ < ε (8.19)

The ITU-T Recommendation G.957 for SDH and the Telcordia Generic Require-
ment GR-253 for SONET specify that for a 1-dB power penalty the accumulated
dispersion should be less than 0.306 of a bit period [18, 19]. For a 2-dB power
penalty the requirement is ε = 0.491.

Shifting the operating wavelength to 1310 nm for a G.652 fiber where DCD

≈ 6 ps/(nm km) will increase the maximum transmission distance for a 10-Gb/s
data rate to about 100 km. However, because fiber attenuation is larger at 1310 nm
than at 1550 nm, operation at 1310 nm may become attenuation limited.

Several methods have been examined to mitigate the effects of chromatic
dispersion-induced intersymbol interference. Historically, first G.653 dispersion-
shifted fibers were developed to reduce the value of DCD at 1550 nm. Although
this is useful for links carrying a single wavelength, these fibers are not suitable for
WDMsystems (see Chaps. 10 and 13) owing to nonlinear crosstalk between different
wavelength channels. A more successful method to overcome the dispersion limit
is by means of dispersion compensation. This is done via dispersion-compensating
modules (DCM) in which the dispersion has the opposite sign of that in the trans-
mission fiber. Through a proper design of such modules, the overall accumulated
dispersion in a lightwave transmission system can be reduced to an acceptable level.

Example 8.6 What are the dispersion-limited repeaterless transmission distances
LCD at 1550 nm as a function of the bit rate in a G.652 single-mode fiber for the
following three cases? Let the chromatic dispersion be DCD = 18 ps/(nm km) at
1550 nm.

(a) A directly modulated laser source with a σλ = 1.0-nm spectral width
(b) A directly modulated laser source with a σλ = 0.2-nm spectral width
(c) An externally modulated single-longitudinal-mode (SLM) DFB laser source

with a spectral width that corresponds to the modulation bandwidth

Solution For this case, select an NRZ data format and choose the criterion that for
the maximum allowed pulse dispersion with a 2-dB penalty the product DC D LC Dσλ

is less than or equal to 0.491 of the bit period 1/B. Thus it is necessary to have the
condition DC D BLC Dσλ ≤ 0.491.
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(a) Solving for the bit-rate distance product yields, whereB is the data rate in Gb/s,

BLC D ≤ 0.491

DC Dσλ

= 0.491

[(18 ps/nmkm) × 1 nm
= 27Gb/s km

This spectral width imposes a severe limitation on the transmission distance.
The chromatic dispersion-limited repeaterless transmission distances LCD are
plotted as a function of the bit rate in Fig. 8.9.

(b) Solving for the bit-rate distance product yields, whereB is the data rate in Gb/s,

BLC D ≤ 0.491

DC Dσλ

= 0.491

[(18 ps/nm km) × 0.2 nm

]
= 135 Gb/s km

Narrowing the spectral width to 0.2 nm shows some improvement in the trans-
mission distance, but it is still not adequate for high-speed long-distance optical
communication systems. The chromatic dispersion-limited repeaterless trans-
mission distances LCD for this case also are plotted as a function of the bit rate
in Fig. 8.9.
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Fig. 8.9 Chromatic dispersion limits for two different chromatic dispersion values and two different
source spectral widths
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(c) When external modulation is used, the spectral width of the signal is propor-
tional to the bit rate. For example, using a factor of�f = B, a 10-Gb/s externally
modulated signal would have a spectral width of �f = 10 GHz. To view this
particular spectral width in terms of wavelength, differentiate the basic equa-
tion c = f λ to get �λ = (c/f 2)�f = (λ2/c) �f . Substituting σλ = �λ =
(λ2/c)B into Eq. (8.19) yields (for a 2-dB power penalty)

DC D B2LC Dλ2/c ≤ 0.491. Using the parameter values DC D = 18 ps/(nm km)

at λ = 1550 nm yields B2LC D ≤ 3406(Gb/s)2 km

Thus, at B = 2.5 Gb/s the transmission distance limit is 545 km, whereas at
B = 10 Gb/s the transmission distance limit is 34 km when using a G.652 fiber
at 1550 nm. This condition for the chromatic dispersion-limited repeaterless trans-
mission distances LCD is plotted as a function of the bit rate in the top curve in
Fig. 8.9.

Drill Problem 8.4 Repeat the exercise given in Example 8.6 for the case when
the maximum allowed pulse dispersion with a 1-dB penalty requires that the
product DC D LC Dσλ is less than or equal to 0.306 of the bit period 1/B.

[Answers: (a) B LCD ≤ 17 Gb/s km; (b) 85 Gb/s km; (c) B2 LCD ≤ 2123
(Gb/s)2 km.]

8.2.2 Power Penalties Arising from PMD

As Sect. 3.2 describes, polarization-mode dispersion (PMD) results from the fact
that light-signal energy at a given wavelength in a single-mode fiber actually occu-
pies two orthogonal polarization states or modes. Figure 3.12 shows this condition.
PMD arises because the two fundamental orthogonal polarization modes travel at
slightly different speeds owing to fiber birefringence. That is, each polarizationmode
encounters a slightly different refractive index in the fiber. The resulting difference
in propagation times between the two orthogonal polarization modes will result in
pulse spreading. This PMDeffect cannot bemitigated easily and can be a very serious
impediment for links operating at 10 Gb/s and higher.

PMD is not a fixed quantity but fluctuateswith time due to factors such as tempera-
ture variations and stress changes on the fiber [20–22]. Because these external stresses
vary slowly with time, the resulting PMD also fluctuates slowly. PMD varies as the
square root of distance and thus is specified as a maximum value in units of ps/

√
km.

A typical PMD value for a fiber is DPMD = 0.05 ps/
√
km, but the cabling process

can increase this value. The PMD value does not fluctuate widely for cables that are
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enclosed in underground ducts or in buildings. However it can increase periodically
to over 1 ps/

√
km for outside cables that are suspended on poles, because such cables

are subject to wide variations in temperature, wind-induced stresses, and elongations
caused by ice loading.

To have a power penalty of less than 1.0 dB, the pulse spreading �τPMD resulting
from polarization mode dispersion must on the average be less than 10% of a bit
period Tb. Using Eq. (3.40) this condition is given by

�τP M D = DP M D

√
L < 0.1Tb (8.20)

Example 8.7 Consider a 100-km long fiber for which DPMD = 0.5 ps/
√
km. What

is the maximum possible data rate for an NRZ-encoded signal if the pulse spread can
be no more than 10% of a pulse width?

Solution From Eq. (8.20) the pulse spread over the 100-km distance is �τPMD =
5.0 ps. Because this pulse spread can be nomore than 10% of a pulse width, it follows
that

�τPMD = 5.0 ps ≤ 0.1 Tb

Therefore the maximum NRZ bit rate is 1/Tb = 0.1/(5 ps) = 20 Gb/s.

8.2.3 Extinction Ratio Power Penalties

The extinction ratio re in a laser is defined as the ratio of the optical power level P1

for a logic 1 to the power level P0 for a logic 0, that is, re = P1/P0. Ideally one would
like the extinction ratio to be infinite, so that there would be no power penalty from
this condition. In this case, if Pave is the average power, then P0 = 0 and P1 = 2Pave

= Pideal. However, the extinction ratio must be finite in an actual system in order to
reduce the rise time of laser pulses. That is, the laser must be slightly on during a
zero pulse.

Letting P1−ER and P0−ER be the 1 and 0 power levels, respectively, with a finite
extinction ratio, and defining re = P1−ER/P0−ER, the average power is

Pave = P1−E R + P0−E R

2
= P0−E R

re + 1

2
= P1−E R

re + 1

2re
(8.21)

When receiver thermal noise dominates, then the 1 and 0 noise powers are equal
and independent of the signal level. In this case, letting P0 = 0 and P1 = 2Pave, the
power penalty given by Eq. (8.18) becomes

P PE R = −10 log
P1−E R − P0−E R

P1
= −10 log

re − 1

re + 1
(8.22)
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In practice, optical transmitters have minimum extinction ratios ranging from 7
to 10 (8.5–10 dB), for which the power penalties range from 1.25 to 0.87 dB. A
minimum extinction ratio of 18 is needed in order to have a power penalty of less
than 0.5 dB. Note that the power penalty increases significantly for lower extinction
ratios.

Drill Problem 8.5 (a) Show that for an extinction ratio re = 8 the power
penalty is 1.09 dB. (b) Show that a minimum extinction ratio of 18 is needed
to have a power penalty of less than 0.5 dB.

8.2.4 Modal Noise Power Penalties

When light from a coherent laser is launched into a multimode fiber, normally a
number of propagating modes of the fiber are excited [23, 24]. As long as these
modes retain their relative phase coherence, the radiation pattern seen at the end of
the fiber (or at any point along the fiber) takes on the form of a speckle pattern.
This is the result of constructive and destructive interference between propagating
modes at any given plane. An example of this is shown in Fig. 8.10. The number of
speckles in the pattern approximates the number of propagating modes. As the light
travels along the fiber, a combination of mode-dependent losses, changes in phase
betweenmodes, and fluctuations in the distribution of energy among the various fiber
modes will change the modal interference and result in a different speckle pattern.
Modal or speckle noise occurs when any losses that are speckle-pattern dependent are
present in a link. Examples of such losses are splices, connectors, microbends, and

Fig. 8.10 Example of a speckle pattern that is produced when coherent laser light is launched into
a multimode fiber
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photodetectors with nonuniform responsivity across the photosensitive area. Noise
is generated when the speckle pattern changes in time so as to vary the optical power
transmitted through the particular loss element. The continually changing speckle
pattern that falls on the photodetector thus produces a time-varying noise in the
received signal, which degrades receiver performance.

The modal distortion resulting from interference between a single pair of modes
will appear as a sinusoidal ripple of frequency

ν = δT
dνsource

dt
(8.23)

where dνsource/dt is the rate of change of optical frequency.
The performance of a high-speed, laser-based multimode fiber link is difficult to

predict because the degree of modal noise that can appear depends greatly on the
particular installation. Thus the best policy is to take steps to avoid it. This can be
done by the following measures:

1. Use LEDs (which are incoherent sources). This totally avoids modal noise.
2. Use a laser that has a large number of longitudinal modes (10 or more).

This increases the graininess of the speckle pattern, thus reducing intensity
fluctuations at mechanical disruptions in the link.

3. Use a fiber with a large numerical aperture because it supports a large number
of modes and hence gives a greater number of speckles.

4. Use a single-mode fiber because it supports only one mode and thus has no
modal interference.

8.2.5 Power Penalties Due to Mode-Partition Noise

Mode-partition noise is associated with intensity fluctuations in the longitudinal
modes of a multimode laser diode [25]; that is, the side modes are not sufficiently
suppressed. This is the dominant noise in single-mode fibers when using multi-
mode devices, such as Fabry–Perot lasers. Intensity fluctuations can occur among
the various modes in amultimode laser even when the total optical output is constant,
as exhibited in Fig. 8.11. This power distribution can vary significantly both within
a pulse and from pulse to pulse.

Because the output pattern of a laser diode is highly directional, the light from
these fluctuating modes can be coupled into a single-mode fiber with high efficiency.
Each longitudinal mode that is coupled into the fiber has a different attenuation
and time delay because each mode is associated with a slightly different wavelength.
Because the power fluctuations among the dominant modes can be quite large, signif-
icant variations in signal levels can occur at the receiver in systems with high fiber
dispersion.

The signal-to-noise ratio due to mode-partition noise is independent of signal
power, so that the overall system error rate cannot be improved beyond the limit
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Fig. 8.11 Time-resolved dynamic spectra of a laser diode showing 1-nm-spaced modes or groups
of modes dominating the optical output at different times

set by this noise. This is an important difference from the degradation of receiver
sensitivity normally associatedwith chromatic dispersion,which one can compensate
for by increasing the signal power.

The power penalty in decibels caused by laser mode-partition noise can be
approximated by [26]

P Pmpn = −5
x + 2

x + 1
log

⌊
1 − k2Q2

2
(π BL DC Dσλ)

4

⌋
(8.24)

where x is the excess noise factor of an APD, Q is the signal-to-noise factor (see
Fig. 7.9),B is the bit rate inGb/s,L is the fiber length in km, DC D is the fiber chromatic
dispersion in ps/(nm km), σλ is the rms spectral width of the source in nm, and k
is the mode-partition noise factor. The parameter k is difficult to quantify because
it can vary from 0 to 1 depending on the laser. However, experimental values of k
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range from 0.6 to 0.8. To keep the power penalty less than 0.5 dB, a well-designed
system should have the quantity BL DC D σλ < 0.1.

Mode-partition noise becomes more pronounced for higher bit rates. The errors
due to mode-partition noise can be reduced and sometimes eliminated by setting the
bias point of the laser above threshold. However, raising the bias power level reduces
the available signal-pulse power, thereby reducing the achievable signal-to-thermal-
noise ratio.

8.2.6 Chirping-Induced Power Penalties

A laser that oscillates in a single longitudinal mode under CW operation may expe-
rience dynamic line broadening when the injection current is directly modulated
above about 2.5 Gb/s [27–29]. This line broadening is a frequency “chirp” asso-
ciated with modulation-induced changes in the carrier density. Laser chirping can
lead to significant dispersion effects for intensity-modulated pulses when the laser
emission wavelength is displaced from the zero-dispersion wavelength of the fiber.
This is particularly true in systems operating at 1550 nm, where dispersion in G.652
non-dispersion-shifted fibers is much greater than at 1300 nm.

To a good approximation, the time-dependent frequency change�v(t) of the laser
can be given in terms of the output optical power P(t) as [27]

�v(t) = −α

4π

[
d

dt
ln P(t) + κ P(t)

]
(8.25)

where α is the linewidth enhancement factor and κ is a frequency-independent factor
that depends on the laser structure. The factorα ranges from−3.5 to−5.5 forAlGaAs
lasers and from −6 to −8 for InGaAsP lasers.

When the effect of laser chirp is small, the eye closure � can be approximated by

� =
(
4

3
π2 − 8

)
tchirp DL B2δλ

[
1 + 2

3

(
DLδλ − tchirp

)]
(8.26)

where tchirp is the chirp duration, B is the bit rate, D is the fiber chromatic dispersion,
L is the fiber length, and δλ is the chirp-induced wavelength excursion.

The power penalty for an APD system can be estimated from the signal-to-noise
ratio degradation (in dB) due to the signal amplitude decrease as

P Pchirp = −10
x + 2

x + 1
log(1 − �) (8.27)

where x is the excess noise factor of an APD.
One approach to minimize chirp is to increase the bias level of the laser so that

the modulation current does not drive it below threshold where ln P and P change
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rapidly. However, this results in a lower extinction ratio (the ratio of on-state power
to off-state power), which leads to an extinction-ratio power penalty at the receiver
because of a reduced signal-to-background noise ratio.

However, current systems operating above about 2.5 GB/s now use the external
modulation techniques described in Sect. 4.3.9. These external modulators are avail-
able in standard miniaturized electronic packages in which they are integrated
together with the laser diode.

8.2.7 Link Instabilities from Reflection Noise

When light travels through a fiber link, some optical power gets reflected at refractive-
index discontinuities such as in splices, couplers, and filters, or at air–glass interfaces
in connectors. The reflected signals can degrade transmitter and receiver perfor-
mance. In high-speed systems, this reflected power causes optical feedback, which
can induce laser instabilities. These instabilities can showupas intensity noise (output
power fluctuations), jitter (pulse distortion), or phase noise in the laser, and they can
change its wavelength, linewidth, and threshold current. Because they reduce the
signal-to-noise ratio, these effects cause two types of power penalties in receiver
sensitivities. First, as shown in Fig. 8.12a, multiple reflection points set up an inter-
ferometric cavity that feeds power back into the laser cavity, thereby converting phase
noise into intensity noise. A second effect created by multiple optical paths is the
appearance of spurious signals arriving at the receiver with variable delays, thereby
causing intersymbol interference. Figure 8.12b illustrates this.

Unfortunately, these effects are signal-dependent, so that increasing the trans-
mitted or received optical power does not improve the bit-error rate performance.
Thus one has to find ways to eliminate reflections. The first step is to look at their
magnitudes. As shown by Eq. (5.10), a cleaved silica-fiber end face in air typically
will reflect about

R =
(
1.47 − 1.00

1.47 + 1.00

)2

= 3.6%

This corresponds to an optical return loss of 14.4 dB down from the incident
signal. Polishing the fiber ends can create a thin surface layer with an increased
refractive index of about 1.6. This increases the reflectance to 5.3% (a 12.7-dB
optical return loss). A further increase in the optical feedback level occurs when
the distance between multiple reflection points equals an integral number of half-
wavelengths of the transmitted wavelength. In this case, all roundtrip distances equal
an integral number of in-phase wavelengths, so that constructive interference arises.
This quadruples the reflection to 14% or 8.5 dB for unpolished end faces and to over
22% (a 6.6-dB optical return loss) for polished end faces.
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Fig. 8.12 a Refractive-index discontinuities can set up multiple reflections in a fiber link; b each
round trip of a light pulse reflection creates another attenuated and delayed pulse, which can cause
intersymbol interference

The power penalties can be reduced to a few tenths of a decibel by keeping the
return losses below values ranging from −15 to −32 dB. Techniques for reducing
optical feedback include the following:

1. Prepare fiber end faces with a curved surface or an angle relative to the emitting
facet of the laser. This directs reflected light away from the fiber axis, so it does
not reenter the waveguide. Return losses of 45 dB or higher can be achieved
with end-face angles of 5–15°. However, this increases both the insertion loss
and the complexity of the connector.

2. Use index-matching oil or gel at air–glass interfaces. The return loss with this
technique is usually greater than 30 dB. However, this may not be practical or
recommended if connectors need to be disconnected and rejoined often, because
contaminants can collect on the interface.
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3. Use connectors in which the end faces make physical contact (the so-called
PC connectors). Return losses of 25–40 dB have been measured with these
connectors.

4. Use optical isolators within the laser transmitter module. These devices easily
achieve 25-dB return losses, but they also can introduce up to 1 dB of forward
loss in the link.

Drill Problem 8.6 A GaAs optical source with a refractive index of 3.60 is
coupled to an optical fiber that has a core refractive index of 1.48. Show that
the optical return loss is 7.59 dB down from the signal power level incident on
the material interface (see Sect. 5.1).

8.3 Detection and Control of Errors

In any digital transmission system, errors are likely to occur even when there is
a sufficient SNR to provide a low bit-error rate. The acceptance of a certain level
of errors depends on the network user. For example, digitized speech or video can
tolerate occasional high error rates. However, applications such as financial trans-
actions require almost completely error-free transmission. In this case, the transport
protocol of the network must compensate the difference between the desired and the
actual bit-error rates.

To control errors and to improve the reliability of a communication line, first it is
necessary to be able to detect the errors and then either to correct them or retransmit
the information. Error detection methods encode the information stream to have a
specific pattern. If segments in the received data stream violate this pattern, then
errors have occurred. Sections 8.3.1–8.3.3 discuss the concept and several popular
methods of error detection.

The two basic schemes for error correction are automatic repeat request (ARQ)
and forward error correction (FEC) [7, 30–32]. ARQ schemes have been used for
many years in applications such as computer communication links that use telephone
lines and for data transmission over the Internet. As shown in Fig. 8.13, the ARQ
technique uses a feedback channel between the receiver and the transmitter to request

Fig. 8.13 Basic setup for an automatic-repeat-request (ARQ) error-correction scheme
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message retransmission in case errors are detected at the receiver. Because each
such retransmission adds at least one roundtrip time of latency, ARQ may not be
feasible for applications in which data must arrive within a certain time in order to be
useful. Forward error correction avoids the shortcomings ofARQ for high-bandwidth
optical networks requiring low delays. In FEC techniques, redundant information is
transmitted along with the original information. If some of the original data is lost
or received in error, the redundant information is used to reconstruct it. Section 8.3.4
gives an overview of popular Reed-Solomon codes used in FEC techniques.

8.3.1 Concept of Error Detection

An error in a data stream can be categorized as a single-bit error or a burst error. As
its name implies, a single-bit error means that only one bit within a data unit (e.g.,
a byte, code word, a packet, or a frame) is changed from a 1 to a 0, or vice versa.
Single-bit errors are not very common in a typical transmission system because most
bit-corrupting noise effects last longer than a bit period.

A burst error refers to the fact that more than a single bit within a data unit has
changed. This type of error happens most often in a typical transmission system
because the duration of a noise burst lasts over several bit periods. A burst error does
not necessarily change every bit in a data segment that contains errors. As shown in
Fig. 8.14, the length of an error burst is measured from the first corrupted bit to the
last corrupted bit. Not all the bits in this particular segment were damaged.

The basic concept of error detection is straightforward. Prior to being inserted into
a transmission channel, the information bit stream coming from a communication
device is encoded so that it satisfies a certain pattern or a specific set of code words.
At the destination the receiver checks the arriving information stream to verify that
the pattern is satisfied. If the data stream contains segments (that is, invalid code
words) that do not conform to valid code words, then an error has occurred in that
segment.

Fig. 8.14 The length of an error burst is measured from the first to the last corrupted bit
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Example 8.8 The number of bits affected by a burst error depends on the data rate
and the duration of the noise burst. If a bit-corrupting burst noise lasts for 1 ms, then
10 bits are affected for a 10-kb/s data rate, whereas a 10,000-bit segment is damaged
for a 10-Mb/s rate.

8.3.2 Codes Used for Linear Error Detection

The single parity check code is one of the simplest error detection methods. This
code forms a code word from the combination of k information bits and a single
added check bit. If the k information bits contain an odd number of 1 bits, then the
check bit is set to 1; otherwise it is set to 0. This procedure ensures that the code
word has an even number of ones, which is called having an even parity. Hence the
check bit is called a parity bit. The single parity check code thus can detect when
an odd number of errors has occurred in a code word. However, if the received code
word contains an even number of errors, this method will fail to detect the errors.
The single parity check code is called a linear code because the parity bit bk+1 is
calculated as the modulo 2 sum of the k information bits, that is,

bk+1 = b1 + b2 + · · · + bk modulo 2 (8.28)

where b1, b2, …, bk are the information bits.
A more general linear code with stronger error detection capabilities is called a

binary linear code. This linear code adds n − k check bits to a group of k information
bits, thereby forming a code word consisting of n bits. Such a code is designated by
the notation (n, k). One example is the (7, 4) linear Hamming code in which the first
four bits of a code word are the information bits b1, b2, b3, b4 and the next three bits
b5, b6, b7 are check bits. Among the wide variety of Hamming codes, this particular
one can detect all single and double bit errors, but fails to detect some triple errors.

8.3.3 Error Detection with Polynomial Codes

Polynomial codes are used widely for error detection because these codes are easy to
implement using shift-register circuits. The termpolynomial code comes from the fact
that the information symbols, the code words, and the error vector are represented
by polynomials with binary coefficients. Here, if a transmitted code word has n
bits, then the error vector is defined by (e1, e2, …, en), where, ej = 1 if an error
has occurred in the jth transmitted bit and ej = 0 otherwise. Because the encoding
process generates check bits by means of a process called a cyclic redundancy check
(CRC), a polynomial code also is known as a CRC code.
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The cyclic redundancy check technique is based on a binary division process
involving the data portion of a packet and a sequence of redundant bits. Figure 8.15
outlines the following basic CRC procedure:

Step 1. At the sender end a string of n zeros is added to the data unit on which error
detection will be performed. This data unit may be a packet (data plus routing and
control bits). The characteristic of the redundant bits is such that the result (packet
plus redundant bits) is exactly divisible by a second predetermined binary number.

Step 2. The new enlarged data unit is divided by the predetermined divisor using
binary division. If the number of bits added to the data unit is n, then the number
of bits in the predetermined divisor is n + 1. The remainder that results from this
division is called the CRC remainder or simply the CRC. The number of digits in
this remainder is equal to n. For example, if n = 3 it may be the binary number 101.
Note that the remainder also might be 000, if the two numbers are exactly divisible.

Step 3. The n zeros that were added to the data unit in step 1 are replaced by the n-bit
CRC. The composite data unit then is sent through the transmission channel.

Step 4. When the data unit plus the appended CRC arrives at the destination, the
receiver divides this incoming composite unit by the same divisor that was used to
generate the CRC.

Step 5. If there is no remainder after this division occurs, then the assumption is
that there are no errors in the data unit and the receiver accepts the data unit. A
remainder indicates that some bits became corrupted during the transmission process
and therefore the data unit is rejected.

Instead of using a string of 1 and 0 bits, the CRC generator normally is repre-
sented by an algebraic polynomial with binary coefficients. The advantage of using a

Fig. 8.15 The basic procedure for the cyclic redundancy check (CRC) technique
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polynomial is that it is simple to visualize and perform the division mathematically.
Numerous varieties of cyclic redundancy check polynomials have been incorporated
into technical standards. This can be confusing to developers because they need to
select a polynomial according to the application requirements. Table 8.3 shows exam-
ples of several commonly used polynomials and their binary equivalents for the CRC
generation [31, 32]. The most commonly used polynomial lengths are designated as
CRC-8, CRC-16, CRC-32, and CRC-64. The numbers 8, 16, 32, and 64, respectively,
refer to the size of the CRC remainder. Thus the CRC divisors for these polynomials
are 9, 17, 33, and 65 bits, respectively. Various CRC-8 polynomials are used in appli-
cations such as Bluetooth and mobile wireless networks, whereas a usage example
of CRC-32 is in IEEE-802 LANs. CRC-16 is used in bit-oriented protocols, such as
the High-Level Data Link Control (HDLC) Standard, where frames are viewed as a
collection of bits. A polynomial needs to have the following properties:

• It should not be divisible by x. This condition guarantees that the CRC can detect
all burst errors that have a length less than or equal to the degree of the polynomial.

• It should be divisible by x + 1. This allows the CRC to detect all bursts that affect
an odd number of bits.

Given these two rules, the CRC also can find with an error-detection probability.

Ped = 1 − 1/2N (8.29)

any burst errors that have a length greater than the degree N of the generator
polynomial.

Example 8.9 The generator polynomial x7 + x5 + x2 + x + 1 can be written as

1 × x7 + 0 × x6 + 1 × x5 + 0 × x4 + 0 × x3 + 1 × x2 + 1 × x1 + 1 × x0

where the exponents on the variable x represent bit positions in a binary number
and the coefficients correspond to the binary digits at these positions. Thus the
generator polynomial given here corresponds to the 8-bit binary representation
10100111.

Example 8.10 The generator polynomial x3 + x + 1 can be written in binary form
as 1011. For the example information unit 11110 the CRC can be found through
either binary or algebraic division using steps 1 through 3 outlined earlier. Because

Table 8.3 Commonly used polynomials and their binary equivalents for CRC generation

CRC type Generator polynomial Binary equivalent

CRC-8 x8 + x2 + x + 1 100000111

CRC-16 x16 + x15 + x2 + 1 11000000000000101

CRC-32 x32 + x26 + x23 + x22 + x16 + x12 + x11

+ x10 + x8 + x7 + x5 + x4 + x2 + x + 1
100000100110000010001110110110111
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there are 4 bits in the divisor, three 0 s are added to the data for the binary arithmetic
operation. Figure 8.16 shows the two different procedures using polynomial and
binary arithmetic division. For the polynomial division process the remainder is x2

+ 1, which is equivalent to the remainder 101 found by the binary division method.
The resulting composite data unit plus CRC that get transmitted is 11110101. Note
that when following the binary division method, if the leftmost bit of a remainder is
zero, one must use 0000 as the divisor instead of the original 1011 divisor.

Drill Problem 8.7 (a) Verify that the binomial equivalent of the polynomial
x8 + x6 + x4 + x + 1 is 101010011. (b) Verify the polynomial equivalent of
the binomial sequence 10101011110101101 is x16 + x14 + x12 + x10 + x9 +
x8 + x7 + x5 + x3 + x2 + 1.

Fig. 8.16 Two different procedures for finding the CRC using polynomial and binary arithmetic
divisions
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Example 8.11 The CRC-32 given in Table 8.3 has a degree of 32. Thus it will detect
all burst errors affecting an odd number of bits, all burst errors with a length less than
or equal to 32, and from Eq. (8.29) more than 99.99% of burst errors with a length
of 32 or more.

8.3.4 Using Redundant Bits for Error Correction

Error correction may be done by the use of redundancy in the data stream. With this
method, extra bits are introduced into the raw data stream at the transmitter on a
regular and logical basis and are extracted at the receiver. These digits themselves
convey no information but allow the receiver to detect and correct a certain percentage
of errors in the information-bearing bits. The degree of error-free transmission that
can be achieved depends on the amount of redundancy introduced. Note: The data
rate that includes this redundancy must be less than or equal to the channel capacity.

The method of introducing redundant bits into the information stream at the trans-
mitter for error-reducing purposes is called forward error correction (FEC). Typically
the amount of added redundancy is small, so the FEC scheme does not use up much
additional bandwidth and thus remains efficient. The most popular error-correcting
codes are cyclic codes, such as Reed-Solomon (RS) codes. These codes add a redun-
dant set of r symbols to blocks of k data symbols, with each symbol being s bits
long, for example, s = 8. The codes are designated by the notation (n, k) where n
equals the number of original information symbols k plus the number of redundant
symbols r. For a given symbol size s, the maximum length of a Reed-Solomon code
word is n = 2s − 1.

Example 8.12 The (255,239) Reed-Solomon code with s = 8 (one byte) is used in
high-speed undersea optical fiber links. This means that r = n − k = 255 − 239 =
16 redundant bytes are sent for every block of 239 information bytes. The code is
quite efficient, because the 16 redundant bytes add less than 7 percent of overhead
to the information stream.

A Reed-Solomon decoder can correct up to t symbol errors, where 2t = n − k. For
example, the (255,239) RS code can correct up to 8 errors in a block of 239 bytes.
One symbol error occurs when one or more bits in a symbol are wrong. Thus the
number of bits that are corrected depends on the distribution of the errors. If each
incorrect byte contains only one bit error, then the (255,239) RS code will correct
8 bit errors. At the other extreme, if all the bits in each of the 8 incorrect bytes are
corrupted, then the (255,239) code will correct 8 × 8 = 64 bit errors. Thus, a key
feature of RS codes is their ability to correct burst errors, where a sequence of bytes
is received incorrectly.

Another advantage of a Reed-Solomon code is that it allows transmission at a
lower power level to achieve the same BER that would result without encoding. The
resulting power saving is called the coding gain. The (255,239) RS code provides
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about a 6-dB coding gain. Concatenated Reed-Solomon codes (several codes used
sequentially) can provide even higher coding gains.

Current terrestrial and undersea high-speed optical communication systems use a
number of different FEC codes. For example, as part of the G.709 Digital Wrapper
Recommendation, the ITU-T has selected the (255,239) and (255,223) Reed-
Solomon codes.33–35 The (255,223) code has a higher overhead (15%) compared
to the (255,239) code, but is somewhat stronger because it is able to correct 16 errors
in a block of 223 bits. The Digital Wrapper uses the same error-monitoring tech-
niques as is employed in the earlier SDH and SONET standards. The performance
metrics that are calculated include code violations in the incoming bit stream, the
number of seconds in which at least one error occurs, the number of seconds in
which multiple errors occur (called severely errored seconds), and the total number
of seconds in which service is not available.

8.4 Coherent Detection Schemes

The basic receiver analysis in Chap. 7 considered a simple and cost-effective light-
wave transmission scheme in which the light intensity of the optical source is modu-
lated linearly with respect to the input electrical signal voltage. This scheme pays no
attention to the frequency or phase of the optical carrier, because a photodetector at
the receiving end only responds to changes in the power level (intensity) that falls
directly on it. The photodetector then transforms the optical power level variations
back to the original electrical signal format. This method is known as intensity modu-
lation with direct detection (IM/DD). Although these IM/DD methods offer system
simplicity and relatively low cost, their sensitivities are limited by noises generated
in the photodetector and the receiver preamplifier. These noises degrade the receiver
sensitivities of square-law IM/DD transmission systems by 10 to 20 dB from the
fundamental quantum noise limit.

Around 1978 component researchers had improved the spectral purity and
frequency stability of semiconductor lasers to the point where alternative tech-
niques using homodyne or heterodyne detection of the optical signal appeared to be
feasible. Optical communication systems that use homodyne or heterodyne detec-
tion are called coherent optical communication systems, because their implementa-
tion depends on phase coherence of the optical carrier. In coherent detection tech-
niques the light is treated as a carrier medium that can be amplitude-, frequency-, or
phase-modulated similar to the methods used in microwave radio systems.36–39.

Coherent systems were examined extensively during the 1980s and early 1990s
as a method for increasing the transmission spans for long-haul links. However,
interest in these methods declined when optical amplifiers were introduced because
these amplification devices offered dramatic increases in the transmission distances
of multi-wavelength OOK systems. Fortunately research on coherent techniques
continued, because a decade later there was renewed interest as data transmission
speeds moved to 10 Gb/s and beyond. This interest was spurred by the fact that
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coherent detection techniques enable a higher spectral efficiency and greater toler-
ance to chromatic dispersion and polarization-mode dispersion than direct detection
methods.

8.4.1 Fundamental Concepts

Figure 8.17 illustrates the fundamental concept in coherent lightwave systems. The
key principle of the coherent detection technique is to provide gain to the incoming
optical signal by combining or mixing it with a locally generated continuous-wave
(CW) optical field. The term mixing means that when two waves with frequencies
ω1 and ω2 are combined, the result will be other waves with frequencies equal to
2ω1, 2ω2, and ω1 ± ω2. For coherent lightwave systems, all frequency components
except ω1 − ω2 are filtered out at the receiver. The device used for creating the CW
signal is a narrow-linewidth laser called a local oscillator (LO). The result of this
mixing procedure is that the dominant noise in the receiver is the shot noise coming
from the local oscillator. This means the receiver can achieve a sensitivity limited by
shot noise.

For simplicity, to understand how this mixing can increase the coherent receiver
performance, consider the electric field of the transmitted optical signal to be a plane
wave having the form

Es = As cos�ωs t + ϕs(t)� (8.30)

where As is the amplitude of the optical signal field,ωs is the optical signal carrier
frequency, and ϕs(t) is the phase of the optical signal. To send information, one can
modulate the amplitude, frequency, or phase of the optical carrier. Thus one of the
following three modulation techniques can be implemented:

1. Amplitude shift keying (ASK) or on–off keying (OOK). In this case ϕs is constant
and the signal amplitude As takes one of two values during each bit period,
depending on whether a 0 or a 1 is being transmitted.

Fig. 8.17 The fundamental concept in coherent lightwave system
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2. Frequency shift keying (FSK). For FSKmodulation the amplitude As is constant
and ϕs(t) is either ω1t or ω2t, where the frequencies ω1 and ω2 represent binary
signal values.

3. Phase shift keying (PSK). In the PSK method, information is conveyed by
varying the phase with a sine wave ϕs(t)= β sinωmt, where β is the modulation
index and ωm is the modulation frequency.

In a direct-detection system the electrical signal coming into the transmitter ampli-
tude modulates the optical power level of the light source. Thus the optical power is
proportional to the signal current level. At the receiver the incoming optical signal
is converted directly into a demodulated electrical output. This directly detected
current is proportional to the intensity IDD (the square of the electric field) of the
optical signal, yielding

IDD = Es E∗
s = 1

2
A2

s [1 + cos(2ωs t + 2ϕs)] (8.31)

The term involving cos (2ωst + 2ϕs) gets eliminated from the receiver because
its frequency is twice the optical carrier frequency, which is beyond the response
capability of the detector. Thus for direct detection Eq. (8.31) becomes

IDD = Es E∗
s = 1

2
A2

s (8.32)

At the receiving end in coherent lightwave systems, the receiver first adds a locally
generated optical wave to the incoming information-bearing signal and then detects
the combination. There are four basic demodulation formats, depending on how the
optical signal ismixedwith the local oscillator (which gives heterodyne or homodyne
detection) and how the electrical signal is detected (either synchronously or asyn-
chronously). As described in this section, for a given modulation format homodyne
receivers are more sensitive than heterodyne receivers, and synchronous detection is
more sensitive than asynchronous detection.

The mixing of the information-bearing and local-oscillator signals is done on the
surfaceof thephotodetector (before photodetection takes place). If the local-oscillator
(LO) field has the form

EL O = AL O cos�ωL Ot + ϕL O(t)� (8.33)

where ALO is the amplitude of the local oscillator field, and ωLO and ϕLO(t)
are the local-oscillator frequency and phase, respectively, then the detected current
is proportional to the square of the total electric field of the signal falling on the
photodetector. That is, the intensity Icoh(t) is

Icoh(t) = (Es + EL O)2 = 1

2
A2

s + 1

2
A2

L O + As AL O cos[(ωs − ωL O)t + ϕ(t)] cos θ(t)

(8.34)
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where ϕ(t) = ϕs(t) − ϕLO(t) is the relative phase difference between the incoming
information-bearing signal and the local-oscillator signal, and

cos θ(t) = Es · EL O

|Es ||EL O | (8.35)

represents the polarization misalignment between the signal wave and the local-
oscillator wave. Here again the analysis used the condition that the photodetector
does not respond to higher-frequency terms oscillating near the frequency 2ωs and
the frequency 2ωLO.

Because the optical power P(t) is proportional to the intensity, then at the
photodetector

P(t) = Ps + PL O + 2
√

Ps PL O cos[(ωs − ωL O)t + ϕ(t)] cos θ(t) (8.36)

wherePs andPLO are the signal and local-oscillator optical powers, respectively, with
PLO 	 Ps. Thus it can be seen that the angular-frequency difference ωIF = ωs−
ωLO is an intermediate frequency, and the phase angle ϕ(t) gives the time-varying
phase difference between the signal and local-oscillator levels. The frequency ωIF is
normally in the radio-frequency range of a few tens or hundreds of megahertz.

8.4.2 Homodyne Detection

When the frequencies of the signal carrier and the local oscillator are equal, that is,
whenωIF = 0, we have the special case of homodyne detection. Equation (8.36) then
becomes

P(t) = Ps + PL O + 2
√

Ps PL O cosϕ(t) cos θ(t) (8.37)

Thus one can use either OOK [varying the signal level Ps while keeping ϕ(t)
constant] or PSK [varying the phase ϕs(t) of the signal and keeping Ps constant]
modulation schemes to transmit information. Note that because PLO 	 Ps and PLO

is constant, the last term on the right-hand side of Eq. (8.37) contains the transmitted
information. Because this term increases with increasing laser power, the local oscil-
lator effectively acts as a signal amplifier, thereby giving greater receiver sensitivity
than direct detection.

As can be seen from Eq. (8.37), homodyne detection brings the signal directly
to the baseband frequency, so that no further electrical demodulation is required.
Homodyne receivers yield the most sensitive coherent systems. However, they are
also the most difficult to build, because the local oscillator must be controlled by an
optical phase-locked loop. In addition, the need for the signal and the local-oscillator
lasers to have the same frequencies puts very stringent requirements on these two
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optical sources. These criteria include an extremely narrow spectral width (linewidth)
and a high degree of wavelength tunability.

8.4.3 Heterodyne Detection

In heterodyne detection the intermediate frequency ωIF is nonzero and an optical
phase-locked loop is not needed. Consequently heterodyne receivers are much easier
to implement than homodyne receivers. However, the price for this simplification is
a 3-dB degradation in sensitivity compared to homodyne detection.

Any of the OOK, FSK, or PSKmodulation techniques can be used. For analyzing
the output current at the receiver, the condition Ps 
 PLO implies that the first term
on the right-hand side of Eq. (8.36) can be ignored. The receiver output current then
contains a dc term given by

idc = ηq

hv
PL O (8.38)

and a time-varying IF term given by

i I F (t) = 2ηq

hv

√
Ps PL O cos[ωI F t + ϕ(t)] cos θ(t) (8.39)

Thedc-current is normallyfiltered out in the receiver, and the IF current gets ampli-
fied. One then recovers the information from the amplified current using conventional
RF demodulation techniques.

8.4.4 SNR in Coherent Detection

In an optical coherent detection receiver the SNR is mainly determined by the shot
noise, because the local oscillator power is generally much stronger than the received
optical signal. Thus considering only shot noise and thermal noise, the SNR of the
receiver is

SN R =
〈
i2s (t)

〉
〈
i2th(t)

〉 + 〈
i2shot (t)

〉 (8.40)

For homodyne detection with optical phase locking between the received optical
signal and the local oscillator, the signal power is

〈
i2s (t)

〉
homodyne = R2Ps(t)PLO (8.41)
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For heterodyne detection with
〈
cos2 ϕ(t)

〉 = 1/2, the signal power is

〈
i2s (t)

〉
heterodyne = R2Ps(t)PLO/2 (8.42)

The thermal noise power and the shot noise power in Eq. (8.40) are, respectively,

〈
i2th

〉 = 4kB T Be

RL

〈
i2th

〉 = 4kB T Be

RL
(8.43)

〈
i2shot

〉 = 2qR[Ps(t)/2 + PLO]Be (8.44)

where Be is the bandwidth of the electrical signal and RL is the load resistor. The
factor Ps(t)/2 is due to a 3-dB splitting loss that arises from the coupler used for
combining the optical information signal and the local oscillator signal. Using the
above expressions then yields for homodyne detection

SN Rhomodyne = R2Ps(t)PL O

4kB T/RL + 2qR[Ps(t)/2 + PL O ]

1

Be
(8.45)

and for heterodyne detection

SN Rheterodyne = R2Ps(t)PL O/2

4kB T/RL + 2qR[Ps(t)/2 + PL O ]

1

2Be
(8.46)

where 2Be is for the double bandwidth needed for heterodyne detection. If the LO
power is strong compared to the signal power, then the shot noise created by the local
oscillator dominates the thermal noise. In this case, Eq. (8.45) and Eq. (8.46) can be
simplified as

SN Rhomodyne ≈ R

2q Be
Ps(t) (8.47)

and

SN Rheterodyne ≈ R

8q Be
Ps(t) (8.48)
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8.4.5 BER Comparisons in Coherent Detection

For making a comparison between the various coherent detection techniques, gener-
ally one characterizes the performance of a digital communication system in terms of
the bit-error rate. The BER depends on the signal-to-noise ratio (SNR) and the prob-
ability density function (PDF) at the receiver output (at the input to the comparator).
Because for high local oscillator powers the PDF is Gaussian for both homodyne and
heterodyne techniques, the BER depends only on the SNR. Thus one can describe
receiver sensitivity in terms of the SNR available at the receiver output, which is
directly proportional to the received optical signal power. Traditionally the receiver
sensitivity for coherent detection techniques has been described in terms of the
average number of photons required to achieve a 10−9 BER. That criterion will
be used here.

Direct-Detection OOK

Consider an OOK system in which 1 and 0 pulses occur with equal probability.
Because the OOK data stream is in an on state only half of the time, the average
number of photons required per bit is half the number required per 1 pulse. Thus if
N and 0 electron–hole pairs are created during 1 and 0 pulses, respectively, then the
average number of photons per bit N p for unity quantum efficiency (η = 1) is

N p = 1

2
N + 1

2
(0) (8.49)

so that the number of electron-hole pairs created in a 1 pulse is N = 2N p. From
Eq. (7.23) the chance of making an error is

1

2
Pr (0) = 1

2
e−2N p (8.50)

Equation (8.50) implies that about 10 photons per bit are required to get a BER
of 10–9 for a direct-detection OOK system.

In practice this fundamental quantum limit is very difficult to achieve for direct-
detection receivers. The amplification electronics that follow the photodetector add
both thermal noise and shot noise, so that the required received power level lies
between 13 and 20 dB above the quantum limit.

OOK Homodyne System

As noted in Sect. 8.4.1, either homodyne or heterodyne type receivers can be used
with OOKmodulation. First consider the homodyne case.When a 0 pulse of duration
Tb is received, the average number N 0 of electron–hole pairs created is simply the
number generated by the local oscillator; that is,

N 0 = A2
L O Tb (8.51)
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For a 1 pulse the average number of electron–hole pairs N 1 is

N 1 = (AL O + As)
2Tb ≈ (

A2
L O + 2AL O As

)
Tb (8.52)

where the approximation arises from the condition A2
LO 	 A2

S . Because the local-
oscillator output power is much higher than the received signal level, the voltage V
seen by the decoder in the receiver during a 1 pulse is

V = N 1 − N 0 = 2AL O As Tb (8.53)

and the associated rms noise σ is

σ ≈
√

N 1 ≈
√

N 0 (8.54)

Thus from Eq. (7.16) the probability of error or BER is

Pe = BER = 1

2

[
1 − erf

(
V

2
√
2σ

)]
= 1

2
erfc

(
V

2
√
2σ

)
= 1

2
erfc

(
As T 1/2

b√
2

)

(8.55)

where erfc(x) = 1 − erf(x) is the complementary error function.
Recall from Example 7.8 that to achieve a BER of 10−9 one needs to have V/σ =

12. Using Eqs. (8.53) and (8.54), this implies

A2
s Tb = 36 (8.56)

which is the expected number of signal photons created per pulse. Thus for OOK
homodyne detection, the average energy of each pulse must produce 36 electron–
hole pairs. In the ideal case when the quantum efficiency is unity, a 10−9 BER is
achieved with an average received optical energy of 36 photons per pulse. Assuming
an OOK sequence of 1 and 0 pulses, which occur with equal probability, then the
average number of received photons per bit of information, N p, is 18 (half the number
required per pulse). Thus for OOK homodyne detection the BER is given by

BER = 1

2
erfc

(√
ηN p

)
(8.57)

To simplify this, note that a useful approximation to erfc(
√

x) for x ≥ 5 is

erfc(
√

x) ≈ e−x

√
πx

(8.58)

so that
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BER = e−ηN p(
πηN p

)1/2 (8.59)

for ηN p ≥ 5 in OOK homodyne detection.

Drill Problem 8.8 (a) Verify that 10 photons per bit are required to get a
bit-error rate of 10−9 for an ideal direct-detection OOK system.

(b) Show that for an ideal OOK homodyne system, one needs 36 photons
per pulse to achieve a 10−9 BER.

PSK Homodyne System

Homodyne detection of PSK modulation gives the best theoretical receiver sensi-
tivity, but it is also the most difficult method to implement. Figure 8.18 shows the
fundamental setup for a homodyne receiver. The incoming optical signal is first
combined with a strong optical wave being emitted from the local oscillator. This is
done using either a fiber directional coupler (see Chap. 11) or a partially reflecting
plate called a beam splitter.When a beam splitter is used, it ismade almost completely
transparent, because the incoming signal is much weaker than the local-oscillator
output.

As Eq. (8.37) shows, the information is sent by changing the phase of the trans-
mitted wave. For a 0 pulse the signal and local oscillator are out of phase, so that the
resultant number of electron–hole pairs generated is

N 0 = (AL O − As)
2Tb (8.60)

Similarly, for a 1 pulse the signals are in phase, so that

Fig. 8.18 The fundamental setup for a homodyne receiver
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N 1 = (AL O + As)
2Tb (8.61)

Consequently, the voltage seen by the decoder in the receiver is

V = N 1 − N 0 = (AL O + As)
2Tb − (AL O − As)

2Tb = 4AL O As Tb (8.62)

and the associated rms noise is

σ =
√

A2
L O Tb (8.63)

Again, as in the case of homodyne OOK detection, the condition V/σ = 12 for a
BER of 10−9 yields

A2
L O Tb = 9 (8.64)

This says that for ideal PSK homodyne detection (η = 1), an average of 9 photons
per bit is required to achieve a 10−9 BER.Note that here it is not necessary to consider
the difference between photons per pulse and photons per bit as in the OOK case,
because a PSK optical signal is on all the time.

Again using Eq. (7.16),

BER = 1

2
erfc

(√
2ηN p

)
(8.65)

for PSK homodyne detection.

Heterodyne Detection Schemes

The analysis for heterodyne receivers is more complicated than in the homodyne
case because the photodetector output appears at an intermediate frequencyωIF. The
detailed derivations of the BER for various modulation schemes are given in the
literature [36–39] so only the results are given here.

An attractive feature of heterodyne receivers is that they can employ either
synchronous or asynchronous detection. Figure 8.19 shows the general receiver
configuration. In synchronous PSK detection (Fig. 8.19a) one uses a carrier-recovery
circuit, which is usually a microwave phase-locked loop (PLL), to generate a local
phase reference. The intermediate-frequency carrier is recovered by mixing the
output of the PLL with the intermediate-frequency signal. One then uses a low-
pass filter to recover the baseband signal. The BER for synchronous heterodyne PSK
is given by

BER = 1

2
erfc

(√
ηN p

)
(8.66)
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Fig. 8.19 General heterodyne receiver configurations for a synchronous PSK detection and
b asynchronous detection

In this case the ideal PSK receiver requires 18 photons per bit for a 10−9 BER.
Note that this is the same as for OOK homodyne detection.

A simpler but robust technique that does not use a PLL is asynchronous detection,
as illustrated in Fig. 8.19b. This technique is called differential PSK or DPSK. Here
a simple one-bit delay line replaces the carrier-recovery circuit. Because with a PSK
method information is encoded by means of changes in the optical phase, the mixer
will produce a positive or negative output depending on whether the phase of the
received signal has changed from the previous bit. The transmitted information is
thus recovered from this output. This sensitivity of the DPSK technique is close to
that of synchronous heterodyne detection of PSK, with a bit-error rate of

BER = 1

2
erfc

(√
ηN p

)
(8.67)

A BER of 10−9 thus requires 20 photons per bit, which is a 0.5-dB penalty with
respect to synchronous heterodyne detection of PSK.

Analogous to the PSK case, synchronous heterodyne OOK detection is 3 dB less
sensitive than homodyne OOK. Thus the BER is given by
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BER = 1

2
erf

√
1

2
ηN p (8.68)

Here one needs a minimum of 36 photons per bit for a 10−9 BER. In the case of
asynchronous heterodyne OOK detection, the bit error rate is given by

BER = 1

2
exp

(
−1

2
ηN p

)
(8.69)

Thus asynchronous heterodyne OOK detection requires 40 photons per bit for a
10−9 BER, which is 3 dB less sensitive than DPSK.

Tables 8.4 and 8.5 summarize the receiver sensitivities for the various modulation
techniques. Table 8.4 gives the probability of error as a function of the average
number of received photons per bit, Np, and Table 8.5 shows the number of photons
required for a 10−9 BER by an ideal receiver having a photodetector with a quantum
efficiency of η = 1.

Table 8.4 Summary of the probability of error as a function of the number of the received photons
per bit for coherent optical fiber systems

Probability of error

Heterodyne

Modulation Homodyne Synchronous
detection

Asynchronous
detection

Direct detection

On–off keying
(OOK)

1
2 erfc

(√
ηN p

)
1
2 erfc

(√
1
2ηN p

) 1
2 exp

(− 1
2ηN p

) 1
2 exp

(−2ηN p
)

Phase-shift
keying (PSK)

1
2 erfc

(√
2ηN p

)
1
2 erfc

(√
ηN p

) 1
2 exp

(−ηN p
)

–

Frequency-shift
keying (FSK)

– 1
2 erfc

(√
1
2ηN p

) 1
2 exp

(− 1
2ηN p

)
–

Table 8.5 Summary of the number of photons required for a 10–9 BER by an ideal receiver having
a photodetector with unity quantum efficiency

Number of photons

Heterodyne

Modulation Homodyne Synchronous
detection

Asynchronous
detection

Direct detection

On–off keying
(OOK)

18 36 40 10

Phase-shift keying
(PSK)

9 18 20 –

Frequency-shift
keying (FSK)

– 36 40 –
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8.5 Higher-Order Signal Modulation Formats

The individual channel capacity of fiber communication links using on–off keying
(OOK) has steadily increased to 10-Gb/s rates per wavelength. Combined with dense
wavelength division multiplexing or DWDM technology (see Chap. 10), this has
resulted in transmission rates of 1 Tb/s and beyond per fiber. To increase the single-
fiber capacity even more, different modulation formats with higher spectral efficien-
cies are being tested and deployed [40]. This section discusses the concept of spectral
efficiency and describes some multilevel modulation being used in high-speed high-
capacity telecom links.

8.5.1 Concept of Spectral Efficiency

Spectral efficiency is a measure of how efficient an optical modulation scheme is at
using the available fiber frequency spectrum. This efficiency parameter is given as
the number of bits transmitted per second per hertz of optical frequency, that is, it is
measured in units of bits/s/Hz.

Transceivers operating at 10 Gb/s per channel with simple OOK modulation
occupy only a portion of the standard 50-GHz DWDM channel grid spacing. Thus,
much of the 50-GHz channel is unused, which results in a relatively low spectral
efficiency of 0.2 bits/s/Hz. For transceivers employing the 100-Gb/s modulation
techniques described in Sect. 8.5.4, ten times the capacity is transmitted in the same
50-GHz channel spacing, resulting in a spectral efficiency of 2 bits/s/Hz. Modula-
tion schemes for 400-Gb/s transmission can achieve spectral efficiencies of up to
8 bits/s/Hz.

8.5.2 Phase Shift Keying or IQ Modulation

For high-speed data rates, information can be transmitted using a quadrature modu-
lation technique. In this technique the information signal is separated into two parts,
one part is called the in-phase component (designated by I) and the other is an out-
of-phase component (designated by Q). This means that the in-phase component (I)
will be the real value of the signal and the out-of-phase component (Q) will be a
phase-shifted version of the signal. This method is referred to as phase-shift keying
(PSK) or IQ modulation. Therefore rather than turning the optical power on and off
as is done in OOK modulation, PSK techniques use changes of the phase of the
optical carrier to encode the data.

Differential phase shift keying (DPSK) is the simplest PSK format. DPSK carries
the information in the optical phase. Optical power appears in each DPSK bit slot
and can occupy the entire slot for NRZ-DPSK, or it can occupy part of the slot in
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the form of a pulse in an RZ-DPSK format. Binary data is encoded as either an
optical phase shift of 0 or π between adjacent slots. For example, the information bit
1 may be transmitted by a 180° carrier phase shift relative to the carrier phase in the
previous slot, whereas the information bit 0 is transmitted by no phase shift relative
to the carrier phase in the previous signaling interval. There are many other varieties
of PSK, such as DQPSK described in Sect. 8.5.3.

8.5.3 Differential Quadrature Phase-Shift Keying

Until about 2002, traffic was transmitted over most optical communication systems
at data rates up to 2.5 Gb/s per wavelength using OOK signals in either NRZ or
RZ formats. As the desire grew to transmit data at higher speeds, such as 10 and
40Gb/s, the idea of using amultilevel modulation format receivedmuch attention. Of
particular interest for high-speed transmission is the use of the differential quadrature
phase-shift keying (DQPSK) method. In a multilevel modulation format, more than
one bit per symbol is transmitted. In the DQPSK method, information is encoded by
means of the four phase shifts {π /4, +3π /4, −π /4, −3π /4}. The set of bit pairs {00,
10, 01, 11} can be assigned to each of the four phase shifts, respectively. The data
points on the IQ diagram are shown in Fig. 8.20. For example, a phase shift of π /4
means that the bit pair 11 was sent. Thus DQPSK transmits at a symbol rate of half
the aggregate bit rate.

Because for a given data rate the symbol rate in DQPSK is reduced by a factor of
2 compared to a modulation scheme such as OOK, the spectral occupancy is reduced
and the transmitter and receiver requirements are lowered. In addition, the chromatic
dispersion and polarization-mode dispersion limits are extended.However, compared
to DPSK the SNR needed to achieve a specific BER is increased by a factor of 1 to
2 dB. Also, the design of the receiver becomes more complex because the tolerance
to frequency drifts between the transmit laser and the delay interferometers is six
times lower than for DPSK.

Fig. 8.20 The data points on
an IQ diagram for DQPSK
modulation
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8.5.4 Quadrature Amplitude Modulation (QAM)

The PSK concept can be extended to higher-order modulation formats by encoding
m = log2 M data bits on M states per symbol. This method results in a reduction
of the spectral width and allows upgrading to higher data rates with lower-speed
components. Figure 8.21 illustrates the data constellations for 8PSK where every
phase shift of 45° represents a different block of three data bits. Figure 8.22 shows
twohigher-ordermodulation formats of quadrature amplitudemodulation (QAM) for
up to 16 states. The format in Fig. 8.22a uses 3 amplitudes and 12 phases, whereas the
format in Fig. 8.22b uses 4 amplitudes and 8 phases Thismodulation format is known
as 16QAM and is a leading candidate for data transmission at 400 Gb/s per channel.
Figure 8.23 illustrates the four-bit data points for a square 16QAM format. Other

Fig. 8.21 The data
constellation for 8PSK

Fig. 8.22 Two possible modulation formats for 16QAM
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Fig. 8.23 The four-bit data points for a square 16QAM format

QAM formats include 32QAM, 64QAM, 128QAM, and 256QAM. The 256QAM
format can achieve a high spectral efficiency of up to 8 b/s/Hz.

8.6 Summary

The design of an optical link involves many interrelated operating characteristics of
the fiber, source, photodetector, and other components in the link. Two design anal-
yses usually are carried out to ensure that the desired system performance can bemet.
These are the link power budget and the system rise-time analysis. In the link power
budget analysis one first determines the powermargin between the optical transmitter
output and the minimum receiver sensitivity needed to establish a specified BER.
This margin then can be allocated to link component losses and any additional power
margins needed to compensate for unexpected component degradations.

Then the designer makes a system rise-time analysis to ensure that the disper-
sion limit of the link has not been exceeded. The four basic factors that may limit
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the system response speed significantly are the transmitter rise time, the material
dispersion of the fiber, the modal dispersion of the fiber, and the receiver rise time.

The basic link power budget and the system rise-time analysis assume that the
optical power falling on the photodetector is a clearly defined function of time within
the statistical nature of the quantum detection process. However, in an actual link
various signal impairments can reduce the power of the optical signal arriving at the
receiver from the ideal case, which is known as a power penalty for that effect. The
main power penalties are due to dispersions, modal or speckle noise, mode-partition
noise, the extinction ratio, wavelength chirp, timing jitter, optical reflection noise,
and nonlinear effects. Modal noise is present only in multimode links, but all the
other effects can be serious in single- mode links.

To control errors and to improve the reliability of a communication line, first it is
necessary to be able to detect the errors and then either to correct them or retransmit
the information. Error detection methods encode the information stream to have a
specific pattern. Error correction may be done by the use of redundancy in the data
stream. With this method, extra bits are introduced into the raw data stream at the
transmitter on a regular and logical basis and are extracted at the receiver. These
digits themselves convey no information but allow the receiver to detect and correct
a certain percentage of errors in the information-bearing bits. This method is called
forward error correction (FEC).

In a basic optical receiver the light intensity of the optical source is modulated
linearly with respect to the input electrical signal voltage. This method is known as
intensitymodulationwith direct detection (IM/DD). Optical communication systems
that use homodyne or heterodyne detection instead of IMDD are called coherent
optical communication systems, because their implementation depends on phase
coherence of the optical carrier. In coherent detection techniques the light is treated
as a carrier medium that can be amplitude-, frequency-, or phase-modulated similar
to the methods used in microwave radio systems. Coherent detection techniques
enable a higher spectral efficiency and greater tolerance to dispersion effects than
direct detection methods.

Problems

8.1 A 3B4B code converts blocks of 3 bits to blocks of 4 bits according to the rules
given in Table 8.6. When there are two or more consecutive blocks of three
zeros, the coded binary blocks 0010 and 1101 are used alternately. Similarly,
the coded blocks 1011 and 0100 are used alternately for consecutive blocks
of three ones.

(a) Using these translation rules, find the coded bit stream for the data input
010001111111101000000001111110.

(b) What is the maximum number of consecutive identical bits in the coded
pattern?

8.2 A 4B5B code has 24 = 16 four-bit data characters. The code maps these
characters into the 5-bit sequences listed in Table 8.7. Using this information,
encode the following bit stream: 010111010010111010100111.
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Table 8.6 Conversion rules
for a 3B4B code

Original code word 3B4B code word

Mode 1 Mode 2

000 0010 1101

001 0011

010 0101

011 0110

100 1001

101 1010

110 1100

111 1011 0100

Table 8.7 Data sequence
used in 4B5B code conversion

Data sequence Encoded sequence

0000 11110

0001 01001

0010 10100

0011 10101

0100 01010

0101 01011

0110 01110

0111 01111

1000 10010

1001 10011

1010 10110

1011 10111

1100 11010

1101 11011

1110 11100

1111 11101

8.3 Find themaximum attenuation-limited transmission distance of the following
two systems operating at 100 Mb/s:
System 1 operating at 850 nm

(a) GaAlAs laser diode: 0-dBm (1-mW) fiber-coupled power
(b) Silicon avalanche photodiode: −50-dBm sensitivity
(c) Graded-index fiber: 3.5-dB/km attenuation at 850 nm
(d) Connector loss: 1 dB/connector

System 2 operating at 1300 nm
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(a) InGaAsP LED: −13-dBm fiber-coupled power
(b) InGaAspinphotodiode: −38-dBm sensitivity
(c) Graded-index fiber: 1.5-dB/km attenuation at 1300 nm
(d) Connector loss: 1 dB/connector

Allow a 6-dB system operating margin in each case.
8.4 An engineer has the following components available:

(a) GaAlAs laser diode operating at 850 nm and capable of coupling 1mW
(0 dBm) into a fiber

(b) Ten sections of cable each of which is 500 m long, has a 4-dB/km
attenuation, and has connectors on both ends

(c) Connector loss of 2 dB/connector
(d) A pin photodiode receiver
(e) An avalanche photodiode receiver

Using these components, the engineer wishes to construct a 5-km link oper-
ating at 20 Mb/s. If the sensitivities of the pin and APD receivers are −45
and −56 dBm, respectively, show that the APD receiver should be used if a
6-dB operating margin is required for the system.

8.5 Using the step response g(t) = [1 − exp (−2πBet)]u(t) from Eq. (8.4), show
that the 10-to-90% receiver rise time is given by Eq. (8.5). [Hint: First find
the values of t10% and t90% from g(t10%) = 0.1 and g(t90%) = 0.9. Then take
the natural log (ln) of each expression to find trx = t90% − t10% which yields
Eq. (8.5).]

8.6 (a) Use Eq. (8.9) to verify the steps leading from Eqs. (8.11) to (8.12).
(b) As described in the text, show that Eq. (8.14) follows from Eqs. (8.10)
and (8.13).

8.7 A 90-Mb/s NRZ data transmission system that sends two DS3 (45-Mb/s)
channels uses a GaAlAs laser diode that has a 1-nm spectral width. The
rise time of the laser transmitter output is 2 ns. The transmission distance is
7 km over a graded-index fiber that has an 800-MHz·km bandwidth-distance
product.

(a) If the receiver bandwidth is 90 MHz and the mode-mixing factor q =
0.7, what is the system rise time? Does this rise time meet the NRZ
data requirement of being less than 70% of a pulse width?

(b) What is the system rise time if there is no mode mixing in the 7-km
link; that is, q = 1.0?

8.8 Verify the plot in Fig. 8.6 of the transmission distance versus data rate of
the following system. The transmitter is a GaAlAs laser diode operating at
850 nm. The laser power coupled into a fiber flylead is 0 dBm (1 mW), and
the source spectral width is 1 nm. The fiber has a 3.5-dB/km attenuation at
850nmand abandwidth of 800MHzkm.The receiver uses a silicon avalanche
photodiode that has the sensitivity versus data rate shown in Fig. 8.3. For
simplicity, the receiver sensitivity (in dBm) can be approximated from curve
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fitting by PR = 9logB − 68.5 where B is the data rate in Mb/s. To find the
attenuation-limited transmission distance, include a 1-dB connector loss at
each end and a 6-dB system margin.

8.9 A 1550-nm single-mode digital fiber optic link needs to operate at 622 Mb/s
over 80 km without amplifiers. A single-mode InGaAsP laser launches an
average optical power of 3.0 dBm into the fiber. The fiber has a loss of
0.25 dB/km, and there is a splice with a loss of 0.1 dB every kilometer. The
coupling loss at the receiver is 0.5 dB, and the receiver uses an InGaAs APD
with a sensitivity of −39 dBm. Excess-noise penalties are predicted to be
1.5 dB. (a) Set up an optical power budget for this link and find the system
margin. (b) What is the system margin at 2.5 Gb/s with an APD sensitivity
of −31 dBm?

8.10 In the (7,4) linear Hamming code the first four bits of a code word are the
information bits b1, b2, b3, b4 and the next three bits b5, b6, b7 are the check
bits, which are given by b5 = b1 + b3 + b4, b6 = b1 + b2 + b4, and b7 = b2

+ b3 + b4 Make a table listing the sixteen possible 4-bit information words,
that is, 0000 through 1111, and the corresponding 7-bit code words.

8.11 (a) Find the binary equivalent of the polynomial x8 + x7 + x3 + x + 1. (b)
Find the polynomial equivalent of 10011011110110101.

8.12 Consider the 10-bit data unit 1010011110 and the divisor 1011. Use both
binary and algebraic division to show that the CRC remainder is 001.

8.13 Consider the generator polynomial x3 + x + 1.

(a) Show that the CRC for the data unit 1001 is
given by 110.

(b) If the resulting code word has an error in the first bit when it arrives at
the destination, show that the CRC calculated by the receiver is 101.

8.14 Why can the (255, 223) Reed-Solomon code correct up to 16 bytes, whereas
the (255, 239) is limited to correcting 8 byte errors? What is the overhead for
each of these two codes?

8.15 Verify the resulting expression in Eq. (8.34) for the intensity due to the
combined signal and local oscillator fields.

8.16 A homodyne ASK receiver has a 100-MHz bandwidth and contains a 1310-
nm pin photodiode with a responsivity of 0.6 A/W. It is shot noise limited
and needs a signal-to- noise ratio of 12 to achieve a 10−9 BER. Find the
photocurrent that is generated if the local oscillator power is−3 dBm and the
phase error is 10°. Assume that both the signal and the local oscillator have
the same polarization.

8.17 For a Bit error rate of 10−9 assume that the combined spectral width of
the signal carrier wave and the local oscillator should be 1 percent of the
transmitted bit rate.
(a) What spectral width is needed at 1310 nm for a 100-Mb/s data rate?
(b) What is the maximum allowed spectral width at 2.5 Gb/s?

8.18 (a) Verify that 10 photons per bit are required to get a bit error rate of 10−9

for a direct-detection OOK system.
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(b) Show that for an ideal OOK homodyne system, one needs 36 photons per
pulse to achieve a 10−9 BER.

Answers to Selected Problems

8.1 The spaces in the following answer are inserted for clarity purposes only:
(a) Original code: 010 001 111 111 101 000 000 001 111 110
3B4B encoded: 0101 0011 1011 0100 1010 0010 1101 0011 1011 1100
(b) The maximum number of consecutive identical bits is three.

8.2 (a) Original code: 0101 1101 0010 1110 1010 0111
4B5B encoded: 01011 11011 10100 11100 10110 01111

8.3 For system1, L = 12 km; for system 2, L = 11.3 km
8.4 (a) For the pin receiver L = 4.25 km; (b) For the APD receiver L = 7.0 km
8.7 (a) tsys = 4.90 ns; tsys < 0.7 Tb = 7.78 ns (b) tsys = 5.85 ns
8.9 12.1 dB at 622 Mb/s; 4.1 dB at 2.5 Gb/s

8.10
Information word Code word

b1 b2 b3 b4 b1 b2 b3 b4 b5 b6 b7

0 0 0 0 0 0 0 0 0 0 0

0 0 0 1 0 0 0 1 1 1 1

0 0 1 0 0 0 1 0 1 0 1

0 0 1 1 0 0 1 1 0 1 0

0 1 0 0 0 1 0 0 0 1 1

0 1 0 1 0 1 0 1 1 0 0

0 1 1 0 0 1 1 0 1 1 0

0 1 1 1 0 1 1 1 0 0 1

1 0 0 0 1 0 0 0 1 1 0

1 0 0 1 1 0 0 1 0 0 1

1 0 1 0 1 0 1 0 0 1 1

1 0 1 1 1 0 1 1 1 0 0

1 1 0 0 1 1 0 0 1 0 1

1 1 0 1 1 1 0 1 0 1 0

1 1 1 0 1 1 1 0 0 0 0

1 1 1 1 1 1 1 1 1 1 1

8.11 (a) 110001011; (b) x16 + x13 + x12 + x10 + x9 + x8 + x7 + x5 + x4 + x2 +
1

8.16 iIF(t) = 0.67 μA
8.17 (a) �λ = 5.6 × 10–6 nm; (b) �λ = 1.0 × 10–4 nm.
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Chapter 9
Analog Optical Fiber Channels

Abstract Although usually there is a major emphasis on digital transmission links,
in many instances it is more advantageous to transmit information in its original
analog form instead of first converting it to a digital format. For example, as a result
of the increasing use of broadband wireless communication devices, schemes have
been investigated and implemented for using analog optical fiber links for distributing
broadband microwave-frequency signals in a variety of applications. This chapter
addresses these methods, which have become known as RF-over-fiber techniques.

Historically in optical fiber networks the trend has been to use digital transmis-
sion schemes. A major reason for this was that digital integrated-circuit technology
offered a reliable and economic method of transmitting both voice and data signals.
However, in many instances it is more advantageous to transmit information in its
original analog form instead of first converting the information to a digital format.
Key applications are in microwave photonics and radio-over-fiber channels [1–9].
Most analog applications use laser diode transmitters, so the discussion here will
concentrate on this optical source.

When implementing an analog fiber optic system, themain parameters to consider
are the carrier-to-noise ratio, bandwidth, spurious-free dynamic range, and signal
distortion resulting from nonlinearities in the transmission system. Section 9.1
describes the general operational aspects and components of an analog fiber optic
link. Traditionally, in an analog system a carrier-to-noise ratio analysis is used instead
of a signal-to-noise ratio analysis, because the information signal is normally super-
imposed on a radio-frequency (RF) carrier. Thus in Sect. 9.2 carrier-to-noise ratio
requirements are examined. This is first done for a single channel under the assump-
tion that the information signal is directly modulated onto an optical carrier (e.g., a
constant laser output).

For transmitting multiple signals over the same channel, a multichannel modula-
tion technique can be used. In this method, which is described in Sect. 9.3, the infor-
mation signals are first superimposed on underlying RF subcarriers. These carriers
then are combined and the resulting electrical signal is used to modulate the optical
carrier. A limiting factor in these systems is the signal impairment arising from
harmonic and intermodulation distortions.
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As a result of the increasing use of broadband wireless communication devices,
schemes have been investigated and implemented for using analog optical fiber
links for distributing broadband microwave-frequency signals in a variety of appli-
cations. The methods for transmitting microwave analog signals in the 0.3–300-GHz
range over an optical fiber link have become known as RF-over-fiber techniques.
Section 9.4 examines the basics of these techniques. Section 9.5 gives an example
of radio-over-fiber links used for in-building distributed antenna systems to provide
wireless LAN and mobile telephony services over a single fiber.

To enable the efficient application of RF-over-fiber techniques, the field of
microwave photonics came into existence. Research in this field encompasses the
study and applications of photonic devices operating at microwave frequencies. In
addition to device developments, microwave photonics also addresses optical signal
processing at microwave speeds and the design and implementation of RF photonic
transmission systems. Section 9.6 gives a brief overview of microwave-photonic
components and their uses.

9.1 Basic Elements of Analog Links

Figure 9.1 shows the basic elements of an analog link. The transmitter contains either
an LED or a laser diode optical source. As noted in Sect. 4.5 and shown in Fig. 4.34,
in analog applications one first sets a bias point on the source approximately at the
midpoint of the linear optical output region. The analog signal can then be sent using
one of several modulation techniques. The simplest form for optical fiber links is
direct intensity modulation. This method uses an analog electrical signal to vary the
drive current of a laser diode current around the bias point. Thereby the amplitude
of the optical output from the source is in exact proportion to the message electrical
signal level. Thus the information signal is transmitted directly in the baseband.

A somewhat more complex but often more efficient method is to superimpose
the baseband signal onto an electrical subcarrier prior to intensity modulation of the
optical source. This is done using standard amplitude modulation (AM), frequency
modulation (FM), or phase modulation (PM) techniques [10]. No matter which

Fig. 9.1 Basic elements of an analog link and the major noise contributors
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method is implemented, one must pay careful attention to signal impairments in
the optical source. These include harmonic distortions, intermodulation products,
relative intensity noise (RIN) in the laser, and laser clipping.

In addition, the frequency dependence of the amplitude, phase, and group delay in
the optical fibermust be taken into account. Thus the fiber should have aflat amplitude
andgroup-delay responsewithin the passband required to send the signal free of linear
distortion. Because modal-distortion-limited bandwidth is difficult to equalize, it is
best to choose a single-mode fiber. The fiber attenuation is also important, because the
carrier-to-noise performance of the system will change as a function of the received
optical power.

The use of an optical amplifier in the link leads to additional noise, known as
amplified spontaneous emission (ASE), which is described in Chap. 11. In the optical
receiver, the principal impairments are shot noise, APDgain noise, and thermal noise.

9.2 Concept of Carrier-to-Noise Ratio

In analyzing the performance of analog systems, one usually calculates the ratio
of root-mean-square (rms) carrier power to rms noise power at the input of the RF
receiver following the photodetection process. This is known as the carrier-to-noise
ratio (CNR). For digital data, consider the use of frequency-shift keying (FSK). In
this modulation scheme, the amplitude of a sinusoidal carrier remains constant, but
the phase shifts from one frequency to another to represent binary signals. For FSK,
BERs of 10−9 and 10−15 translate into CNR values of 36 (15.6 dB) and 64 (18.0 dB),
respectively. The analysis for analog signal quality is more complex compared to
digital signals, because sometimes the signal quality depends on user perception of
images, such as in viewing a television picture. A widely used analog signal is a 525-
line studio-quality television signal. Using amplitude modulation (AM) for such a
signal requires a CNR of 56 dB, because the need for bandwidth efficiency leads
to a high signal-to-noise ratio. Frequency modulation (FM), on the other hand, only
needs CNR values of 15–18 dB.

If CNRi represents the carrier-to-noise ratio related to a particular signal contam-
inant (e.g., shot noise), then for N signal-impairment factors the total CNR is given
by Eq. (9.1).

(
1

CN Rtotal

)−1

=
N∑
i=1

(
1

CN Ri

)−1

(9.1)

For links in which only a single information channel is transmitted, the important
signal impairments include laser intensity noise fluctuations, laser clipping, photode-
tector noise, and optical amplifier noise. When multiple message channels operating
at different carrier frequencies are sent simultaneously over the same fiber, then
harmonic and intermodulation distortions arise. Furthermore, the inclusion of an
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optical amplifier gives rise to ASE noise. In principle, the three dominant factors that
cause signal impairments in a fiber link are shot noise, optical amplifier noise, and
laser clipping.

Most other degradation effects can be sufficiently reduced or eliminated.
This section examines a simple single-channel amplitude-modulated signal sent

at baseband frequencies. Section 9.3 addresses multichannel systems in which
intermodulation noise becomes important.

9.2.1 Carrier Power

To find the carrier power, first consider the signal generated at the transmitter. As
shown in Fig. 9.2, the drive current through the optical source is the sum of the fixed
bias current and a time-varying sinusoid. The source acts as a square-law device, so
that the envelope of the output optical power P(t) has the same form as the input
drive current. If the time-varying analog drive signal is s(t), then

P(t) = Pt [1 + ms(t)] (9.2)

Fig. 9.2 Biasing conditions of a laser diode and its response to analog signal modulation
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where Pt is the optical output power at the bias current level and the modulation
index m is defined by Eq. (4.56). In terms of optical power, the modulation index is
given by

m = Ppeak
Pt

(9.3)

wherePpeak andPt are defined in Fig. 9.2. Typical values ofm for analog applications
range from 0.25 to 0.50.

For a sinusoidal received signal, the carrier power C at the output of the receiver
(in units of A2) is

C = 1

2

(
m RMP

)2
(9.4)

where R is the unity gain responsivity of the photodetector, M is the photodetector
gain (M = 1 for pin photodiodes), and P̄ is the average received optical power.

9.2.2 Photodetector and Preamplifier Noises

The expressions for the photodiode and preamplifier noises are given by Eqs. (6.14)
and (6.15), respectively. These expressions then yield the following totalmean-square
photodetector noise current

〈
i2N

〉 = σ 2
N = 2q

(
i p + iD

)
M2F(M)Be (9.5)

Here, as defined in Chap. 6, i p = R P̄ is the primary photocurrent, iD is the
detector dark current,M is the photodiode gain with F(M) being its associated noise
figure, and Be is the receiver bandwidth. Then, the CNR for the photodetector only
is CNRdet = C/σ 2

N
Generalizing Eq. (6.15) for the preamplifier noise gives

〈
i2th

〉 = σ 2
th = 4kBT

Req
BeFt (9.6)

Here, Req is the equivalent resistance of the photodetector load and the preampli-
fier, and Ft is the noise factor of the preamplifier. Then, the CNR for the preamplifier
only is CNRpreamp = C/σ 2

th .

Drill Problem 9.1 A 20-km analog optical fiber link has a fiber attenuation
of 1.0 dB/km. Assume the transmitting laser diode injects an average power of
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0.1 mW into the fiber and the receiving pin photodiode receiver has a 0.6-A/W
responsivity. (a) Show that for a modulation index m = 0.5, the carrier power
at the receiver output is 1.12 × 10−10 A2. (b) If the receiver is thermal noise
limited, show that the CNR value is 2.40 × 103 if the amplifier equivalent load
resistance is 50 � with a 1.5-dB noise figure at T = 300°K and the signal is
measured in a 100 MHz bandwidth.

9.2.3 Effects of Relative Intensity Noise (RIN)

Within a semiconductor laser, fluctuations in the amplitude or intensity of the output
produce optical intensity noise. These fluctuations could arise from temperature
variations or from spontaneous emission contained in the laser output. The noise
resulting from the random intensity fluctuations is called relative intensity noise
(RIN), which may be defined in terms of the mean-square intensity variations. The
resultant mean-square noise current is given by

〈
i2RI N

〉 = σ 2
RI N = RIN(RM P̄)2Be (9.7)

Then, the CNR due to laser amplitude fluctuations only is CNRRIN = C/σ 2
RI N .

Here, the RIN, which is measured in dB/Hz, is defined by the noise-to-signal power
ratio

RIN =
〈
(�PL)

2
〉

P̄2
L

(9.8)

where
〈
(�PL)

2
〉
is the mean-square intensity fluctuation of the laser output and P̄L

is the average laser light output power. This noise decreases as the injection current
level increases according to the relationship

RIN ∝
(
IB
Ith

− 1

)−3

(9.9)

where IB is the bias current and Ith is the threshold current as shown in Fig. 9.2.
Vendor data sheets for 1550-nm DFB lasers typically quote RIN values of −152 to
−158 dB/Hz. Substituting the CNRs resulting from Eq. (9.4) through Eq. (9.7) into
Eq. (9.1) yields the following carrier-to-noise ratio for a single-channel AM system:

C

N
=

1
2

(
mRM P̄

)2
RI N

(
RM P̄

)2
Be + 2q

(
i p + iD

)
M2F(M)Be + (

4kBT/Req
)
BeFt

(9.10)
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Drill Problem 9.2 Consider a single-mode InGaAsP laser that has RIN = −
155 dB/Hz = 3.16 × 10−16 Hz−1. Suppose the laser has an average optical
output power of 2 mW. If the laser output is incident directly on a pin photode-
tector receiver that has a responsivity of 0.6 A/W and a 100-MHz bandwidth,
(a) show that the rms value of the power fluctuation in a 100-MHz bandwidth
is 3.16 × 10−7 W and (b) that the rms noise current due to the laser RIN is
2.13 × 10−7 A.

9.2.4 Limiting C/N Conditions

This section looks at some limiting conditions on C/N, which are illustrated in
Fig. 9.3. When the optical power level at the receiver is low, the preamplifier circuit
noise dominates the system noise. For this condition

(
C

N

)
limit 1

=
1
2 (mRM P̄)2(

4kBT/Req
)
BeFt

(9.11)

Fig. 9.3 Carrier-to-noise ratio limits as a function of optical power level at the receiver, showing
that RIN dominates at high powers, quantum noise gives a 1-dB drop in C/N for each 1-dB power
decrease at intermediate levels, and receiver thermal noise yields a 2-dB C/N roll-off per 1-dB drop
in received power at low light levels
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In this case, the carrier-to-noise ratio is directly proportional to the square of the
received optical power, so that for each 1-dB variation in received optical power,C/N
will change by 2 dB.

For well-designed photodiodes, the dark current is small compared with the shot
(quantum) noise for intermediate optical signal levels at the receiver. Thus, at inter-
mediate power levels the shot noise term of the photodiode will dominate the system
noise. In this case,

(
C

N

)
limit 2

=
1
2m

2R P̄

2qF(M)Be
(9.12)

so that the carrier-to-noise ratio will vary by 1-dB for every 1-dB change in the
received optical power.

If the laser has a high RIN value so that the reflection noise dominates over other
noise terms, then the carrier-to-noise ratio becomes

(
C

N

)
limit 3

=
1
2m

2

RINBe
(9.13)

which is a constant. In this case, the performance cannot be improved unless the
modulation index is increased.

Example 9.1 As an example of the limiting conditions, consider a link with a laser
transmitter and a pin photodiode receiver having the following characteristics:

Transmitter Receiver

m = 0.25 R = 0.6 A/W

RIN = − 143 dB/Hz Be = 10 MHz

Pc = 0 dBm iD = 10 nA

Req = 750 �

Ft = 3 dB

where Pc is the optical power coupled into the fiber. To see the effects of the different
noise terms on the carrier-to-noise ratio, Fig. 9.3 shows a plot of C/N as a function
of the optical power level at the receiver. For high levels of received power the
source noise dominates to give a constant C/N. At intermediate levels, the quantum
noise (shot noise) is the main contributor, with a 1-dB drop in C/N for every 1-dB
decrease in received optical power. For low light levels, the thermal noise of the
receiver is the limiting noise term, yielding a 2-dB rolloff in C/N for each 1-dB drop
in received optical power. It is important to note that the limiting factors can vary
significantly depending on the transmitter and receiver characteristics. For example,
for low-impedance amplifiers the thermal noise of the receiver can be the dominating
performance limiter for all practical link lengths (see Problem 9.1).
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9.3 Multichannel Amplitude Modulation

The initial widespread application of analog fiber optic links, which started in the late
1980s, was to CATV networks [11]. These coax-based television networks operate
in a frequency range from 50 to 88 MHz and from 120 to 550 MHz. The band from
88 to 120MHz is not used, because it is reserved for FM radio broadcast. The CATV
networks can deliver over 80 amplitude-modulated vestigial-sideband (AM-VSB)
video channels, each having a noise bandwidth of 4MHzwithin a channel bandwidth
of 6 MHz with signal-to-noise ratios exceeding 47 dB. To remain compatible with
existing coax-based networks, a multichannel AM-VSB format is chosen for the
fiber optic system.

Figure 9.4 depicts the technique for combining N independent messages. An
information bearing signal on channel i amplitude modulates a carrier wave that has
a frequency f i, where i = 1, 2, …, N. An RF power combiner then sums these N
amplitude-modulated carriers to yield a composite frequency-division-multiplexed
(FDM) signal that intensity modulates a laser diode. Following the optical receiver, a
bank of parallel bandpass filters separates the combined carriers back into individual
channels. The individual message signals are recovered from the carriers by standard
RF techniques.

For a large number of FDM carriers with random phases, the carriers add on a
power basis. Thus, for N channels the optical modulation index m is related to the
per channel modulation index mi by

m =
(

N∑
i=1

m2
i

)1/2

(9.14)

If each channel modulation index mi has the same value mc, then

m = mcN
0.5 (9.15)

Fig. 9.4 Standard technique for frequency-division multiplexing of N independent information-
bearing signals
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As a result, when N signals are frequency multiplexed and used to modulate a
single optical source, the carrier-to-noise ratio of a single channel is degraded by 10
log N. If only a few channels are combined, the signals will add in voltage rather
than power, so that the degradation will have a 20 log N characteristic.

When multiple carrier frequencies pass through a nonlinear device such as a
laser diode, signal products other than the original frequencies can be produced.
These undesirable signals are called intermodulation products, and they can cause
serious interference in both in-band and out-of-band channels. The result is a degra-
dation of the transmitted signal. Among the intermodulation products, generally only
the second-order terms and third-order terms are considered because higher-order
products tend to be significantly smaller.

Third-order intermodulation (IM) distortion products at frequencies f i + f j − f k
(which are known as triple-beat IM products) and 2f i − f j (which are known as
two-tone third-order IM products) are the most dominant, because many of these fall
within the bandwidth of a multichannel system. For example, a 50-channel CATV
network operating over a standard frequency range of 55.25–373.25 MHz has 39
second-order IM products at 54.0MHz and 786 third-order IM tones at 229.25MHz.
The amplitudes of the triple-beat products are 3-dB higher than the two-tone third-
order IM products. In addition, because there are N(N − 1)(N − 2)/2 triple-beat
terms compared with N(N − 1) two-tone third-order terms, the triple- beat products
tend to be the major source of IM noise.

If a signal passband contains a large number of equally spaced carriers, several IM
terms will exist at or near the same frequency. This so-called beat stacking is additive
on a power basis. For example, for N equally spaced equal-amplitude carriers, the
number of third-order IM products that fall right on the rth carrier is given by [12]

D1,2 = 1

2

{
N − 2 − 1

2

[
1 − (−1)N

]
(−1)r

}
(9.16)

for two-tone terms of the type 2f i − f j, and by

D1,1,1 = r

2
(N − r + 1) + 1

4

{
(N − 3)2 − 5 − 1

2

[
1 − (−1)N

]
(−1)N+r

}
(9.17)

for triple-beat terms of the type fi + f j − fk .
Whereas the two-tone third-order terms are fairly evenly spread through the oper-

ating passband, the triple-beat products tend to be concentrated in the middle of the
channel passband, so that the center carriers receive the most intermodulation inter-
ference. Tables 9.1 and 9.2 show the distributions of the third-order triple-beat and
two-tone IM products for the number of channels N ranging from 1 to 8.

The results of beat stacking are referred to as composite second order (CSO) and
composite triple beat (CTB) and they describe the performance of multichannel AM
links. The word composite means that the overall distortion is due to a collection of
discrete distortions. CSO and CTB are defined as [1, 12, 13]
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Table 9.1 Distribution of the number of third-order triple-beat intermodulation products for the
number of channels N ranging from 1 to 8

N r

1 2 3 4 5 6 7 8

1 0

2 0 0

3 0 1 0

4 1 2 2 1

5 2 4 4 4 2

6 4 6 7 7 6 4

7 6 9 10 11 10 9 6

8 9 12 14 15 15 14 12 9

Table 9.2 Distribution of the number of third-order two-tone intermodulation products for the
number of channels N ranging from 1 to 8

N r

1 2 3 4 5 6 7 8

1 0

2 0 0

3 1 0 1

4 1 1 1 1

5 2 1 2 1 2

6 2 2 2 2 2 2

7 3 2 3 2 3 2 3

8 3 3 3 3 3 3 3 3

CSO = peak carrier power

peak power in composite 2nd-order IM tone
(9.18)

and

CTB = peak carrier power

peak power in composite 3rd-order IM tone
(9.19)
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9.4 Spurious-Free Dynamic Range

The dynamic range of an analog link is defined in relation to two-tone third-order
intermodulation frequencies. First consider two large equal-power signals at funda-
mental frequencies f 1 and f 2, as shown in Fig. 9.5. These two signals will produce
second-order modulation products at 2f 1, 2f 2, and f 1 ± f 2, and third-order inter-
modulation products at frequencies 2f 1 ± f 2 and 2f 2 ± f 1. The second-order terms
normally fall outside of the passband of a system, so they can be ignored. However,
the third-order products are of concern because they could fall on a signal frequency
within the system bandwidth and cannot be removed by a simple filtering tech-
nique. To determine the system operating requirements, consider the case shown
in Fig. 9.5. Here a third-order intermodulation product (dashed line) resulting from
the two strongest fundamental carriers falls at the frequency where the weakest
channel operates. The parameter �P is the power difference between the strongest
and weakest channels, and CNRmin is the minimum required carrier-to-noise ratio
for the weakest signal. For the case shown in Fig. 9.5, the intermodulation products
resulting from the strongest equal-power fundamental carriers are equal to the noise
floor.

For standard analog links the third-order intermodulation distortion (designated
by IMD3) varies as the cube of the RF input power. Figure 9.6 shows this relationship
and also shows the linear relationship of the output power of the fundamental carriers
as a function of the RF input power. The spurious-free dynamic range (SFDR) is

Fig. 9.5 The relationship of third-order intermodulation products (dashed line) to system operating
requirements
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Fig. 9.6 SFDR is the ratio of the power in the fundamental carrier to the IMD3 at the input power
level where the IMD3 where the IMD3 power equals the noise level

defined as the ratio between the powers in the fundamental carrier and the third-
order intermodulation at that power level where the IMD3 is equal to the noise
floor. This means that the SFDR is the usable dynamic range before spurious noise
interferes with or distorts the fundamental signal. Thus, referring back to Fig. 9.5,
the SFDR must be larger than CNRmin +�P.

In Fig. 9.6 the point IP3 designates the input power at which the IMD3 is equal
to the output carrier power. From the curves in Fig. 9.6 the SFDR is given by

SFDR = 2

3
10 log

I P3

Nout Rload
(9.20)

Here Nout is the total output noise power and Rload is the detector load resistance.
The SFDR is measured in units of dB · Hz2/3. Many different measurements of SFDR
that have been reported in the literature are summarized in Ref. [14]. The general
trends of these measurement values as a function of frequency are that directly
modulated microwave links can have a large SFDR (up to 125 dB · Hz2/3 at 1 GHz),
but the SFDRdecreases significantly as the frequency increases beyond about 1GHz.
This is due to inherent distortion effects in the laser, which get worse as the operating
frequency gets closer to the relaxation-oscillation peak (see Fig. 4.27). The SFDR
for externally modulated links is not as high below 1 GHz as for direct modulation
setups, but it remains at the upper level out to higher frequencies. For example,
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links using a Mach–Zehnder interferometer-based modulator are able to maintain a
112-dB · Hz2/3 SFDR out to about 17 GHz.

Drill Problem 9.4 Consider an analog link that has equal signal powers at
frequencies 3.000 and 3.001GHz. Show that (a) second-order harmonics occur
at 6.000 and 6.002 GHz; (b) second-order intermodulation spurs occur at 0.001
and 6.001 GHz; and (c) third-order intermodulation spurs occur at 2.999 and
3.002 GHz.

9.5 Radio-Over-Fiber Links

The transition in the use of wireless devices from pure voice communications to a
wide selection of broadband services created much interest in developing radio-over-
fiber (ROF) links [2–9]. The convergence of optical and wireless access networks is
driven by the need to have seamless connectivity between an access network and both
stationary and fast-moving mobile users at data rates of at least 2.5 Gb/s. The imple-
mentations of ROF links include the interconnection of antenna base stations with a
central controlling office in a wireless access network, access to wireless services for
indoor environments (e.g., large office buildings, airport departure lounges, hospi-
tals, conference centers, hospitals, and hotel rooms), and connections to personal
area networks in homes. Services of interest to mobile users include broadband
Internet access, fast peer-to-peer file transfers, high-definition video, and online
multiparty gaming. Depending on the network type, the optical links can use single-
mode fibers, 50- or 62.5-µm core-diameter multimode glass fibers, or large-core
multimode polymer optical fibers.

One application of radio-over-fiber technology is in broadband wireless access
networks for interconnecting antenna base stations (BSs) with the central controlling
office. Figure 9.7 shows the basic network architecture for such a scheme. Here a
number of antenna base stations provide wireless connectivity to subscribers by
means of millimeter-wave frequencies. Subscribers are located up to 1 km from a
local base station. The transmission range around a BS is called amicrocell (diameter
less than 1 km) or a picocell or hotspot (radii ranging from 5 to 50 m). The BSs
are connected to a microcell control station (CS) in the central office, which is
responsible for functions such as RF modulation and demodulation, channel control,
and switching and routing of customer calls.
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Fig. 9.7 Radio-over-fiber concept of a broadband wireless access network for interconnecting
antenna base stations with the central controlling office

9.6 Microwave Photonics

Thefield ofmicrowave photonics encompasses the study and applications of photonic
devices operating at microwave frequencies. The key components being developed
and applied include the following:

• High-frequency low-loss external optical modulators that have linear transfer
functions and can withstand continuous-wave optical powers up to 60 mW

• Optical sources with high slope efficiencies and low RIN that can be modulated
at tens of GHz

• High-speed photodiodes and optical receivers that can respond to signal frequen-
cies of 20–60 GHz

• Microwave photonic filters that perform the same tasks as standard RF filters.

In addition to device developments, microwave photonics also addresses optical
signal processing at microwave speeds and the design and implementation of
RF photonic transmission systems. For example, applications of photonic signal
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processing at multiple-gigahertz sampling frequencies include signal filtering,
analog-to-digital conversion, frequency conversion and mixings, signal correlation,
generation of arbitrary waveforms, and beam-forming methodologies for phased
array radars.

9.7 Summary

Although digital transmission techniques have been usedmost widely in optical fiber
communication links, sometimes it is more advantageous to transmit information in
its original analog form instead of first converting it to a digital format. In fact, as a
result of the emerging use of broadband wireless communication devices, schemes
have been investigated and implemented for using analog optical fiber links for
distributing broadband microwave-frequency signals in a variety of applications.

The transition in the use of wireless devices from pure voice communications to
a wide selection of broadband services created much interest in developing radio-
over-fiber (ROF) links. The convergence of optical and wireless access networks is
driven by the need to have seamless connectivity between an access network and both
stationary and fast-moving mobile users at data rates of at least 2.5 Gb/s. The imple-
mentations of ROF links include the interconnection of antenna base stations with a
central controlling office in a wireless access network, access to wireless services for
indoor environments (e.g., large office buildings, airport departure lounges, hospi-
tals, conference centers, hospitals, and hotel rooms), and connections to personal
area networks in homes. Services of interest to mobile users include broadband
Internet access, fast peer-to-peer file transfers, high-definition video, and online
multiparty gaming. Depending on the network type, the optical links can use single-
mode fibers, 50- or 62.5-µm core-diameter multimode glass fibers, or large-core
multimode polymer optical fibers.

Problems

9.1 Commercially available wideband receivers have equivalent resistances Req =
75 �. With this value of Req and letting the remaining transmitter and receiver
parameters be the same as in Example 9.1, plot the total carrier- to-noise ratio
and its limiting expressions, as given by Eq. (9.10) through Eq. (9.13), for
received power levels ranging from 0 to −16 dBm. Show that the thermal noise
of the receiver dominates over the quantum noise at all power levels when Req

= 75 �.
9.2 Consider a five-channel frequency-division-multiplexed (FDM) system having

carriers at f 1, f 2 = f 1 + �, f 3 = f 1 + 2�, f 4 = f 1 + 3�, and f 5 = f 1 +
4�, where � is the spacing between carriers. On a frequency plot, show the
number and location of the triple-beat and two-tone third-order intermodulation
products.

9.3 Suppose an engineer wants to frequency-division multiplex
60 FM signals. If 30 of these signals have a per-channel modulation index mi
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= 3% and the other 30 signals havemi = 4%, find the optical modulation index
of the laser.

9.4 Consider an analog system having 120 channels, each modulated at 2.3%. The
link consists of 12 km of single-mode fiber having a loss of 1 dB/km, plus a
connector having a 0.5-dB loss on each end. The laser source couples 2 mW of
optical power into the fiber and has RIN = −135 dB/Hz. The pin photodiode
receiver has a responsivity of 0.6 A/W, Be = 5 GHz, iD = 10 nA, Req = 50 �,
and Ft= 3 dB. Find the carrier-to-noise ratio for this system.

9.5 What is the carrier-to-noise ratio for the system described in Prob. 9.4 if the
pin photodiode is replaced with an InGaAs avalanche photodiode havingM =
10 and F(M) = M0.7?

9.6 Consider a 32-channel FDM systemwith a 4.4%modulation index per channel.
Let RIN = –135 dB/Hz, and assume the pin photodiode receiver has a
responsivity of 0.6A/W, Be = 5 GHz, iD = 10 nA, Req = 50 �, and Ft =
3 dB.

(a) Find the carrier-to-noise ratio for this link if the received optical power is
−10 dBm.

(b) Find the carrier-to-noise ratio if the modulation index is increased to 7%
per channel and the received optical power is decreased to −13 dBm.

Answers

9.2

f1 f2 f3 f4 f5

Transmission
system

Triple-
beat
products

2-tone
3rd order

9.3 From Eq. (9.14), the total optical modulation index is 0.274 = 27.4%.
9.4 From Eq. (9.14), the total optical modulation index is 0.25 = 25.0%.

The received power is −10 dBm = 100 µW.
The carrier power is 0.5(15 × 10−6 A)2.
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The source noise is, with RIN = −135 dB/Hz = 3.162 × 10−14/Hz,

〈
i2s

〉 = RIN(RP)2Be = 5.69 × 10−13A2

The shot noise is

〈
i2shot

〉 = 2q(RP + iD)Be = 9.5 × 10−14A2

The thermal noise is

〈
i2th

〉 = 4KBT

Req
Fe = 8.25 × 10−13A2

Thus the carrier-to-noise ratio is C/N = 75.6
or in dB: C/N = 10 log 75.6 = 18.8 dB.

9.5 When an APD is used, the carrier power and the shot noise change.
The carrier power is 0.5 (15 × 10−5 A2).
The shot noise is

〈
i2shot

〉 = 2q(RP + iD)M2F(M)Be = 4.76 × 10−10 A2

Thus the carrier-to-noise ratio is C/N = 236.3 or in dB, C/N = 23.7 dB.

9.6 (a) The modulation index is m =
[

32∑
i=1

(0.044)2
]1/2

= 0.25.

The received power is −10 dBm = 100 µW.
The rest of the answers for part (a) are the same as in Problem 9.4.

(b) The modulation index is m =
[

32∑
i=1

(0.07)2
]1/2

= 0.396.

The received power is −13 dBm = 50 µW.
The carrier power is 0.5(1.19 × 10−5 A)2 = 7.06 × 10−11 A2.
The source noise is, with RIN = −135 dB/Hz = 3.162×10−14/Hz.

〈
i2s

〉 = RIN(RP)2Be = 1.42 × 10−13A2

The shot noise is

〈
i2shot

〉 = 2q(RP + iD)Be = 4.8 × 10−14A2

The thermal noise is

〈
i2th

〉 = 4kBT

Req
Fe = 8.25 × 10−13 A2

Thus the carrier-to-noise ratio is C/N = 69.6
or in dB: C/N = 10 log 69.6 = 18.4 dB.
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Chapter 10
Wavelength Division Multiplexing
(WDM)

Abstract Wavelength division multiplexing or WDM allows the combining of
a number of independent information-carrying wavelengths onto the same fiber,
because of the wide spectral region in which optical signals can be transmitted
efficiently. This chapter addresses the operating principles of WDM, describes a
wide array of optical sources and passive components needed to implement WDM
links, examines the functions of a generic WDM link, and discusses the internation-
ally standardized spectral grids that designate independent channels for wavelength
multiplexing schemes.

A distinctive operational feature of an optical fiber is that it has a wide spectral region
in which optical signals can be transmitted efficiently. For full-spectrum fibers used
over long distances this region includes an over 400-nm spectrum in the O-band
through the L-band, whereas the 260-nm spectrum in the T-band can be employed
for shorter links such as in data centers. The light sources used in high-capacity
optical fiber communication systems emit in a narrow wavelength band of less than
1 nm, so many different independent optical channels can be used simultaneously in
different segments of a desired wavelength range. The technology of combining a
number of such independent information-carrying wavelengths onto the same fiber
is known as wavelength division multiplexing or WDM [1–6].

Section 10.1 addresses the operating principles of WDM, examines the func-
tions of a generic WDM link, and discusses the internationally standardized spectral
grids that designate independent channels for wavelength multiplexing schemes.
Sections 10.2 through 10.6 describe various categories of passive optical compo-
nents that are needed to insert separate wavelengths into a fiber at the transmitting
end and separate them into individual channels at the destination. An important factor
in deploying these components in a WDM system is to avoid inter-channel interfer-
ence by ensuring that optical signal power from one channel does not drift into the
spectral territory occupied by adjacent channels.

Applications of WDM techniques are found in all levels of communication
links including long-distance terrestrial and undersea transmission systems, metro
networks, data center links, and fiber-to-the-premises (FTTP) networks. Chapter 13
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shows how WDM methodologies apply to several categories of communication
networks.

10.1 Concepts of WDM

The original optical fiber links that were deployed around 1980 consisted of simple
point-to-point connections. These links contained a single fiber with one light source
at the transmitting end and one photodetector at the receiving end. In these early
systems, signals from different light sources used separate and uniquely assigned
optical fibers. Because the spectral width of a typical laser source occupies only
a narrow slice of optical bandwidth, these simplex systems greatly underutilize the
large bandwidth capacity of a fiber. The first use ofWDMwas to upgrade the capacity
of installed point-to-point transmission links. This was achieved with wavelengths
that were separated from several tens up to 200 nm in order not to impose strict
wavelength-tolerance requirements on the different laser sources and thewavelength-
separating components at the receiving end.

With the advent of high-quality light sources with extremely narrow spectral
emission widths (less than 1 nm), many independent wavelength channels spaced
less than a nanometer apart could be placed simultaneously on the samefiber. Thus the
use of WDM allows a dramatic increase in the capacity of an optical fiber compared
to the original simple point-to-point link that carried only a single wavelength. For
example, if each wavelength supports an independent transmission rate of 10 Gb/s,
then each additional channel provides the fiber with significantly more capacity.
Another advantage ofWDM is that the various optical channels can support different
transmission formats. Thus, by using separate wavelengths, differently formatted
signals at any data rate can be sent simultaneously and independently over the same
fiber without the need for a common signal structure.

10.1.1 WDM Operational Principles

A characteristic of WDM is that the discrete wavelengths form an orthogonal set
of carriers that can be separated, routed, and switched without interfering with each
other. This isolation between channels holds as long as the total optical power inten-
sity is kept sufficiently low to prevent nonlinear effects such as stimulated Brillouin
scattering and four-wave mixing processes from degrading the link performance (see
Chap. 12).

The implementation of sophisticatedWDMnetworks requires a variety of passive
and active devices to combine, distribute, isolate, and amplify optical power at
different wavelengths. Passive devices require no external control for their operation,
so they are somewhat limited in their application flexibility. These components are
mainly used to split and combine or tap off optical signals. Thewavelength-dependent
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Fig. 10.1 Implementation of a typicalWDMnetwork containing various types of optical amplifiers

performance of active devices can be controlled electronically or optically, thereby
providing a large degree of network flexibility. As later chapters discuss, activeWDM
components include optical amplifiers, wavelength switches, and optical wavelength
converters.

Figure 10.1 shows the implementation of passive and active components in a
typical WDM link containing various types of optical amplifiers (see Chap. 11).
At the transmitting end there are several independently modulated light sources,
each emitting signals at a unique wavelength. Here a wavelength multiplexer is
needed to combine these optical outputs into a continuous spectrum of signals and
couple them onto a single fiber. At the receiving end a wavelength demultiplexer is
required to separate the optical signals into appropriate detection channels at different
wavelengths for signal processing. Examples of active devices within the link are
various types of optical amplifiers used to compensate for power losses along the
transmission path (see Chap. 11).

As Fig. 10.2 shows, there are many independent operating regions across the
spectrum ranging from the O-band through the L-band in which narrow-linewidth
optical sources can be used simultaneously. These regions can be viewed either
in terms of spectral width (the wavelength band occupied by the light signal) or by
means of optical bandwidth (the frequency band occupied by the light signal). To find
the optical bandwidth corresponding to a particular spectral width in these regions,
consider the fundamental relationship c = λν, which relates the wavelength λ to the
carrier frequency ν, where c is the speed of light. Differentiating this equation yields
for �λ � λ2

|�v| = c

λ2
|�λ| (10.1)

where the frequency deviation �ν corresponds to the wavelength deviation �λ

around λ.
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Fig. 10.2 The transmission-band widths in the O-band and C-band (the 1310-nm and 1550-nm
windows) allow the use of many simultaneous channels for sources with narrow spectral widths,
such as the ITU-T standard 100-GHz channel spacing for WDM

Example 10.1 Consider a fiber that has the attenuation characteristic shown in
Fig. 10.2. What are the usable spectral bands (a) in the O-band centered at 1420 nm;
(b) in the combined S-band and C-band with a 1520-nm center wavelength?

Solution: (a) From Eq. (10.1) the optical bandwidth is �ν = 14 THz for a usable
spectral band�λ = 100 nm covering the O-band with a 1420-nm center wavelength.

(b) Similarly, �ν = 14 THz for a usable spectral band �λ = 105 nm in the
low-loss region covering the S-band and C-band with a 1520-nm center wavelength.

The operational frequency band allocated to a particular light source normally
ranges from 25 to 100GHz (or equivalently, a spectral band of 0.25–0.8 nm at a 1550-
nm wavelength). The exact width of the frequency or spectral band that is selected
needs to take into account possible drifts in the peak wavelength emitted by the laser
and temporal variations in the wavelength response of other link components. These
parameter changes can result from effects such as component aging or temperature
variations.

Depending on the frequency bands chosen for the optical transmission link, many
operational regions are available in the various spectral bands. The engineering chal-
lenge for using such a large number of light sources, each of which is emitting at
a different wavelength, is to ensure that each source is spaced sufficiently far from
its neighbors so as not to create interference between them. This means that highly
stabilized optical transmitters are needed so that the integrities of the independent
message streams from each source are maintained for subsequent conversion back
to electrical signals at the receiving end. For example, a designated source might
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be specified to have a wavelength of 1557.363 ± 0.005 nm (or equivalently, 192.50
THz).

Example 10.2 Consider a spectral band of 0.8 nm (or equivalently, amean frequency
spacing of 100 GHz at a 1550-nm wavelength) within which lasers with narrow
linewidths are transmitting. How many of such signal channels fit into (a) the C
band, and (b) the combined S-band and C-band?

Solution: (a) Because the C-band ranges from 1530 to 1565 nm, one can have N =
(35 nm)/(0.8 nm per channel) = 43 independent signal channels.

(b) Because the combined S-band and C-band cover the 1460- to-1565 nm range,
one can haveN = (105 nm)/(0.8 nm per channel)= 131 independent signal channels.

Example 10.3 Assume that a 16-channel WDM system has a uniform channel
spacing �ν = 200 GHz and let the frequency νn correspond to the wavelength
λn. Let the wavelength λ1 = 1550 nm. Calculate the wavelength spacing between
the first two channels (channels 1 and 2) and between the last two channels (channels
15 and 16). From the result, what can be concluded about using an equal-wavelength
spacing definition in this wavelength band instead of the standard equal-frequency
channel spacing specification?

Solution: To find the wavelength spacing between the first two channels (channels 1
and 2), first look at the frequency difference between these channels. The frequency
for channel N is given by νN = ν1 + (N − 1)�ν, where �ν = 200 GHz. Therefore,

ν1 = c/λ1 = (3 × 108 m/s)/(1550 nm) = 193.5483 THz yields.
λ2 = c/ν2 = c/[ν1 + (2 − 1)�ν] = (3 × 108 m/s)/[193.5483 + 0.2 THz] =

1548.40 nm.Thus betweenλ1 andλ2 the channel spacing is�λ= 1.60 nm. Similarly.
λ15 = c/ν15 = c/[ν1 + (15 − 1)�ν] = (3 × 108 m/s)/[193.5483 + 2.8] =

1527.90 nm. and
λ16 = c/ν16 = c/[ν1 + (16 − 1)�ν] = (3 × 108 m/s)/[193.5483 + 3.0] =

1526.34 nm. Thus between λ15 and λ16 the channel spacing is �λ = 1.55 nm.
This shows that the spacing betweendifferent adjacentwavelengths is not uniform.

Because the channel spacing difference at the wavelength extremes in this case is
small (about 3%), an equal-wavelength approximation is close to an equal-frequency
spacing definition.

10.1.2 Standards for WDM

Because WDM is essentially frequency division multiplexing at optical carrier
frequencies, theWDM standards developed by the International Telecommunication
Union (ITU) specify channel spacing in terms of frequency [7–10]. A key reason for
selecting a frequency spacing that is fixed, rather than a wavelength spacing that is
constant, is thatwhen locking a laser to a particular operatingmode, it is the frequency
of the laser that is fixed. Recommendation G.692 was the first ITU-T specification
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for WDM. This document specifies selecting the channels from a grid of frequen-
cies referenced to 193.100 THz (1552.524 nm) and spacing them 100 GHz (about
0.8 nm at 1550 nm) apart. Suggested alternative spacings in G.692 include 50 GHz
and 200 GHz, which correspond to spectral widths of 0.4 and 1.6 nm, respectively,
at 1550 nm.

Historically the term dense WDM (DWDM) generally referred to small wave-
length separations. The ITU-T Recommendation G.694.1 is aimed specifically at
DWDM. This document specifies WDM operation in the S-, C-, and L-bands for
high-quality, high-rate metro area network (MAN) and wide area network (WAN)
services. It calls for narrow frequency spacings of 100–12.5GHz (or, equivalently, 0.8
to 0.1 nm at 1550 nm). This implementation requires the use of stable, high-quality,
temperature-controlled and wavelength-controlled (frequency-locked) laser diode
light sources. For example, the wavelength-drift tolerances for 25-GHz channels are
±0.02 nm.

Table 10.1 lists part of the ITU-T G.694.1 dense WDM frequency grid for 100-
GHz and 50-GHz spacings in the L- and C-bands. The column labeled “50-GHz
offset” means that for the 50-GHz grid, one interleaves these 50-GHz values with
the 100-GHz spacings. For example, the 50-GHz channels in the L-band would be
at 186.00, 186.05, 186.10 THz, and so on. Note that when the frequency spacing is
uniform, the wavelengths are not spaced uniformly because of the relationship given
in Eq. (10.1).

To designate which C-band channel is under consideration in 100-GHz appli-
cations, the ITU-T uses a channel numbering convention. For this, the frequency
19 N.M THz is designated as ITU channel number NM. For example, the frequency
194.3 THz is ITU channel 43.

Table 10.1 Portion of the ITU-T G.694.1 dense WDM grid for 100- and 50-GHz spacings in the
L- and C-bands

L-band C-band

100-GHz 50-GHz offset 100-GHz 50-GHz offset

THz nm THz nm THz nm THz nm

186.00 1611.79 186.05 1611.35 191.00 1569.59 191.05 1569.18

186.10 1610.92 186.15 1610.49 191.10 1568.77 191.15 1568.36

186.20 1610.06 186.25 1609.62 191.20 1576.95 191.25 1567.54

186.30 1609.19 186.35 1608.76 191.30 1567.13 191.35 1566.72

186.40 1608.33 186.45 1607.90 191.40 1566.31 191.45 1565.90

186.50 1607.47 186.55 1607.04 191.50 1565.50 191.55 1565.09

186.60 1606.60 186.65 1606.17 191.60 1564.68 191.65 1564.27

186.70 1605.74 186.75 1605.31 191.70 1563.86 191.75 1563.45

186.80 1604.88 186.85 1604.46 191.80 1563.05 191.85 1562.64

186.90 1604.03 186.95 1603.60 191.90 1562.23 191.95 1561.83
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Fig. 10.3 Spectral grid for coarse wavelength-division multiplexing (CWDM)

The concept of coarse WDM (CWDM) emerged from the combination of the
production of full-spectrum (low-water-content) G.652C and G.652D fibers, the
development of relatively inexpensive optical sources, and the desire to have low-
cost optical links operating in access networks and local area networks. The ITU-
T Recommendation G.694.2 defines the spectral grid for CWDM. As shown in
Fig. 10.3, the CWDM grid is made up of 18 wavelengths defined within the range
1270–1610 nm (O-band through L-band) spaced by 20 nm with wavelength-drift
tolerances of ±2 nm. This can be achieved with inexpensive light sources that are
not temperature controlled.

The ITU-T Recommendation G.695 outlines optical interface specifications for
multiple-channel CWDM over distances of 40 and 80 km. Both unidirectional and
bidirectional systems (such as used in passive optical network applications) are
included in the recommendation. The applications for G.695 cover all or part of
the 1270-to-1610-nm range. The main deployments are for single-mode fibers, such
as those specified in ITU-T Recommendations G.652 and G.655.

10.2 Passive Optical Couplers

Passive devices operate completely in the optical domain to split and combine light
streams. They includeN ×N couplers (withN ≥ 2), power splitters, power taps, and
star couplers. These components can be fabricated either from optical fibers or by
means of planar optical waveguides usingmaterial such as lithium niobate (LiNbO3),
InP, silica, silicon oxynitride, or various polymers.

Most passive WDM devices are variations of a star-coupler concept. Figure 10.4
shows a generic star coupler, which can perform both power combining and power
splitting. In the broadest application, star couplers combine the light streams from
two ormore input fibers at the transmitting end and divide them among several output
fibers at the destination. In the general case the splitting is done uniformly for all
wavelengths, so that each of the N outputs receives 1/N of the power entering the
device, as indicated in Fig. 10.4. A common fabrication method for anN ×N splitter
is to fuse together N single-mode fibers that have thinned core-cladding regions over
a lengthWof a fewmillimeters. The optical power inserted through one of theN fiber
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Fig. 10.4 Basic star coupler concept for combining or splitting optical powers

entrance ports gets divided uniformly into the cores of the N output fibers by means
of evanescent power coupling through the thinned claddings in the fused region (see
Sect. 10.2.1).

In principle, any size star coupler can be made, provided that all fibers can be
heated uniformly during the coupler fabrication process. Couplers with 64 inputs
and outputs are possible, although more commonly the size tends to be less than 10.
One simple device is a power tap. Taps are nonuniform 2× 2 couplers used to extract
a small portion of optical power from a fiber line for monitoring signal quality.

The three fundamental technologies for making passive components are based
on optical fibers, integrated optical waveguides, and bulk micro-optics. The next
sections describe the physical principles of several simple examples of fiber-based
and integrated-optic devices to illustrate the fundamental operating principles.
Couplers using micro-optic designs are not widely used because the strict tolerances
required in the fabrication and alignment processes affect their cost, performance,
and robustness.

10.2.1 The 2 × 2 Fiber Coupler

When discussing couplers and splitters, it is customary to refer to them in terms of
the number of input and output ports on the device. For example, a device with two
inputs and two outputs would be called a “2 × 2 coupler.” In general, an N × M
coupler has N inputs and M outputs.

The 2 × 2 coupler [11–13] is a simple fundamental device that can be used to
demonstrate the operational principles. A common construction is the fused-fiber
coupler. The coupler is fabricated by twisting together, melting, and pulling two
single-mode fibers so they get fused together over a uniform section of length W,
as shown in Fig. 10.5. Each input and output fiber has a long tapered section of
length L, because the transverse dimensions are gradually reduced down to that of
the coupling region when the fibers are pulled during the fusion process. The total
draw length is Ldraw = 2L + W. This device is known as a fused biconical tapered
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Fig. 10.5 Cross-sectional view of a fused-fiber coupler having a coupling regionWand two tapered
regions of length L, which gives a 2L + W coupler draw length

coupler. In Fig. 10.5, the parameter P0 is the input power, P1 is the throughput
power, and P2 is the power coupled into the second fiber. The parameters P3 and P4

are extremely low signal levels (−50 to −70 dB below the input level) that result
from backward reflections and from scattering due to bending in and packaging of
the device, respectively.

As the input light P0 propagates along the taper in fiber 1 and into the coupling
region W, there is a significant decrease in the V number owing to the reduction
in the ratio r/λ [see Eq. (2.27)]. Here r is the reduced fiber radius and λ is the
wavelength of the input optical power. Consequently, as the optical signal enters
the coupling region, an increasingly larger portion of the input field now propagates
outside the core of the fiber. This portion of the field thus penetrates through the
thinned cladding regions and gets coupled into the adjacent fiber, as indicated by the
heavy arrows. Depending on the dimensioning of the coupling region, any desired
fraction of this decoupled field can be transferred into the other fiber. By making
the tapers very gradual, only a negligible fraction of the incoming optical power is
reflected back into either of the input ports. Thus these devices are also known as
directional couplers.

The optical power coupled from one fiber to another can be varied through three
parameters: the axial length of the coupling region over which the fields from the
two fibers interact; the size of the reduced radius r in the coupling region; and the
spacing between the axes of the two coupled fibers. In making a fused fiber coupler,
the coupling length W is normally fixed by the width of the heating flame, so that
only L and r change as the coupler is elongated. Typical values forW and L are a few
millimeters, the exact values depending on the coupling ratios desired for a specific
wavelength. During fabrication the input and output powers from different ports can
be monitored in real time until the desired coupling ratio is reached. Assuming that
the coupler is lossless, the expression for the power P2 coupled from one fiber to
another over an axial distance z is
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P2 = P0 sin
2(κz) (10.2)

where κ is the coupling coefficient describing the interaction between the fields in
the two fibers. By conservation of power, for identical-core fibers it follows that

P1 = P0 − P2 = P0
[
1 − sin2(κz)

] = P0 cos
2(κz) (10.3)

This shows that the phase of the driven fiber always lags 90° behind the phase of
the driving fiber, as Fig. 10.6a illustrates. Thus, when power is launched into fiber
1, at z = 0 the phase in fiber 2 lags 90° behind that in fiber 1. This lagging phase
relationship continues for increasing path length z, until at a distance that satisfies
κz = π/2, all of the power has been transferred from fiber 1 to fiber 2. Now fiber 2
becomes the driving fiber, so that for π/2 ≤ κz ≤ π the phase in fiber 1 lags behind
that in fiber 2, and so on. As a result of this phase relationship, the 2 × 2 coupler is a
directional coupler.That is, no energy can be coupled into a wave traveling backward
in the negative-z direction in the driven waveguide.

Fig. 10.6 a Normalized
coupled powers P2/P0 and
P1/P0 as functions of the
coupler draw length for a
1300-nm power level P0
launched into fiber 1;
b dependence on wavelength
of the coupled powers in the
completed 15-mm-long
coupler
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Example 10.4 The coupling coefficient κ is a complex parameter that depends on a
variety of factors, such as the wavelength, the core and cladding refractive indices of
the fibers, the fiber radius a, and the spacing d between the axes of the two coupled
fibers. A simplified and accurate empirical expression for κ in a directional coupler
made from two identical step-index fibers is given by [14].

κ = π

2

√
δ

a
exp

[−(
A + Bx + Cx2

)]

where x = d/a

δ = n21 − n22
n21

A = 5.2789 − 3.663V + 0.3841V 2

B = −0.7769 + 1.2252V − 0.0152V 2

C = −0.0175 − 0.0064V − 0.0009V 2

with V defined by Eq. (2.27). Consider two fibers for which n1 = 1.4532, n2 =
1.4500, and a = 5.0 μm. If the spacing between the centers of the fibers is d =
12 μm, what is the coupling coefficient κ at a 1300-nm wavelength?

Solution: Using Eq. (2.27) it follows that V = 2.329. From the above equation the
coupling coefficient is

κ = 20.8 exp
[−(−1.1693 + 1.9945x − 0.0373x2

)] = 0.694 mm−1

for x = 12/5 = 2.4.

Figure 10.6b shows how the normalized coupled power ratios P2/P0 and
P1/P0 vary with wavelength for a 15-mm long coupler. Couplers with different
performances result by varying the parametersW, L, and r for a specific wavelength.

In specifying the performance of an optical coupler, one usually indicates the
percentage division of optical power between the output ports by means of the split-
ting ratio or coupling ratio. Referring to Fig. 10.5, with P0 being the input power
and P1 and P2 the output powers, then

Coupling ratio = P2
P1 + P2

× 100% (10.4)

By adjusting the coupler parameters so that power is divided evenly, with half of
the input power going to each output, one creates a 3-dB coupler. A coupler could
also be made in which almost all the optical power at 1500 nm goes to one port and
almost all the energy around 1300 nm goes to the other port (see Prob. 10.5).

In the above analysis, for simplicity it was assumed that the device is lossless.
However, in any practical coupler some light is always lostwhen a signal goes through
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it. The two basic losses are excess loss and insertion loss. The excess loss is defined
as the ratio of the input power to the total output power. Thus in decibels, the excess
loss for a 2 × 2 coupler is

Excess loss = 10 log

(
P0

P1 + P2

)
(10.5)

The insertion loss refers to the loss for a particular port-to-port path. For example,
for the path from input port i to output port j, the insertion loss in decibels is

Insertion loss = Pi j = 10 log

(
Pi
Pj

)
(10.6)

Another performance parameter is crosstalk or return loss, which measures the
degree of isolation between the input at one port and the optical power scattered or
reflected back to the other input port. That is, it is a measure of the optical power
level P3 shown in Fig. 10.5 and is given by

Return loss = 10 log

(
P3
P0

)
(10.7)

Example 10.5 A 2 × 2 biconical tapered fiber coupler has an input optical power
level of P0 = 200 μW. The output powers at the other three ports are P1 = 90 μW,
P2 = 85 μW, and P3 = 6.3 nW. What are the coupling ratio, excess loss, insertion
losses, and return loss for this coupler?

Solution: From Eq. (10.4), the coupling ratio is

Coupling ratio = 85

90 + 85
× 100% = 48.6%

From Eq. (10.5), the excess loss is

Excess loss = 10 log

(
200

90 + 85

)
= 0.58 dB

Using Eq. (10.6), the insertion losses are

Insertion loss(port 0 to port 1) = 10 log

(
200

90

)
= 3.47 dB

Insertion loss(port 0 to port 2) = 10 log

(
200

85

)
= 3.72 dB



10.2 Passive Optical Couplers 395
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Fig. 10.7 Typical configuration and package dimensions for a tap coupler

From Eq. (10.7) the return loss is

Return loss = 10 log

(
6.3 × 10−3

200

)
= −45 dB

Example 10.6 To monitor the light signal level or quality in a link, one can use a
2 × 2 device that has a coupling fraction of around 1 to 5%, which is selected and
fixed during fabrication. This is known as a tap coupler. Nominally the tap coupler is
packaged as a three-port device with one arm of the 2 × 2 coupler being terminated
inside the package. Figure 10.7 shows a typical package for such a tap coupler and
Table 10.2 lists some representative specifications.

Drill Problem 10.1 A2× 2 biconical tapered fiber coupler has an input optical
power level of P0 = 400 μW. The output powers at the other three ports are P1

= 180 μW, P2 = 170 μW, and P3 = 12.6 nW. Show that the coupling ratio =
48.6%, the excess loss = 0.58 dB, the insertion losses are P01 = 3.47 dB and
P02 = 3.72 dB, and the return loss = −45 dB.

Table 10.2 Representative
specifications for a 2 × 2 tap
coupler

Parameter Unit Specification

Tap ratio Percent 1–5

Insertion loss (throughput) dB 0.5

Return loss dB 55

Power handling mW 1000

Flylead length m 1

Size (diameter × length) mm 5.5 × 35
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10.2.2 Scattering Matrix Analyses of Couplers

One also can analyze a 2 × 2 guided-wave coupler as a four-terminal device that has
two inputs and two outputs, as shown in Fig. 10.8. Either all-fiber or integrated-optics
devices can be analyzed in terms of the scatteringmatrix (also called the propagation
matrix) S, which defines the relationship between the two input field strengths a1
and a2, and the two output field strengths b1 and b2. By definition [15]

b = Sa,where b =
[
b1
b2

]

a =
[
a1
a2

]

and S =
[
s11 s21
s12 s22

]
(10.8)

Here, si j = ∣
∣si j

∣
∣ exp

(
jϕi j

)
represents the coupling coefficient of optical power

transfer from input port i to output port j, with |sij | being the magnitude of sij and ϕij

being its phase at port j relative to port i.
For an actual physical device, two restrictions apply to the scattering matrix S.

One is a result of the reciprocity condition arising from the fact that Maxwell’s
equations are invariant for time inversion; that is, they have two solutions in opposite
propagating directions through the device, assuming single-mode operation. The
other restriction arises from energy-conservation principles under the assumption
that the device is lossless. From the first condition, it follows that

s12 = s21 (10.9)

From the second restriction, if the device is lossless, the sum of the output intensities
Io must equal the sum of the input intensities I i:

Fig. 10.8 Generic 2× 2 guided-wave coupler, where ai and bj represent the field strengths of input
port i and output port j, respectively, and the sij are the scattering matrix parameters
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I0 = b∗
1b1 + b∗

2b2 = Ii = a∗
1a1 + a∗

2a2

or b+b = a+a (10.10)

where the superscript * means the complex conjugate and the superscript+ indicates
the transpose conjugate. Substituting Eqs. (10.8) and (10.9) into Eq. (10.10) yields
the following set of three equations:

s∗
11s11 + s∗

12s12 = 1 (10.11)

s∗
11s12 + s∗

12s22 = 0 (10.12)

s∗
22s22 + s∗

12s12 = 1 (10.13)

Now assume that the coupler has been constructed so that the fraction (1 − ε) of
the optical power from input 1 appears at output port 1, with the remainder ε going to
port 2. Then it follows that s11 = √

1 − ε, which is a real number between 0 and 1.
Here, without loss of generality, it is assumed that the electric field at output 1 has a
zero phase shift relative to the input at port 1; that is ϕ11 = 0. Because the parameter
of interest is the phase change that occurs when the coupled optical power from
input 1 emerges from port 2, the simplifying assumption is made that the coupler
is symmetric. Then, analogous to the effect at port 1, it follows that s22 = √

1 − ε,
with ϕ22 = 0. Using these expressions, it is possible to determine the phase ϕ12 of
the coupled outputs relative to the input signals and to find the constraints on the
composite outputs when both input ports are receiving signals.

Inserting the expressions for s11 and s22 into Eq. (10.12) and letting s12 = |s12| exp
(jϕ12), where |s12| is the magnitude of s12 and ϕ12 is its phase, then

exp( j2ϕ12) = −1 (10.14)

which holds when

ϕ12 = (2n + 1)
π

2
where n = 0, 1, 2, . . . (10.15)

so that the scattering matrix from Eq. (10.8) becomes

S =
[√

1 − ε j
√

ε

j
√

ε
√
1 − ε

]
(10.16)

Example 10.7 Assume we have a 3-dB coupler, so that half of the input power gets
coupled to the second fiber. What are the output powers Pout,1 and Pout,2?
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Solution: Because the input power is divided evenly, ε = 0.5 and the output field
intensities Eout,1 and Eout,2 can be found from the input intensities Ein,1 and Ein,2 and
the scattering matrix in Eq. (10.16):

[
Eout,1

Eout,2

]
= 1√

2

[
1 j
j 1

][
Ein,1

Ein,2

]

Letting Ein,2 = 0, then Eout,1 =
(
1/

√
2
)
Ein,1 and Eout,2 =

(
j/

√
2
)
Ein,1. The

output powers are then given by

Pout,1 = Eout,1E
∗
out,1 = 1

2
E2
in,1 = 1

2
P0

Similarly,

Pout,2 = Eout,2E
∗
out,2 = 1

2
E2
in,1 = 1

2
P0

so that half the input power appears at each output of the coupler.

It also is important to note that when it is desired to have a large portion of the
input power from, say, port 1 to emerge from output 1, then it is necessary for ε to be
small. However, this, in turn, means that the amount of power at the samewavelength
coupled to output 1 from input 2 is small. Consequently, if one is using the same
wavelength, it is not possible, in a passive 2 × 2 coupler, to have all the power from
both inputs coupled simultaneously to the same output. The best that can be done
is to have half of the power from each input appear at the same output. However, if
the wavelengths are different at each input, it is possible to couple a large portion of
both input power levels onto the same output fiber [11].

10.2.3 Basis of the 2 × 2 Waveguide Coupler

More versatile 2× 2 couplers are possible with waveguide-type devices [12, 13, 16].
Fig. 10.9 shows two types of 2 × 2 waveguide couplers. The uniformly symmetric
device in Fig. 10.9a has two identical parallel guides in the coupling region, whereas
the uniformly asymmetric coupler in Fig. 10.9b has one guide wider than the other.
Analogous to fused-fiber couplers, waveguide devices have an intrinsic wavelength
dependence in the coupling region. The degree of interaction between the guides
varies when changing the guide widthw, the gap s between the guides, and the refrac-
tive index n1 between the guides. In Fig. 10.9, the z direction lies along the coupler
length and the y axis lies in the coupler plane transverse to the two waveguides.

For the analysis, first consider the symmetric coupler. In real waveguides, with
absorption and scattering losses, the propagation constant βz is a complex number
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Fig. 10.9 Cross-sectional top views of a a uniformly symmetric directional waveguide coupler
with both guides having a width A = 8 μm, b a uniformly asymmetric directional coupler in which
one guide has a narrower width B in the coupling region

given by

βz = βr + j
α

2
(10.17)

where βr is the real part of the propagation constant and α is the optical loss coef-
ficient in the guide. Hence, the total power contained in both guides decreases by a
factor exp(−αz) along their length. For example, losses in semiconductor and silicon
oxynitride waveguide devices fall in the 0.05 < α < 0.35 cm−1 range (or, equivalently,
about 0.2 < α < 1.5 dB/cm). Losses in silica waveguides are less than 0.1 dB/cm.
Recall from Eq. (3.1) the relationship α(dB/cm) = 4.343α(cm−1).

The transmission characteristics of the symmetric coupler can be expressed
through the coupled-mode theory approach to yield [16]

P2 = P0 sin
2(κz)e−αz (10.18)
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where the coupling coefficient is

κ = 2β2
yqe

−qs

βzw
(
q2 + β2

y

) (10.19)

This is a function of the waveguide propagation constants βy and βz (in the y and z
directions, respectively), the gap width d and separation s, and the extinction coeffi-
cient q in the y direction (i.e., the exponential falloff in the y direction) outside the
waveguide, which is

q2 = β2
z − k21 (10.20)

The theoretical power distribution as a function of the guide length is shown in
Fig. 10.10 where the parameter values were chosen to be κ = 0.6 mm−1 and α =
0.02 mm−1. Analogous to the fused-fiber coupler, complete power transfer to the
second guide occurs when the guide length L is

L = π

2κ
(m + 1) with m = 0, 1, 2, . . . (10.21)

Because κ is found to be almost monotonically proportional to wavelength, the
coupling ratio P2/P0 rises and falls sinusoidally from 0 to 100% as a function of
wavelength, as Fig. 10.11 illustrates generically (assuming here, for simplicity, that
the guide loss is negligible).

Fig. 10.10 Theoretical
through-path and coupled
power distributions as a
function of the guide length
in a symmetric 2 × 2
guided-wave coupler with κ

= 0.6 mm−1 and α =
0.02 mm−1
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Fig. 10.11 Wavelength
response of the coupled
power P2/P0 in the
symmetric 2 × 2
guided-wave coupler shown
in Fig. 10.9a

Drill Problem 10.2 Consider a symmetric waveguide coupler for which the
fraction of coupled power P2/P0 = 0.48 at κ z = π/4. Show that the length of
the coupler is 2.04 mm if the optical loss coefficient α = 0.02/mm.

Example 10.8 A symmetric waveguide coupler has a coupling coefficient κ =
0.6 mm−1. What is the coupling length for complete power transfer?

Solution: Using Eq. (10.21), the coupling length for m = 1 is found to be L =
5.24 mm.

When the two guides do not have the same widths, as shown in Fig. 10.9b, the
amplitude of the coupled power is dependent on wavelength, and the coupling ratio
becomes

P2/P0 = κ2

g2
sin2(gz) e−αz (10.22)

where

g2 = κ2 +
(

�β

2

)2

(10.23)

with �β being the phase difference between the two guides in the z direction. With
this type of configuration, one can fabricate devices that have a flattened response in
which the coupling ratio is less than 100% in a specific desired wavelength range,
as shown in Fig. 10.12. The main cause of the wave-flattened response at the lower
wavelength results from suppression by the amplitude term κ2/g2. This asymmetric
characteristic can be used in a device where only a fraction of power from a specific
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Fig. 10.12 Wavelength
response of the coupled
power P2/P0 in the
asymmetric 2 × 2
guided-wave coupler shown
in Fig. 10.9b

wavelength should be tapped off. Note also that when �β = 0, Eq. (10.22) reduces
to the symmetric case given by Eq. (10.18).

More complex structures are readily fabricated in which the widths of the guides
are tapered. These nonsymmetric structures can be used to flatten the wavelength
response over a particular spectral range. It is also important to note that the above
analysis based on the coupled-mode theory holds when the indices of the two waveg-
uides are identical, but a more complex analytical treatment is needed for different
refractive indices [12].

10.2.4 Principal Role of Star Couplers

The principal role of star couplers is to combine the powers from N inputs and
divide them equally (usually) among M output ports. Techniques for creating star
couplers include fused fibers, gratings, micro-optic technologies, and integrated-
optics schemes. The fiber-fusion technique has been a popular construction method
forN ×N star couplers. For example, 7× 7 devices and 1× 19 splitters or combiners
with excess losses at 1300 nm of 0.4 dB and 0.85 dB, respectively, have been demon-
strated [17]. However, large-scale fabrication of these devices for N > 2 is limited
because of the difficulty in controlling the coupling response between the numerous
fibers during the heating and pulling process. Figure 10.13 shows a generic 4 × 4
fused-fiber star coupler.

In an ideal star coupler, the optical power from any input is evenly divided among
the output ports. The total loss of the device consists of its splitting loss plus the
excess loss in each path through the star. The splitting loss is given in decibels by

Splitting loss = −10 log

(
1

N

)
= 10 log N (10.24)
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Fig. 10.13 Generic 4 × 4 fused-fiber star coupler fabricated by twisting, heating, and pulling on
four fibers to fuse them together

Similar to Eq. (10.5), for a single input power Pin and N output powers, the excess
loss in decibels is given by

Fiber star excess loss = 10 log

(
Pin

∑N
i=1 Pout,i

)

(10.25)

The insertion loss and return loss can be found from Eqs. (10.6) and (10.7),
respectively.

Drill Problem 10.3 Commonly used optical power dividing components for
fiber-to-the-premises (FTTP) networks include 8 × 8, 16 × 16, and 32 × 32
star couplers. Show that the splitting losses for these devices are 9, 12, and
15 dB, respectively.

Drill Problem 10.4 If an optical signal that has a 20-μW power level enters
a 16 × 16 star coupler, show that if the device has no excess loss, then the
coupler splitting loss is 12 dB and the power level emerging from each branch
of the coupler is −29 dBm.

Analternative is to construct star couplers by cascading anumber of 3-dBcouplers.
Figure 10.14 shows an example for an 8 × 8 device formed by using twelve 2 ×
2 couplers. This device could be made from either fused-fiber or integrated-optic
components. As can be seen from this figure, a fraction l/N of the launched power
from each input port appears at all output ports. A limitation to the flexibility or
modularity of this technique is that N is a multiple of 2; that is, N = 2n with the
integer n ≥ 1. The consequence is that if an extra node needs to be added to a fully
connected N × N network, the N × N star needs to be replaced by a 2N × 2N star,
thereby leaving 2(N − 1) new ports being unused. Alternatively, one extra 2 × 2
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Fig. 10.14 Example of an 8 × 8 star coupler formed by interconnecting twelve 2 × 2 couplers

coupler can be used at one port to get N + 1 outputs. However, these two new ports
each have an additional 3-dB loss.

As can be deduced from Fig. 10.14, the number of 3-dB couplers Nc needed to
construct an N × N star is

Nc = N

2
log2 N = N

2

log N

log 2
(10.26)

because there are N /2 elements in the vertical direction and log2 N = log N /log 2
elements horizontally. (Reminder: The term “log x” designates the base-10 logarithm
of x.)

Example 10.9 A device engineer wants to construct a 32 × 32 coupler from a
cascade of 2 × 2 single-mode 3-dB fiber couplers. How many 2 × 2 elements are
needed for this?

Solution: In this case there will be 16 coupler elements in the vertical direction. From
Eq. (10.26), the required number of 2 × 2 elements is

Nc = 32

2

log 32

log 2
= 80

If the fraction of power traversing each 3-dB coupler element is FT , with 0 ≤ FT

≤ 1 (i.e., a fraction 1 − FT of power is lost in each 2 × 2 element), then the excess
loss in decibels is

Excess loss = −10 log
(
F log2 N
T

)
(10.27)
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The splitting loss for this star is, again, given by Eq. (10.24). Thus the total loss
experienced by a signal as it passes through the log2 N stages of the N × N star and
gets divided into N outputs is (in decibels)

Total loss = splitting loss + excess loss

= −10 log

(
F log2 N
T

N

)

= −10

(
log N log FT

log 2
− log N

)

= 10(1 − 3.322 log FT ) log N

This shows that the loss increases logarithmically with N.

Example 10.10 Consider a commercially available 32 × 32 single-mode coupler
made from a cascade of 3-dB fused-fiber 2 × 2 couplers, where 5% of the power is
lost in each element. What are the excess and splitting losses for this coupler?

Solution: From Eq. (10.27), the excess loss is

Excess loss = −10 log
(
0.95log 32/ log 2

) = 1.1 dB

and, from Eq. (10.24), the splitting loss is

Splitting loss = −10 log 32 = 15 dB

Hence, the total loss is 16.1 dB.

10.2.5 Mach–Zehnder Interferometry Techniques

Wavelength-dependent multiplexers can also be made usingMach–Zehnder interfer-
ometry techniques [13]. These devices can be either active or passive. This section
describes passive multiplexers. Figure 10.15 illustrates the constituents of an indi-
vidualMach–Zehnder interferometer (MZI). This 2× 2MZI consists of three stages:
an initial 3-dB directional coupler that splits the input signals, a central section where
one of the waveguides is longer by �L to give a wavelength-dependent phase shift
between the two arms, and another 3-dB coupler that recombines the signals at the
output. As shown in the following derivation, the function of this arrangement is
that, by splitting the input beam and introducing a phase shift in one of the paths, the
recombined signals will interfere constructively at one output and destructively at
the other. The signals then finally emerge from only one output port. For simplicity,
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Fig. 10.15 Layout of a basic 2 × 2 Mach–Zehnder interferometer

the following analysis does not take into account waveguide material losses or bend
losses.

The propagation matrix Mcoupler for a coupler of length d is

Mcoupler =
[
cos κd j sin κd
j sin κd cos κd

]
(10.29)

where κ is the coupling coefficient. Because the devices of interest here are 3-dB
couplers that divide the power equally, then 2κd = π/2, so that

Mcouplex = 1√
2

[
1 j
j 1

]
(10.30)

In the central region, when the signals in the two arms come from the same light
source, the outputs from these two guides have a phase difference �ϕ given by

�ϕ = 2πn1
λ

L − 2πn2
λ

(L + �L) (10.31)

Note that this phase difference can arise either from a different path length (given
by �L) or through a refractive index difference if n1 �= n2. Here, assume both arms
to have the same index and let n1 = n2 = neff (the effective refractive index in the
waveguide; see Sect. 2.5.4). Then Eq. (10.31) can be rewritten as

�ϕ = k�L (10.32)

where k = 2πneff /λ.
For a given phase difference�ϕ, the propagationmatrix M�ϕ for the phase shifter

is
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M�ϕ =
[
exp( jk�L/2) 0

0 exp(− jk�L/2)

]
(10.33)

The optical output fields Eout,1 and Eout,2 from the two central arms can be related
to the input fields Ein,1and Ein,2 by

[
Eout,1

Eout,2

]
= M

[
Ein,1

Ein,2

]
(10.34)

where M is the product of the matrices Mcoupler, M�ϕ, and Mcoupler,

M = Mcoupler · M�ϕ · Mcoupler =
[
M11 M21

M12 M22

]

= j

[
sin(k�L/2) cos(k�L/2)
cos(k�L/2) − sin(k�L/2)

]
(10.35)

Because the device of interest is a multiplexer, it is necessary to have the inputs
to the MZI be at different wavelengths; that is, Ein,1 is at λ1 and Ein,2 is at λ2. Then,
from Eq. (10.34), the output field Eout,1 and Eout,2 are each the sum of the individual
contributions from the two input fields:

Eout,1 = j
[
Ein,1(λ1) sin(k1�L/2) + Ein,2(λ2) cos(k2�L/2)

]
(10.36)

Eout,2 = j
[
Ein,1(λ1) cos(k1�L/2) − Ein,2(λ2) sin(k2�L/2)

]
(10.37)

where kj = 2πneff /λj. The output powers are then found from the light intensity,
which is the square of the field strengths. Thus,

Pout,1 = Eout,1E
∗
out,1 = sin2(k1�L/2)Pin,1 + cos2(k2�L/2)Pin,2 (10.38)

Pout,2 = Eout,2E
∗
out,2 = cos2(k1�L/2)Pin,1 + sin2(k2�L/2)Pin,2 (10.39)

where Pin,j = |Ein, j |2 = Ein,j ·E*
in,j . In Eqs. (10.38) and (10.39), the cross terms

are dropped because their frequency is twice the optical carrier frequency, which is
beyond the response capability of the photodetector.

From Eqs. (10.38) and (10.39), it can be seen that if one wants all the power from
both inputs to leave the same output port (e.g., port 2), then it is necessary to have
k1�L/2 = π and k2�L/2 = π/2, or

(k1 − k2)�L = 2πnef f

(
1

λ1
− 1

λ2

)
�L = π (10.40)
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Hence, the length difference in the interferometer arms should be

�L =
[
2nef f

(
1

λ1
− 1

λ2

)]−1

= c

2nef f �ν
(10.41)

where �ν is the frequency separation of the two wavelengths.

Example 10.11

(a) Assume that the input wavelengths of a 2 × 2 silicon MZI are separated by
10 GHz (i.e.,�λ = 0.08 nm at 1550 nm).With neff = 1.5 in a silicon waveguide,
it can be seen from (Eq. 10.41) that the waveguide length difference must be.

�L = 3 × 108m/s

2(1.5)1010/s
= 10 mm

(b) If the frequency separation is 130 GHz (i.e., �λ = 1 nm), then �L = 0.77 mm.

Using basic 2 × 2 MZIs, any size N × N multiplexer (with N = 2n) can be
constructed. Figure 10.16 gives an example for a 4 × 4 multiplexer. Here the inputs
to MZI1 are v and v + 2�v (which here are called λ1 and λ3, respectively), and
the inputs to MZI2 are v + �v and v + 3�v (λ 2 and λ4, respectively). Because
the signals in both interferometers of the first stage are separated by 2�v, the path
differences satisfy the condition

�L1 = �L2 = c

2nef f (2�ν)
(10.42)

In the next stage, the inputs are separated by �v. Consequently, it is necessary to
have

3-dB
couplers

Splitter Combiner 

Phase shifter 

Fig. 10.16 Example of a 4-channel wavelength multiplexer using three 2 × 2 MZI elements
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�L3 = c

2nef f �ν
= 2�L1 (10.43)

When these conditions are satisfied, all four input powers will emerge from port C.
From this design example, it can be deduced that for an N-to-1 MZI multiplexer,

where N = 2n with the integer n ≥ 1, the number of multiplexer stages is n and the
number of MZIs in stage j is 2n−j . The path difference in an interferometer element
of stage j is thus

�Lstage j = c

2n− j ne f f �ν
(10.44)

TheN-to-lMZImultiplexer can also be used as a l-to-N demultiplexer by reversing
the light-propagation direction. For a realMZI, the ideal case given in these examples
needs to be modified to have slightly different values of �L1 and �L2.

10.3 Nonreciprocal Isolators and Circulators

In a number of applications it is desirable to have a passive optical device that is
nonreciprocal; that is, it works differently when its inputs and outputs are reversed.
Two examples of such a device are isolators and circulators. To understand the
operation of these devices, first it is necessary to recall some facts about polarization
and polarization-sensitive components from Chap. 2:

• Light can be represented as a combination of a parallel vibration and a perpen-
dicular vibration, which are called the two orthogonal plane polarization states
of a lightwave.

• A polarizer is a material or device that transmits only one polarization component
and blocks the other.

• A Faraday rotator is a device that rotates the state of polarization (SOP) of light
passing through it by a specific angular amount.

• A device made from birefringent materials (called a walk-off polarizer) splits the
light signal entering it into two orthogonally (perpendicularly) polarized beams,
which then follow different paths through the material.

• A half-wave plate rotates the SOP clockwise by 45° for signals going from left to
right, and counterclockwise by 45° for signals propagating in the other direction.

10.3.1 Functions of Optical Isolators

Optical isolators are devices that allow light to pass through them in only one direc-
tion. This is important in a number of instances to prevent scattered or reflected
light from traveling in the reverse direction. One common application of an optical
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isolator is to keep such backward-traveling light from entering a laser diode and
possibly causing instabilities in the optical output.

Many design configurations of varying complexity exist for optical isolators. The
simple ones depend on the state of polarization of the input light. However, such
a design results in a 3-dB loss (half the power) when unpolarized light is passed
through the device because it blocks half of the input signal. In practice the optical
isolator should be independent of the SOP because light in an optical link normally
is not polarized.

Figure 10.17 shows a design for a polarization-independent isolator that is made
of three miniature optical components. The core of the device consists of a 45°
Faraday rotator that is placed between twowedge-shaped birefringent plates or walk-
off polarizers. These plates consist of amaterial such asYVO4 orTiO2, as described in
Chap. 2. Light traveling in the forward direction (left to right in the top of Fig. 10.17)
is separated into ordinary and extraordinary rays by the first birefringent plate. The
Faraday rotator then rotates the polarization plane of each ray by 45°. After exiting
the Faraday rotator, the two rays pass through the second birefringent plate. The axis
of this polarizer plate is oriented in such a way that the relationship between the two
types of rays is maintained. Thus, when they exit the polarizer, they both are refracted
in an identical parallel direction. Going in the reverse direction (right to left as shown
in the bottom diagram), the relationship of the ordinary and extraordinary rays is

Fig. 10.17 Design and operation of a polarization-independent isolator made of three miniature
optical components
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Table 10.3 Typical
parameter values of
commercially available
optical isolators

Parameter Unit Value

Central wavelength λc nm 1310, 1550

Peak isolation dB 40

Isolation at λc ± 20 nm dB 30

Insertion loss dB <0.5

Polarization-dependent loss dB <0.1

Polarization-mode dispersion ps <0.25

Size (diameter × length) mm 6 × 35

reversed when exiting the Faraday rotator due to the nonreciprocity of the Faraday
rotation. Consequently, the rays diverge when they exit the left-hand birefringent
plate and are not coupled to the left-hand fiber.

Table 10.3 lists some operational characteristics of commercially available
isolators. The packages have similar configurations as the tap coupler shown in
Fig. 10.7.

10.3.2 Characteristics of Optical Circulators

An optical circulator is a nonreciprocal multiport passive device that directs light
sequentially from port to port in only one direction. This device is used in optical
amplifiers, add/drop multiplexers, and dispersion compensation modules. The oper-
ation of a circulator is similar to that of an isolator except that its construction is
more complex. Typically it consists of a number of walk-off polarizers, half-wave
plates, and Faraday rotators and has three or four input /output ports. To see how it
functions, consider the three-port circulator, as shown in Fig. 10.18. Here an input
on port 1 is sent out on port 2, an input on port 2 is sent out on port 3, and an input
on port 3 is sent out on port 1.

Similarly, in a four-port device ideally one could have four inputs and four outputs
if the circulator is perfectly symmetrical. However, in actual applications it usually
is not necessary to have four inputs and four outputs. Furthermore, such a perfectly
symmetrical circulator is rather tedious to fabricate. Therefore in a four-port circu-
lator it is common to have three input ports and three output ports, making port 1 be
an input-only port, 2 and 3 being input and output ports, and port 4 be an output-only
port.

A variety of circulators are available commercially. These devices have low
insertion loss, high isolation over a wide wavelength range, minimal polarization-
dependent loss (PDL), and low polarization-mode dispersion (PMD). Table 10.4 lists
some operational characteristics of commercially available circulators.
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Fig. 10.18 Operational
concept of a three-port
circulator

Table 10.4 Typical
parameter values of
commercially available
optical circulators

Parameter Unit Value

Wavelength band nm C-band: 1525–1565
L-band: 1570–1610

Insertion loss dB <0.6

Channel isolation dB >40

Optical return loss dB >50

Operating power mW <500

Polarization-dependent loss dB <0.1

Polarization-mode dispersion ps <0.1

Size (diameter × length) mm 5.5 × 50

10.4 WDM Devices Based on Grating Principles

A grating is an important element in WDM systems for combining and separating
individual wavelengths. Basically, a grating is a periodic structure or perturbation in
a material. This variation in the material has the property of reflecting or transmit-
ting light in a certain direction depending on the wavelength. Thus, gratings can be
categorized as either reflecting or transmitting gratings.

10.4.1 Grating Basics

Figure 10.19 defines various parameters for a reflection grating. Here, θi is the inci-
dent angle of the light, θd is the diffracted angle, and � is the period of the grating
(the periodicity of the structural variation in the material). In a transmission grating
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Fig. 10.19 Basic parameters in a reflection grating

consisting of a series of equally spaced slits, the spacing between two adjacent slits
is called the pitch of the grating. Constructive interference at a wavelength λ occurs
in the imaging plane when the rays diffracted at the angle θd satisfy the grating
equation given by

�(sin θi − sin θd) = mλ (10.45)

Here, m is called the order of the grating. In general, only the first-order diffraction
condition m = 1 is considered. (Note that in some texts the incidence and refraction
angles are defined as being measured from the same side of the normal to the grating.
In this case, the sign in front of the term sin θd changes.) A grating can separate
individual wavelengths because the grating equation is satisfied at different points in
the imaging plane for different wavelengths.

10.4.2 Optical Fiber Bragg Grating (FBG)

A Bragg grating constructed within an optical fiber constitutes a high-performance
device for accessing individual wavelengths in the closely spaced spectrum of dense
WDM systems [18]. Because this fiber Bragg grating (FBG) is an all-fiber device, its
main advantages are simple packaging, low cost, low insertion loss (around 0.3 dB),
ease of coupling with other fibers, polarization insensitivity, and a low temperature
coefficient of <0.7 pm/°C for an athermal device, that is, one made insensitive to
temperature changes. A fiber Bragg grating is a narrowband reflection filter that is
fabricated through a photo-imprinting process. The technique is based on the obser-
vation that germanium-doped silica fiber exhibits high photosensitivity to ultraviolet
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light. This means that one can induce a change in the refractive index of the core by
exposing it to ultraviolet radiation such as 244 nm.

Several methods can be used to create a fiber phase grating. Figure 10.20 demon-
strates the so-called external-writing technique. The grating fabrication is accom-
plished bymeans of two ultraviolet beams transversely irradiating the fiber to produce
an interference pattern in the core. Here, the regions of high intensity (denoted by the
shaded ovals) cause an increase in the local refractive index of the photosensitive core,
whereas it remains unaffected in the zero-intensity regions. A permanent reflective
Bragg grating is thus written into the core. When a multi-wavelength signal encoun-
ters the grating, those wavelengths that are phase-matched to the Bragg reflection
condition [given in Eq. (10.47) below] are reflected and all others are transmitted.

Using the standard grating equation given by Eq. (10.45), with λ being the wave-
length of the ultraviolet light λuv, the period � of the interference pattern (and hence
the period of the grating) can be calculated from the angle θ between the two inter-
fering beams of free-space wavelength λuv. Note from Fig. 10.20 that θ is measured
outside of the fiber.

The imprinted grating can be represented as a uniform sinusoidal modulation of
the refractive index along the core:

n(z) = ncore + δn

[
1 + cos

(
2π z

�

)]
(10.46)

where ncore is the unexposed core refractive index and δn is the photoinduced change
in the index.

Themaximum reflectivityR of the grating occurs when theBragg condition holds,
that is, at a reflection wavelength λBragg where

λBragg = 2�neff (10.47)

Fig. 10.20 Formation of a Bragg grating in a fiber core by means of two intersecting ultraviolet
light beams
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and neff is the effective index of the core as described in Eq. (10.32). At this wave-
length, the peak reflectivity Rmax for the grating of length L and coupling coefficient
κ is given by

Rmax = tanh2(κL) (10.48)

The full bandwidth �λ over which the maximum reflectivity holds is [18]

�λ = λ2
Bragg

πnef f L

[
(κL)2 + π2

]1/2
(10.49)

An approximation for the full-width half-maximum (FWHM) bandwidth is

�λFWHM = λBraggs

[(
δn

2ncore

)2

+
(

�

L

)2
]1/2

(10.50)

where s ≈ 1 for strong gratings with near 100% reflectivity, and s ≈ 0.5 for weak
gratings.

For a uniform sinusoidalmodulation of the index throughout the core, the coupling
coefficient κ is given by

κ = πδnη

λBragg
(10.51)

with η being the fraction of optical power contained in the fiber core. Under the
assumption that the grating is uniform in the core, η can be approximated by

η ≈ 1 − V−2 (10.52)

where V is the V number of the fiber.

Example 10.12

(a) The table below shows the values of Rmax as given by Eq. (10.48) for different
values of κL:

κL Rmax (%)

1 58

2 93

3 98
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Table 10.5 Typical parameter values of commercially available fiber Bragg gratings

Parameter Typical values for three channel spacings

25 GHz 50 GHz 100 GHz

Reflection
bandwidth

>0.08 nm @ −0.5 dB
<0.2 nm @ −3 dB
<0.25 nm @ −25 dB

>0.15 nm @ −0.5 dB
<0.4 nm @ −3 dB
<0.5 nm @ −25 dB

>0.3 nm @ −0.5 dB
<0.75 nm @ −3 dB
<1 nm @ −25 dB

Transmission
bandwidth

>0.05 nm @ −25 dB >0.1 nm @ −25 dB >0.2 nm @ −25 dB

Adjacent channel
isolation

>30 dB

Insertion loss <0.25 dB

Central λ tolerance < ± 0.05 nm @ 25 °C

Thermal λ drift <1 pm/°C (for an athermal design)

Package size 5 mm (diameter) × 80 mm (length)

(b) Consider a fiber grating with the following parameters: L = 0.5 cm, λBragg =
1530 nm, neff = 1.48, δn = 2.5 × 10−4, and η = 82%. From Eq. (10.51) the
coupling coefficient κ = 4.2 cm−1. Substituting this into Eq. (10.49) then yields
�λ = 0.38 nm.

Fiber Bragg gratings are available in a wide range of reflection bandwidths
varying from 25 GHz and higher. Table 10.5 lists some operational characteristics of
commercially available 25-, 50-, and 100-GHz fiber Bragg gratings for use in optical
communication systems.

In the fiber Bragg grating (FBG) illustrated in Fig. 10.20, the grating spacing is
uniform along its length. It is also possible to have the spacing vary along the length
of the fiber, which means that a range of different wavelengths will be reflected by
the FBG. This is the basis of what is known as a chirped grating.

10.4.3 WDM FBG Applications

Figure 10.21 shows a simple concept of a demultiplexing function of four wave-
lengths using a FBG. To extract the desired wavelength, a circulator is used in
conjunction with the grating. Here the four wavelengths enter through port 1 of
the circulator and leave from port 2. All wavelengths except λ2 pass through the
grating. Because λ2 satisfies the Bragg condition of the grating, it gets reflected,
enters port 2 of the circulator, and exits at port 3.

To create a device for combining or separating N wavelengths, one needs to
cascade N − 1 FBGs and N − 1 circulators. Figure 10.22 illustrates a multiplexing
function for the four wavelengths λ1, λ2, λ3, and λ4 using three FBGs and three
circulators (labeled C2, C3, and C4). The fiber grating filters labeled FBG2, FBG3,
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Fig. 10.21 Simple concept of a demultiplexing function using a fiber grating and an optical
circulator

Fig. 10.22 Multiplexing of four wavelengths using three FBG devices and three circulators

and FBG4 are constructed to reflect wavelengths λ2, λ3, and λ4, respectively, and to
pass all others.

The following steps show the multiplexer functions:

(a) First consider the combination of circulator C2 and fiber Bragg filter FBG2.
Here filter FBG2 is designed to reflect wavelength λ2 and allow wavelength λ1

to pass through.
(b) After the incoming wavelength λ1 passes through FBG2 it enters port 2 of

circulator C2 and exits from port 3. The incoming wavelength λ2 enters port
1 of circulator C2 and exits from port 2. After being reflected from FBG2 it
enters port 2 of circulator C2 and exits from port 3 together with wavelength λ1.
These two wavelengths then continue passing through the next four elements to
emerge from port 2 of circulator C4.
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(c) Next at circulator C3 the incoming wavelength λ3 enters port 3 of circulator C3,
exits fromport 1, and then travels towardFBG3.After being reflected fromFBG3

it enters port 1 of circulator C3 and exits from port 2 together with wavelengths
λ1 and λ2.

(d) After a similar process takes place at circulator C4 and filter FBG4 to insert
wavelength λ4, the four wavelengths all exit together from port 2 of circulator
C4 and can be coupled easily into a fiber.

The coupler size limitation when using FBGs is that one filter is needed for
each wavelength and normally the operation is sequential with wavelengths being
transmitted by one filter after another. Therefore the losses are not uniform from
channel to channel, because each wavelength goes through a different number of
circulators and fiber gratings, each of which adds loss to that channel. This may be
acceptable for a small number of channels, but the loss differential between the first
and last inserted wavelengths is a restriction for large channel counts.

10.5 Dielectric Thin-Film Filter (TFF)

A dielectric thin-film filter (TFF) is used as an optical bandpass filter [19–21]. This
means that it allows a particular very narrowwavelength band to pass straight through
it and reflects all others. The basis of these devices is a classical Fabry–Perot filter
structure, which is a cavity formed by two parallel highly reflective mirror surfaces,
as shown in Fig. 10.23. This structure is called a Fabry–Perot interferometer or an
etalon. It also is known as a thin-film resonant cavity filter.

S1 S2

Dielectric mirror Dielectric mirror

R1 R2

Fig. 10.23 Two parallel light-reflecting mirrored surfaces define a Fabry–Perot resonator cavity or
an etalon
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To see how it works, consider a light signal that is incident on the left surface S1
of the etalon. After the light passes through the cavity and hits the inside surface S2
on the right, some of the light leaves the cavity and some is reflected. The amount of
light that is reflected depends on the reflectivity R of the surface S2. If the roundtrip
distance between the two mirrors is an integral multiple of a wavelength λ (i.e.,
λ, 2λ, 3λ, etc.), then all the light at those wavelengths that pass through the right
facet add in phase. This means that these wavelengths interfere constructively in
the device output beam so they add in intensity. These wavelengths are called the
resonant wavelengths of the cavity. The etalon rejects all other wavelengths.

10.5.1 Applications of Etalon Theory

The transmission T of an ideal etalon in which there is no light absorption by the
dielectric mirrors is an Airy function given by

T =
[
1 + 4R

(1 − R)2
sin2

(ϕ

2

)]−1

(10.53)

where R is the reflectivity of the mirrors (the fraction of light reflected by the mirror)
and ϕ is the roundtrip phase change of the light beam. If one ignores any phase
change at the mirror surface, then the phase change for a wavelength λ is

ϕ = 2π

λ
2nD cos θ (10.54)

where n is the refractive index of the dielectric layer that forms the mirror, D is the
distance between the mirrors, and θ is the angle to the normal of the incoming light
beam.

Figure 10.24 gives a generalized plot of Eq. (10.53) over the range− 3π ≤ ϕ ≤ 3π
for three different reflectivities (R = 0.4, 0.7, and 0.9). Because ϕ is proportional to
the optical frequency f = 2π/λ, Fig. 10.24 shows that the power transfer function T
is periodic in f (or λ). The wavelength range that can pass through the filter is called
the passband. The peaks of the spacings occur at those wavelengths that satisfy the
condition Nλ = 2nD, where N is an integer. Thus in order for a single wavelength
or a narrow spectral segment to be selected by the etalon filter from a wider spectral
range, all the wanted wavelengths must lie within a passband of the filter transfer
function. The distance between adjacent peaks (shown in Fig. 10.24) is called the free
spectral range or FSR. The FSR can be expressed in terms of either the frequency
or the wavelength. Respectively, these expressions (and two common notations) are

FSRν = �νFSR = c

2nD
(10.55)
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Fig. 10.24 The behavior of
the resonant wavelengths in a
Fabry–Perot cavity for three
values of the mirror
reflectivity based on the Airy
function

FSRPassband

FSRλ = �λFSR = λ2

2nD
(10.56)

Here λ is the wavelength at the transmission peak.

Drill Problem 10.5 (a) If an engineer wants to use a material with a refractive
index n = 1.50 to make an etalon with an FSR of �νFSR = 50 GHz, show
that the etalon thickness should be 2.0 mm. (b) If this etalon is to be used at
1550 nm, show that the corresponding FSR in terms of wavelength is �λFSR

= 0.40 nm.

Another important parameter of an etalon is the measure of the full width of the
transmission passband at its half-maximum value, which is designated by δλ and
is called the full-width half-maximum (FWHM). The FSR is related to the FWHM
through the ratio

F = �λFSR

δλ
(10.57)

The parameter F is known as the finesse of the filter. For mirror reflectivities greater
than 0.5, F can be approximated by the expression

F ≈ π(R1R2)
1/4

1 − √
R1R2

(10.58)

Here R1 and R2 are the reflectivities of the etalon mirrors. This shows that the major
factor influencing the finesse is the reflectivity of themirrors;mirrors that have greater
reflectivities yield a higher finesse. Absorption within the device, especially within
the mirrors, reduces the sharpness of the filter peaks. Etalons with high finesse show
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sharper transmission peaks with lower minimum transmission coefficients. That is,
the higher the finesse the narrower the passband and the sharper the boundaries.

Drill Problem 10.6 Suppose the endmirrors in an etalon have the same reflec-
tivities R1 = R2 = R. Show that for devices with R = 0.5, 0.7, and 0.9, the
corresponding values of the finesse are 4.4, 8.8, and 29.8. This shows that the
finesse value is larger for sharper peaked Airy functions, that is, very high
finesse values require highly reflective mirrors.

A typical TFF consists of multilayer thin-film coatings of alternating low-index
and high-index materials, such as SiO2 and Ta2O5, as shown in Fig. 10.25. The
layers usually are deposited on a glass substrate. Each dielectric layer acts as a non-
absorbing reflecting surface, so that the structure is a series of resonance cavities
each of which is surrounded by mirrors. As shown in Fig. 10.26, the passband of
the filter sharpens up to create a flat top for the filter when the number of cavities
increases, which is a desirable characteristic for a practical filter. In Fig. 10.25 the

Fig. 10.25 A multilayer optical thin film filter consists of a stack of several dielectric thin films
separated by resonance cavities

Fig. 10.26 Passband
sharpening of a TFF when
the number of resonance
cavities increases
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Table 10.6 Typical
parameter values of
commercial available 50-GHz
thin-film filters

Parameter Unit Value

Channel passband GHz >±10 at 0.5 dB

Insertion loss at f c ±10 GHz dB <3.5

Polarization-dependent loss dB <0.20

Isolation (adjacent channels) dB >25

Isolation (nonadjacent channels) dB >40

Optical return loss dB >45

Polarization-mode dispersion ps <0.2

Chromatic dispersion ps/nm <50

filter is made such that if the input spectrum contains wavelengths λ1 through λN ,
then only λk passes through the device. All the other wavelengths are reflected.

Thin-film filters are available in a wide range of passbands varying from 50 to
800 GHz and higher for widely spaced channels. Table 10.6 lists some operational
characteristics of commercially available 50-GHz multilayer dielectric thin-film
filters for use in fiber optic communication systems.

10.5.2 TFF Applications to WDM Links

To create a multiplexing device for combining or separating N wavelength channels,
one needs to cascade N − 1 thin-film filters. Figure 10.27 illustrates a multiplexing
function for the four wavelengths λ1, λ2, λ3, and λ4. Here the filters labeled TFF2,
TFF3, and TFF4 pass wavelengths λ2, λ3, and λ4, respectively, and reflect all others.
The filters are set at a slight angle in order to direct light fromoneTFF to another. First
filter TFF2 reflects wavelength λ1 and allows wavelength λ2 to pass through. These

Fig. 10.27 Multiplexing of
four wavelengths using
thin-film filters
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Table 10.7 Typical performance parameters for 8-channel DWDMandCWDMmultiplexers based
on thin-film-filter technology

Parameter 50-GHz DWDM 100-GHz DWDM 20-nm CWDM

Center wavelength accuracy ±0.1 nm ±0.1 nm ±0.3 nm

Channel passband @ 0.5-dB bandwidth ±0.20 nm ±0.11 nm ±6.5 nm

Insertion loss (dB) ≤1.0 ≤1.0 ≤2.0

Ripple in passband (dB) ≤0.5 ≤0.5 ≤0.5

Adjacent channel isolation (dB) ≥23 ≥20 ≥15

Directivity (dB) ≥50 ≥55 ≥50

Optical return loss (dB) ≥40 ≥50 ≥45

Polarization dependent loss (dB) ≤0.1 ≤ 0.1 ≤0.1

Thermal wavelength drift (nm/°C) <0.001 <0.001 <0.003

Optical power capability (mW) 500 500 500

two signals then are reflected from filter TFF3 where they are joined by wavelength
λ3, which has passed through TFF3. After a similar process at filter TFF4, the four
wavelengths can be coupled into a fiber by means of a lens mechanism.

To separate the four wavelengths from one fiber into four physically independent
channels, the directions of the arrows in Fig. 10.27 are reversed. Because a light
beam loses some of its power at each TFF because the filters are not perfect, this
multiplexing architecture works for only a limited number of channels. This usually
is specified as being 16 channels or less.

Table 10.7 lists typical performance parameters for commercially available wave-
length multiplexers based on thin-film filter technology. The parameters address 8-
channel DWDM devices with 50- and 100-GHz channel spacings and an 8-channel
20-nm CWDM module.

10.6 Arrayed Waveguide Devices

A versatile WDM device is based on using an arrayed waveguide grating (AWG)
[22, 23]. This device can function as a multiplexer, a demultiplexer, a drop-and-insert
element, or a wavelength router. The arrayed waveguide grating is a generalization
of the 2 × 2 Mach–Zehnder interferometer multiplexer. As Fig. 10.28 shows, the
design consists ofM in input andMout output slab waveguides designated as regions
1 and 6, respectively. The slab waveguides interface to two identical focusing planar
star couplers located in regions 2 and 5. An array of N uncoupled waveguides that
have a propagation constant β connect the star couplers together. In the grating array
region, the path length of each waveguide differs by a very precise amount �L from
the lengths in adjacent arms, so that the array forms a Mach–Zehnder type grating.
For a pure multiplexer,M in =N andMout = 1. The reverse holds for a demultiplexer,
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λ1λ2

λ3
λ4

λ1, λ2, λ3, λ4

1

2

3 4

5

6

At (4): ΔΦ = 2π neff ΔL / λc

neff = effective index

λc = center wavelength

Lens 
region

Grating array waveguides

Input slab
waveguide
array

Output slab
waveguide
array

region
Lens

At (6): ΔλFSR = λc
2/ (ΔL neff)

Fig. 10.28 Top view of a typical arrayed waveguide grating and designation of its various operating
regions

that is M in = 1 and Mout = N. In the case of a network routing application, it is
common to have M in = Mout = N.

Figure 10.29 depicts the geometry of the star coupler. The coupler acts as a lens
of focal length Lf so that the object and image planes are located at a distance Lf

from the transmitter and receiver slab waveguides, respectively. Both the input and
output waveguides are positioned on the focal lines, which are circles of radius Lf

/2. In Fig. 10.29, the parameter x is the center-to-center spacing between the input
waveguides and the output waveguides at the star coupler interfaces, d is the spacing
between the grating array waveguides, and θ is the diffraction angle in the input or
output slab waveguide. The refractive indices of the star coupler and the grating array
waveguides are ns and nc, respectively.

From a top-level viewpoint of Fig. 10.28, the AWG functions are as follows:

• Starting from the left, the input slab waveguides in region 1 are connected to a
planar star coupler (region 2) that acts as a lens.

Fig. 10.29 Geometry of the
star coupler used in the
arrayed waveguide grating
WDM device
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• The lens distributes the entering optical power among the different waveguides
in the grating array in region 3.

• Adjacent waveguides of the grating array in region 3 differ in path length by a
precise length � L. The path length differences � L can be chosen such that all
inputwavelengths emerge at point 4with different phase delays��= 2πnc�L/λ.

• The second lens in region 5 refocuses the light from all the grating array
waveguides onto the output slab waveguide array in region 6.

• Thus each wavelength is focused into a different output waveguide in region

From the phase-matching condition, the light emitted from the output channel
waveguides must satisfy the grating equation

nsd sin θ + nc�L = mλ (10.59)

where the integer m is the diffraction order of the grating.
Focusing is achieved by making the path length difference �L between adjacent

array waveguides, measured inside the array, to be an integer multiple of the central
design wavelength of the demultiplexer

�L = m
λc

nc
(10.60)

where λc is the central wavelength in vacuum; that is, it is defined as the pass
wavelength for the path from the center input waveguide to the center output
waveguide.

To determine the channel spacing, it is necessary to find the angular dispersion.
This is defined as the incremental lateral displacement of the focal spot along the
image plane per unit frequency change, and is found by differentiating Eq. (10.59)
with respect to frequency. Doing so, and considering the result in the vicinity of θ =
0, yields

dθ

dv
= − mλ2

nscd

ng
nc

(10.61)

where the group index of the grating array waveguide is defined as

ng = nc − λ
dnc
dλ

(10.62)

In terms of frequency, the channel spacing �ν is

�v = x

L f

(
dθ

dv

)−1

= x

L f

nscd

mλ2

nc
ng

(10.63)

or, in terms of wavelength,
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�λ = x

L f

nsd

m

nc
ng

= x

L f

λcd

�L

ns
ng

(10.64)

Equations (10.63) and (10.64) thus define the pass frequencies or wavelengths
for which the multiplexer operates, given that it is designed for a central wavelength
λc. Note that by making �L large, the device can multiplex and demultiplex optical
signals with very small wavelength spacings.

Example 10.13 Consider an N × N waveguide grating multiplexer having Lf =
10 mm, x = d = 5 μm, nc = 1.45, and a central design wavelength λc = 1550 nm.
What is the waveguide length difference �L and what is the channel spacing �λ for
m = 1?

Solution: For m = 1, the waveguide length difference from Eq. (10.60) is

�L = (1)
1.550

1.45
= 1.069 μm

If ns = 1.45 and ng = 1.47, then from Eq. (10.64) the channel spacing is

�λ = x

L f

nsd

m

nc
ng

= 5

104
(1.45)(5)

1

1.45

1.47
= 3.58 nm

Equation (10.59) shows that the phased array is periodic for each path through
the device, so that after every change of 2π in θ between adjacent waveguides the
field will again be imaged at the same spot. The period between two successive field
maxima in the frequency domain is called the free spectral range (FSR) �vFSR and
can be represented by the relationship

�νFSR = c

ng(�L + d sin θi + d sin θo)
(10.65)

where θi and θo are the diffraction angles in the input and output waveguides, respec-
tively. These angles generally are measured from the center of the array, so that θi =
jx/Lf and θo = kx/Lf for the jth input port and the kth output port, respectively, on
either side of the central port. This shows that the FSR depends on which input and
output ports the optical signal utilizes. When the ports are across from each other, so
that θi = θo = 0, then

�νFSR = c

ng�L
(10.66)

Alternatively, the FSR can be expressed in terms of a wavelength separation �λFSR

as
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FSR = �λFSR = λ2
c

�Lnc
(10.67)

Example 10.14 As shown in Fig. 10.30, suppose an AWG is designed to separate
light in the 4-THz-wide frequency range in the C-band running from 195.00 THz
(1537.40 nm) to 191.00 THz (1569.59 nm) into forty 100-GHz channels. Then it also
will separate the next higher-frequency 4-THz spectral segment in the S-band and
lower-frequency 4-THz spectral segment in the L-band into the same forty output
fibers. The free spectral range �λFSR can be determined from Eq. (10.67). For the
4-THz frequency range denoted here, the center wavelength λc is 1550.5 nm, the
free spectral range �λFSR should be at least 32.2 nm in order to separate all the
wavelengths into distinct fibers, and the effective refractive index nc is nominally
1.45 in silica. Then the length difference between adjacent array waveguides is �L
= 51.49 μm.

The passband shape of the AWG filter versus wavelength can be altered by the
design of the input and output slab waveguides. Two common passband shapes are
shown in Fig. 10.31. On the left is the normal or Gaussian passband. This passband
shape exhibits the lowest loss at the peak, but the fact that it rolls off quickly on either
side of the peak means that it requires a high stabilization of the laser wavelength.
Furthermore, for applications where the light passes through several AWGs, the
accumulative effect of the filtering function reduces the passband to an extremely
small value. An alternative to the Gaussian passband shape is the flattop orwideband
shape, as shown on the right in Fig. 10.31. This wideband device has a uniform
insertion loss across the passband, and is therefore not as sensitive to laser drift or
the sensitivity of a cascade of filters as is the Gaussian passband. However, the loss
in a flattop device is usually 2–3 dB higher than that in a Gaussian AWG. Table
10.8 compares the main operating characteristics of these two designs for a typical
40-channel AWG.

Fig. 10.30 The FSR specifies the spectral width that will be separated across the output waveguides
of an AWG
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Fig. 10.31 Two common optical-filter passband shapes: normal or Gaussian and flat-top or
wideband

Table 10.8 Performance
characteristics of typical
40-channel arrayed
waveguide gratings (AWGs)

Parameter Gaussian Wideband

Channel spacing 100 GHz 100 GHz

1-dB bandwidth >0.2 nm >0.4 nm

3-dB bandwidth >0.4 nm >0.6 nm

Insertion loss <5 dB <7 dB

Polarization
dependent loss

<0.25 dB <0.15 dB

Adjacent channel
crosstalk

30 dB 30 dB

Passband ripple 1.5 dB 0.5 dB

Optical return loss 45 dB 45 dB

Size (L × W × H) 130 × 65 × 15
(mm)

130 × 65 × 15
(mm)

10.7 WDM Applications of Diffraction Gratings

Another DWDM technology is based on diffraction gratings [24, 25]. A diffrac-
tion grating is a conventional optical device that spatially separates the different
wavelengths contained in a beam of light. The device consists of a set of diffracting
elements, such as narrow parallel slits or grooves, separated by a distance comparable
to the wavelength of light. These diffracting elements can be either reflective or trans-
mitting, thereby forming a reflection grating or a transmission grating, respectively.
Separating and combining wavelengths with diffraction gratings is a parallel process,
as opposed to the serial process that is used with the fiber-based Bragg gratings.

Reflection gratings are fine ruled or etched parallel lines on some type of reflective
surface. With these gratings, light will bounce off the grating at an angle. The angle
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at which the light leaves the grating depends on its wavelength, so the reflected light
fans out in a spectrum. For DWDM applications, the lines are spaced equally and
each individual wavelength will be reflected at a slightly different angle, as shown in
Fig. 10.32. There can be a reception fiber at each of the positions where the reflected
light gets focused. Thus individual wavelengths will be directed to separate fibers.
The reflective diffraction grating works reciprocally; that is, if different wavelengths
come into the device on the individual input fibers, all of the wavelengths will be
focused back into one fiber after traveling through the device. One also could have
a photodiode array in place of the receiving fibers for functions such as monitoring
the power in each wavelength.

One type of transmission grating, which is known as a phase grating, consists of
a periodic variation of the refractive index of the grating. These may be characterized
by a Q-parameter, which is defined as

Q = 2πλd

ng�2 cosα
(10.68)

whereλ iswavelength, d is the thickness of the grating, ng is the refractive index of the
material, � is the grating period, and α is the incident angle, as shown in Fig. 10.33.
The phase grating is called thin for Q < 1 and thick for Q > 10. After a spectrum
of wavelength channels passes through the grating, each wavelength emerges at a
slightly different angle and can be focused into a receiving fiber.

Fig. 10.32 The angle at
which reflected light leaves a
reflection grating depends on
its wavelength
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Fig. 10.33 Each wavelength emerges at a slightly different angle after passing through a
transmission grating

10.8 Summary

Wavelength division multiplexing or WDM allows the combining of a number
of independent information-carrying wavelengths onto the same fiber. This multi-
plexing can be accomplished because an optical fiber has a wide spectral region
in which optical signals can be transmitted efficiently. For full-spectrum fibers this
region includes the O-band through the L-band, which ranges from about 1260–
1675 nm. The light sources used in high-capacity optical fiber communication
systems emit in a narrow wavelength band of less than 1 nm, so many different
independent optical channels can be used simultaneously in different segments of
this wavelength range.

At the transmitting end in a WDM system there are several independently modu-
lated light sources, each emitting signals at a unique wavelength. Here a multiplexer
is needed to combine these optical outputs into a continuous spectrum of signals and
couple them onto a single fiber. At the receiving end a demultiplexer is required to
separate the optical signals into appropriate detection channels for signal processing.

The implementation of sophisticatedWDM networks requires a variety of optical
devices to combine, distribute, isolate, and separate optical power at different wave-
lengths. Passive devices require no external control for their operation. These compo-
nents are mainly used to split and combine or tap off optical signals. The wavelength-
dependent performance of active devices can be controlled electronically or opti-
cally, thereby providing a large degree of network flexibility. As later chapters
discuss, active WDM components include optical amplifiers, wavelength switches,
and optical wavelength converters.
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Problems

10.1 A DWDM optical transmission system is designed to have 100-GHz channel
spacings. How many wavelength channels can be utilized in the 1536-to-
1556-nm spectral band?

10.2 Assume that a 32-channel DWDM system has uniform channel spacings of
�ν = 100 GHz and let the frequency νn correspond to the wavelength λn.
Using this correspondence, let the wavelength λ1 = 1550 nm. Calculate the
wavelength spacing between the first two channels (between channels 1 and
2) and between the last two channels (between channels 31 and 32). From
the result, what can be concluded about using an equal wavelength spacing
definition in this wavelength band instead of the standard equal frequency
channel spacing specification?

10.3 Assume that for a given tap coupler the throughput and coupled powers are
230 μW and 5 μW, respectively, for an input power of 250 μW.

(a) What is the coupling ratio?
(b) What are the insertion losses?
(c) Find the excess loss of the coupler.

10.4 Aproduct sheet for a 2×2 single-modebiconical tapered couplerwith a 40/60
splitting ratio states that the insertion losses are 2.7 dB for the 60-percent
channel and 4.7 dB for the 40-percent channel.

(a) If the input power P0 = 200 μW, find the output levels P1 and P2.
(b) Find the excess loss of the coupler.
(c) From the calculated values of P1 and P2, verify that the splitting ratio is

40/60.

10.5 Consider the coupling ratios as a function of pull lengths shown in Fig. 10.34
for a fused biconical tapered coupler. The performances are given for 1310-
nm and 1540-nm operation. Discuss the behavior of the coupler for each
wavelength if its pull length is stopped at the following points: A, B, C, D,
E, and each F.

10.6 Suppose an engineer has two 2 × 2 waveguide couplers (couplers A and B)
that have identical channel geometries and spacings, and are formed on the
same substrate material. If the index of refraction of coupler A is larger than
that of coupler B, which device has a larger coupling coefficient κ? What
does this imply about the device lengths needed in each case to form a 3-dB
coupler?

10.7 Consider an optical fiber transmission star coupler that has seven inputs and
seven outputs. Suppose the coupler is constructed by arranging the seven
fibers in a circular pattern (a ring of six with one in the center). This fiber
bundle then is put against the end a glass rod that serves as themixing element.
Let the rod diameter be 300 μm.
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Fig. 10.34 Pull-length-dependent coupling ratios (for Prob. 10.5)

(a) If the fibers have 50-μm core diameters and 125-μm outer cladding
diameters, what is the coupling loss resulting from light escaping
between the output fiber cores? Assume the fiber cladding is not
removed.If the fibers have 50-μm core diameters and 125-μm outer
cladding diameters, what is the coupling loss resulting from light
escaping between the output fiber cores? Assume the fiber cladding
is not removed.

(b) What is the coupling loss if the fiber ends are arranged in a row and a
50-μm × 800-μm glass plate is used as the star coupler?

10.8 Repeat Problem 10.7 for seven fibers that have 200-μm core diameters and
400-μm outer cladding diameters. What should the sizes of the glass rod and
the glass plate be in this case?

10.9 Suppose an N × N star coupler is constructed of n 3-dB 2 × 2 couplers,
each of which has a 0.1-dB excess loss. Find the maximum value of n and
the maximum size N if the power budget for the star coupler is 30 dB.

10.10 Consider the 4 × 4 multiplexer shown in Fig. 10.16.

(a) If λ1 = 1548 nm and �ν = 125 GHz, what are the four input
wavelengths?

(b) If neff = 1.5, what are the values of �L1 and �L3?

10.11 Following the same line of analysis as in Example 10.11, use 2 × 2 Mach–
Zehnder interferometers to design an 8-to-1 multiplexer that can handle a
channel separation of 25 GHz. Let the shortest wavelength be 1550 nm.
Specify the value of �L for the 2 × 2 MZIs in each stage.
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10.12 Consider a wavelength multiplexer made from circulators and fiber Bragg
gratings as shown in Fig. 10.22.Assume the input optical power of eachwave-
length λ1 through λ4 is 1 mW. Let both the insertion loss and the throughput
loss of each FBG be 0.25 dB, and let the insertion loss of a circulator be
0.6 dB. What is the power level of each wavelength λ1 through λ4 emerging
from the final circulator C4?

10.13 A 0.5-cm-long fiber Bragg grating is constructed by irradiating a single-mode
fiber with a pair of 244-nm ultraviolet light beams. The fiber has V = 2.405
and neff = 1.48. The half- angle between the two beams is θ/2 = 13.5°. If the
photo-induced index change is 2.5 × 10−4, find the following:

(a) The grating period,
(b) The Bragg wavelength,
(c) The coupling coefficient,
(d) The full bandwidth �λ measured between the zeros on either side of

Rmax,
(e) The maximum reflectivity.

10.14 Consider a wavelength multiplexer made from a series of thin-film filters as
shown in Fig. 10.27. Assume the input optical power of each wavelength λ1

through λ4 is 1 mW. For each TFF let the throughput loss equal 1.0 dB and
let the reflection loss be 0.4 dB. What is the power level of each wavelength
λ1 through λ4 emerging from the final thin-film filter TFF4?

Answers to Selected Problems.

10.1 Channel spacing is 4 nm; 5 channels can be utilized
10.2 λ1 − λ2 = 1550.00 − 1549.20 nm = 0.80 nm;

λ31 − λ32 = 1526.34 − 1525.56 nm = 0.78 nm

10.3 (a) 2%; (b) IL0→1 = 0.36 dB, IL0→2 = 17.0 (c) 0.27 dB
10.4 (a) P1 = 107.4 μW, P2 = 67.8 μW; (b) 0.58 dB; (c) P1/P0 = 61%, P2/P0 =

39
10.5 The following coupling percentages are realized when the pull length is

stopped at the designated points:

Coupling percentages from input fiber to output 2.

Points A B C D E F

1310 nm 25 50 75 90 100 0

1540 nm 50 88 100 90 50 100

10.6 Because βz ∝ n, then for nA > nB we have κA < κB. Thus, because one needs
to have κALA = κBLB, it is necessary to have LA > LB.
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10.7 (a) The coupling loss is found from the area mismatch between the fiber-core
end-face areas and the coupling-rod cross-sectional area. If a is the fiber-core
radius and R is the coupling-rod radius, then the coupling loss is

Lcoupling = 10 log
Pout
Pin

= 10 log
7π a2

πR2 = 10 log
7(25)2

(150)2
= −7.11 dB

(b) Similarly, for the linear-plate coupler

Lcoupling = 10 log 7π a2/(length × width) = 10 log
7π(25)2

800(50)
= −4.64 dB

10.8 (a) The diameter of the circular coupling rod must be 1000 μm. The coupling
loss is

Lcoupling = 10 log
7π a2

πR2 = 10 log
7(100)2

(500)2
= −5.53 dB

(b) The size of the plate coupler must be 200 μm by 2600 μm.

The coupling loss = 10 log
7π(100)2

200(2600)
= −3.74 dB

10.9 n = 9 and N = 2n = 512
10.10 (a) 1549, 1550, and 1551 nm;
(b) �L1 = 0.4 mm, �L3 = 0.8 mm

10.11 �L1 = 0.75 mm, �L2 = 1.5 mm, �L3 = 3.0 mm
10.12 λ1 loss: 2.55 dB, λ2 loss: 3.15 dB, λ3 loss: 2.30 dB, λ4 loss: 1.45 dB
10.13 (a) 523 nm; (b) 1547 nm; (c) 4.2 cm−1; (d) 3.9 nm; (e) 94%
10.14 λ1 loss: 1.2 dB, λ2 loss: 1.8 dB, λ3 loss: 1.4 dB, λ4 loss: 1.0 dB
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Chapter 11
Basics of Optical Amplifiers

Abstract The creation and development of optical amplifiers has provided signif-
icant increases in information capacity in applications ranging from ultra-long
undersea links to short links in access networks. This chapter describes the three
main optical amplifier types, which are semiconductor optical amplifiers, active fiber
or doped-fiber amplifiers, and Raman amplifiers. The topics include noise effects
generated in the amplification process, the concept of optical signal-to-noise ratio
and its relation to bit-error rate, the operation and use of optical amplifiers based on
the Raman scattering mechanism, and wideband optical amplifiers that operate over
several wavelength bands simultaneously.

Traditionally, when setting up an optical link, one formulates a power budget and
adds repeaters when the path loss exceeds the available power margin. To amplify
an optical signal with a conventional repeater, it is necessary to perform photon-
to-electron conversion, electrical amplification, retiming, pulse shaping, and then
electron-to-photon conversion. Although this process works well for moderate-
speed single-wavelength operation, it can present a data transmission bottleneck for
high-speed multiple-wavelength systems. Thus, to eliminate the transmission delay
problem a great deal of effort has been expended to develop all-optical amplifiers.
These devices operate completely in the optical domain to boost the power levels of
multiple lightwave signals over spectral bands of 30 nm and more [1–5].

The three fundamental amplifier types are semiconductor optical amplifiers
(SOAs), doped-fiber amplifiers (DFAs), and Raman amplifiers. In addition, the liter-
ature uses the term hybrid optical amplifier (HOA), which is the combination ofmore
than one optical amplifier in any type of configuration. This chapter first classifies
the three basic types and usage of optical amplifiers in Sect. 11.1. Then Sect. 11.2
discusses SOAs, which are based on the same operating principles as laser diodes.
This discussion includes external pumping principles and signal gain mechanisms.
Next, Sect. 11.3 gives details on erbium-doped fiber amplifiers (EDFAs), which are
widely used in the C-band (1530–1565 nm) for optical communication networks.
Noise effects generated in the amplification process are discussed in Sect. 11.4.
The concept of optical signal-to-noise ratio (OSNR) and its relation to bit-error rate
is discussed in Sect. 11.5. The topic of Sect. 11.6 concerns system applications of
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EDFAswhen they are used in three basic locations. Section 11.7 addresses the opera-
tion and use of optical amplifiers based on the Raman scattering mechanism. Finally,
Sect. 11.8 describes wideband optical amplifiers that operate over several wavelength
bands simultaneously.

11.1 Fundamental Optical Amplifier Types

Optical amplifiers have found widespread use in diverse applications ranging from
ultra-long undersea links to short links in access networks. In long-distance undersea
and terrestrial point-to-point links, the traffic patterns are relatively stable, so that
the input power levels to an optical amplifier do not vary significantly. However,
because many closely spaced wavelength channels are being transported over these
links, the amplifier must have a wide spectral response range and be highly reliable.
Usually fewer wavelengths are carried on metro and access network links, but the
traffic patterns can come in bursts and wavelengths often can be added or dropped
randomly depending on customers’ demand for service. Optical amplifiers for these
applications thus need to be able to recover quickly from rapid input power variations
when the number of amplified channels suddenly changes. Although these diverse
applications offer different optical amplifier design challenges, all devices share some
basic operational requirements and performance characteristics, which are given in
this section.

11.1.1 General Applications of Optical Amplifiers

Figure 11.1 shows general applications of the following three classes of optical
amplifiers:

In-line Optical Amplifiers In a single-mode link, the effects of fiber dispersion may
be small so that the main limitation to repeater spacing is fiber attenuation. Because
such a link does not necessarily require a complete regeneration of the signal, simple
amplification of the optical signal is sufficient. Thus an in-line optical amplifier
can be used to compensate for transmission loss and increase the distance between
regenerative repeaters, as Fig. 11.1a illustrates.

Preamplifier Fig. 11.1b shows an optical amplifier being used as a frontend pream-
plifier for an optical receiver. Thereby, a weak received optical signal is amplified
before photodetection so that the signal-to-noise ratio degradation caused by thermal
noise in the receiver electronics can be suppressed. Compared with other frontend
devices such as avalanche photodiodes or optical heterodyne detectors, an optical
preamplifier provides a larger gain factor and a broader bandwidth.
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Fig. 11.1 Four possible applications of optical amplifiers: a in-line amplifier to increase trans-
mission distance, b preamplifier to improve receiver sensitivity, c booster of transmitted power,
d booster of signal level in a local area network

Power Amplifier Power or booster amplifier applications include placing the device
immediately after an optical transmitter to boost the transmitted power, as Fig. 11.1c
shows. This serves to increase the transmission distance by 10–100 km depending
on the amplifier gain and fiber loss. As an example, using this technique together
with an optical preamplifier at the receiving end can enable repeaterless undersea
transmission distances of 200–250 km. One can also employ an optical amplifier in a
local area network to compensate for coupler-insertion loss and power-splitting loss.
Figure 11.1d shows an example for boosting the optical signal in front of a passive
star coupler so sufficient power arrives at each receiver.
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11.1.2 Amplifier Classifications

The three main optical amplifier types can be classified as semiconductor optical
amplifiers (SOAs), active-fiber or doped-fiber amplifiers (DFAs), and Raman ampli-
fiers. This section first gives a concise overview of these amplifier types; details are
in the following sections. All optical amplifiers increase the power level of incident
light through a stimulated emission or an optical power transfer process. In SOAs
and DFAs the mechanism for creating the population inversion that is needed for
stimulated emission to occur is the same as the process that is used in laser diodes.
Although the structure of such an optical amplifier is similar to that of a laser, it does
not have the optical feedback mechanism that is necessary for lasing to take place.
Thus an optical amplifier can boost incoming signal levels, but it cannot generate a
coherent optical output by itself.

The basic operation of a generic optical amplifier is shown in Fig. 11.2. Here,
the device absorbs energy supplied from an external source called the pump. The
pump supplies energy to electrons in an active medium, which raises them to higher
energy levels to produce a population inversion. An incoming signal photon will
trigger these excited electrons to drop to lower levels through a stimulated-emission
process. Because one incoming trigger photon stimulates a cascade effect in which
many excited electrons emit photons of equal energy as they drop to the ground state,
the result is an amplified optical signal.

As Sect. 11.7 describes, in contrast to the amplification mechanisms used in an
SOA or DFA, in Raman amplification there is a transfer of optical power from a high-
power pump wavelength (e.g., 500 mW at 1480 nm) to lightwave signals at longer
wavelengths (e.g., a -25-dBm signal around 1550 nm). This Raman amplification
mechanism is done without the need for a population-inversion process.

Alloys of semiconductor materials from groups III and V (e.g., phosphorous,
gallium, indium, and arsenic)make up the activemedium in SOAs. The attractiveness
of SOAs is that these devices can be made to work in the O-band (around 1310 nm)
as well as in the C-band. They can be integrated easily on the same substrate as other
optical devices and circuits (e.g., couplers, optical isolators, and receiver circuits), and
compared with DFAs they consume less electrical power, have fewer components,
and are more compact. SOAs have a more rapid gain response, which is on the

Fig. 11.2 Basic operation of a generic optical amplifier
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order of 1–100 ps. This rapid response results in both advantages and limitations.
The advantage is that SOAs can be implemented when both switching and signal-
processing functions are called for in optical networks. The limitation is that the
rapid carrier response causes the gain at a particular wavelength to fluctuate with
the signal rate for speeds up to several Gb/s. Because this fluctuation affects the
overall gain, the signal gain at other wavelengths also fluctuates. Thus the rapid gain
response gives rise to crosstalk effects when a broad spectrum of wavelengths must
be amplified simultaneously.

In DFAs, the active medium for operation in the S-, C-, and L-bands is created
by lightly doping a silica (silicon dioxide) or tellurite (tellurium oxide) fiber core
with rare-earth elements such as thulium (Tm), erbium (Er), or ytterbium (Yb). The
DFAs for the O-band are achieved through doping fluoride-based fibers (rather than
silica fibers) with elements such as neodymium (Nd) and praseodymium (Pr). The
important features of DFAs include the ability to pump the devices simultaneously
at several different wavelengths, low coupling loss to the compatible-sized fiber
transmission medium, and very low dependence of gain on light polarization. In
addition, DFAs are highly transparent to signal format and bit rate, because they
exhibit slow gain dynamics, with carrier lifetimes on the order of 0.1–10 ms. The
result is that, in contrast to SOAs, the gain responses of DFAs are basically constant
for signal modulations greater than a few kilohertz. Consequently, they are immune
from interference effects (such as crosstalk and intermodulation distortion) between
different optical channels when wavelength channels in a broad spectrum (e.g., in
a 30-nm spectral band ranging from 1530 to 1560 nm) are injected simultaneously
into the amplifier.

A Raman optical amplifier is based on a nonlinear effect called stimulated Raman
scattering (SRS), which occurs in fibers at high optical powers (see Chap. 12).
Whereas a DFA requires a specially constructed optical fiber for its operation, Raman
amplification takes placewithin a standard transmission fiber. TheRaman gainmech-
anism can be achieved through either a lumped (or discrete) amplifier or a distributed
amplifier. In the lumped Raman amplifier configuration, a spool of about 80 m of
small-core fiber along with appropriate pump lasers is inserted into the transmission
path as a distinct packaged unit. For the distributed Raman amplifier application, one
or more Raman pump lasers convert the final 20–40 km of the transmission fiber into
a preamplifier. Because the Raman gain in a particular spectral range is derived from
the SRS-induced transfer of optical power from shorter pump wavelengths to longer
signal wavelengths, these amplifiers can be designed for use in any wavelength band.

Table 11.1 lists some possible optical amplifier structures and their operating
ranges. The following sections give details on their characteristics.

11.2 Semiconductor Optical Amplifiers

A semiconductor optical amplifier is essentially an InGaAsP laser that is operating
below its lasing threshold point [6, 7]. Analogous to the construction of a laser diode,
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Table 11.1 Various optical amplifier structures and their operating regions

Acronym Structure Operating band

GC-SOA Gain-clamped semiconductor optical amplifier O- or C-band

PDFFA Praseodynium-doped fluoride fiber amplifier O-band

TDFA Thulium-doped fiber amplifier S-band

EDFA Erbium-doped fiber amplifier C-band

GS-EDFA Gain-shifted EDFA L-band

ETDFA Er/Tm-doped tellurite (tellurium oxide) glass fiber C- and L-bands

RFA Raman fiber amplifier 1260–1650 nm

the gain peak of an SOA can be selected in any narrow wavelength band extending
from 1280 nm in the O-band to 1650 nm in the U-band by varying the composition
of the active InGaAsP material. Most SOAs belong to the traveling-wave (TW)
amplifier category. This means that in contrast to the laser feedback mechanism
where the optical signal makes many back and forth passes through the lasing cavity
in the SOA, in a TW amplifier the optical signal travels through the device only once.
During this single passage the optical signal gains energy and emerges intensified at
the other end of the amplifier.

The SOA construction is similar to a resonator cavity structure of a laser diode.
The SOA has an active region of length L, width w, and height d. The end facets
have reflectivities R1 and R2. However, in contrast to a semiconductor laser diode
in which the reflectivities are around 0.3, the parameters R1 and R2 for an SOA are
dramatically lower in order for the optical signal to pass through the amplification
cavity only once. Low reflectivities of about 10−4are achieved by depositing thin
layers of silicon oxide, silicon nitride, or titanium oxide on the SOA end facets.

11.2.1 External Pumping of Active Medium

External current injection is the pumping method used to create the population inver-
sion needed for having a gain mechanism in SOAs. This is similar to the operation
of laser diodes (see Sect. 4.3). Thus, from Eq. (4.31), the sum of the injection, stim-
ulated emission, and spontaneous recombination rates gives the rate equation that
governs the carrier density n(t) in the excited state

∂n(t)

∂t
= Rp(t) − Rst (t) − n(t)

τr
(11.1)

where

Rp(t) = J (t)

qd
(11.2)
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is the external pumping rate from the injection current density J(t) into an active layer
of thickness d, τr is the combined time constant coming from spontaneous emission
and carrier-recombination mechanisms, and

Rst(t) = �aVg(n − nth)Nph ≡ gVgNph (11.3)

is the net stimulated emission rate. Here, Vg is the group velocity of the incident
light, � is the optical confinement factor, a is a gain constant (which depends on the
optical frequency v), nth is the threshold carrier density, Nph is the photon density,
and g is the overall gain per unit length. Given that the active area of the optical
amplifier has a width w and a thickness d, then for an optical signal of power Ps with
photons of energy hv and group velocity Vg, the photon density is

Nph = Ps
Vg hν (wd)

(11.4)

In the steady state, ∂n(t)/∂t = 0, so that Eq. (11.1) becomes

Rp = Rst + n

τr
(11.5)

Now substitute Eq. (11.2) for Rp, the second equality in Eq. (11.3) for Rst, and the
first equality in Eq. (11.3) solved for n into Eq. (11.5). Solving for g then yields the
steady-state gain per unit length

g =
J
qd − nth

τr

VgNph + 1/�aτr
= g0

1 + Nph/Nph;sat
(11.6)

where

Nph;sat = 1

�aVgτr
(11.7a)

is defined as the saturation photon density, and

g0 = �aτr

(
J

qd
− nth

τr

)
(11.7b)

is the medium gain per unit length in the absence of signal input (when the photon
density is zero), which is called the zero-signal or small-signal gain per unit length.

Example 11.1 Consider an InGaAsP SOA with w = 5 μm and d = 0.5 μm. Given
that Vg = 2 × 108 m/s, if a 1.0-μWoptical signal at 1550 nm enters the device, what
is the photon density?

Solution: From Eq. (11.4) the photon density is
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Nph = 1 × 10−6W(
2 × 108m/s

) (6.626×10−34J·s)(3×108m/s)
(1.55×10−6m)

(5μm)(0.5μm)

= 1.56 × 106 photons/m3

Example 11.2 Consider the following parameters for a 1300-nm InGaAsP SOA:

Symbol Parameter Value

w Active area width 3 μm

d Active area thickness 0.3 μm

L Amplifier length 500 μm

Γ Confinement factor 0.3

τ r Time constant 1 ns

a Gain coefficient 2 × 10–20 m2

nth Threshold density 1 × 1024 m−3

(a) What is the pumping rate for the SOA?
(b) What is the zero-signal gain?

Solution:

(a) If a 100-mA bias current is applied to the device, then from Eq. (11.2) the
pumping rate is

Rp = J

qd
= i

qdwL
= 0.1A(

1.6 × 10−19C
)
(0.3μm)(3μm)(500μm)

= 1.39 × 1033 (electrons/m3)/s

(b) From Eq. (11.7b), the zero-signal gain is

g0 = 0.3
(
2.0 × 10−20m2

)
(1 ns)

(
1.39 × 1033m−3s−1 − 1.39 × 1024m−3

1.0 ns

)

= 2340m−1 = 23.4 cm−1

Drill Problem 11.1 Consider an InGaAsP SOA that has cavity dimensions w
= 5μm, d = 0.5μm, and L = 200μm. Assume the SOA has a gain coefficient
a = 1.0 × 10−20 m2, a confinement factor � = 0.3, a 1-ns time constant,
and a threshold carrier density nth = 1.0 × 1024 m−3. (a) If a 100-mA bias
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current is applied to the device, show that the pumping rate Rp = 1.25 × 1033

(electrons/m3)/s. (b) Show that the zero-signal gain is g0 = 750 m−1.

11.2.2 Amplifier Signal Gain

One of the most obviously important parameters of an optical amplifier is the signal
gain or amplifier gain G, which is defined as

G = Ps,out
Ps,in

(11.8)

where Ps,in and Ps,out are the input and output powers, respectively, of the optical
signal being amplified. As noted in Chap. 4, the radiation intensity at a photon
energy hv varies exponentially with the distance traversed in a lasing cavity. Hence,
using Eq. (4.23), the single-pass gain in the active medium of the SOA is

G = exp[�(gm − αmat )L] ≡ exp[g(z)L] (11.9)

where � is the optical confinement factor in the cavity, gm is the material gain
coefficient, αmat is the effective absorption coefficient of the material in the optical
path, L is the amplifier length, and g(z) is the overall gain per unit length.

Equation (11.9) shows that the gain increases with device length. However, the
internal gain is limited by gain saturation. This occurs because the carrier density
in the gain region of the amplifier depends on the optical input intensity. As the
input signal level is increased, excited carriers (electron–hole pairs) are depleted
from the active region. When there is a sufficiently large optical input power, further
increases in the input signal level no longer yield an appreciable change in the output
level because there are not enough excited carriers to provide an appropriate level of
stimulated emission. Note here that the carrier density at any point z in the amplifying
cavity depends on the signal levelPs(z) at that point. In particular, near the inputwhere
z is small, incremental portions of the device may not have reached saturation at the
same time as the sections farther down the device, where incremental portions may
be saturated because of higher values of Ps(z).

An expression for the gain G as a function of the input power can be derived
by examining the gain parameter g(z) in Eq. (11.9). This parameter depends on the
carrier density and the signal wavelength. Using Eqs. (11.4) and (11.6), then at a
distance z from the input end, g(z) is given by

g(z) = g0

1 + Ps (z)
Pamp,sat

(11.10)
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where g0 is the unsaturatedmediumgain per unit length in the absence of signal input,
Ps(z) is the internal signal power at point z, and Pamp,sat is the amplifier saturation
power, which is defined as the internal power level at which the gain per unit length
has been halved. Thus, from Eq. (11.9) the gain decreases with increasing signal
power. In particular, the gain parameter in Eq. (11.10) is reduced by a factor of 2
when the internal signal power is equal to the amplifier saturation power.

Given that g(z) is the gain per unit length, in an incremental length dz the light
power increases by

dP = g(z)Ps(z)dz (11.11)

Substituting Eq. (11.10) into Eq. (11.11) and rearranging terms gives

g0(z)dz =
[

1

Ps(z)
+ 1

Pamp,sat

]
dP (11.12a)

Integrating this equation from z = 0 to z = L yields

L∫
0

g0dz =
Ps,out∫
Ps,in

[
1

Ps(z)
+ 1

Pamp,sat

]
dP (11.12b)

Defining the single-pass gain in the absence of light to be G0 = exp(g0L), and using
Eq. (11.8), then yields

G = 1 + Pamp,sat

Ps,in
ln

(
G0

G

)
= G0exp

(
−G − 1

G

Ps,out
Pamp,sat

)
(11.13)

Figure 11.3 illustrates the dependence of the gain on the input power. Here, the
zero-signal gain (or small-signal gain) isG0 = 30 dB, which is a gain factor of 1000.
The curve shows that as the input signal power is increased, the gain first stays near
the small-signal level and then starts to decrease. After decreasing linearly in the gain
saturation region, it finally approaches an asymptotic value of 0 dB (a unity gain) for
high input powers. Also shown is the output saturation power Pamp,sat , which is the
point at which the gain is reduced by 3 dB.

The wavelength at which the SOA has a maximum gain can be tailored to occur
anywhere between about 1200 and1700nmbychanging the composition of the active
InGaAsP material. As an example, Fig. 11.4 shows a typical gain versus wavelength
characteristic for a device with a peak gain of 25 dB at 1530 nm. The wavelength
span over which the gain decreases by less than 3 dB with respect to the maximum
gain is known as the gain bandwidth or the 3-dB optical bandwidth. In the example
shown in Fig. 11.4 the 3-dB optical bandwidth is 85 nm. Values of up to 100 nm can
be achieved.
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Fig. 11.3 Typical
dependence of the
single-pass gain on optical
input power for a
small-signal gain of G0 =
30 dB (a gain of 1000)

Fig. 11.4 Example of 3-dB optical bandwidth for an SOA and the gain-versus-wavelength
characteristic with a peak gain of 25 dB at 1530 nm

11.2.3 SOA Bandwidth

A general expression for the cavity gain Gc as a function of signal frequency f is
given by

Gc( f ) = (1 − R1)(1 − R2)G(
1 − √

R1R2G
)2 + 4

√
R1R2G sin2 ϕ

(11.14)

whereG is the single-pass gain, R1 and R2 are the input and output facet reflectivities,
respectively, and ϕ is the single-pass phase shift through the amplifier. The phase can
be expressed as ϕ = π(f − f 0)/	f FSR, where f 0 is the cavity resonance frequency
and 	f FSR is the free spectral range of the SOA (see Sect. 10.5.1).
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From Eq. (11.14) the 3-dB spectral bandwidth BSOA of an SOA can be expressed
by [8]

BSOA = 2( f − f0) = 2	 fFSR
π

sin−1

[
1 − √

R1R2G

2
(√

R1R2G
)1/2

]

= c

πnL
sin−1

[
1 − √

R1R2G

2
(√

R1R2G
)1/2

]
(11.15)

Here L is the length of the amplifier and n is its refractive index.

Drill Problem 11.2 Consider an InGaAsP SOA that has a refractive index n
= 3.25, a cavity length L = 300 μm, and a 25-dB gain at 1530 nm. Suppose
the facet reflectivity values are R1 = R2 = 0.001. Show that the 3-dB spectral
bandwidth BSOA is 64.1 GHz.

11.3 Erbium-Doped Fiber Amplifiers

The active medium in an optical fiber amplifier consists of a nominally 10 to 30-m
length of optical fiber that has been lightly doped (e.g., 1000 parts per millionweight)
with a rare-earth element, such as erbium (Er), ytterbium (Yb), thulium (Tm), or
praseodymium (Pr). The host fiber material can be standard silica, a fluoride-based
glass, or a tellurite glass.

The operating regions of these devices depend on the host material and the doping
elements. A popularmaterial for long-haul telecommunication applications is a silica
fiber doped with erbium, which is called an erbium-doped fiber amplifier or EDFA
[8–12]. In somecasesYb is added to increase the pumping efficiency and the amplifier
gain [13]. The operation of a standard EDFA normally is limited to the 1530–l565 nm
region. Actually the fact that an EDFA operates in this spectral band is the origin of
the term C-band or conventional band (see Chap. 1). However, various techniques
have been proposed and used to extend the operation to the S-band and the L-
band. Section 11.8 describes some of these techniques for creating wideband optical
amplifiers.

11.3.1 Basics of Fiber Amplifier Pumping

Whereas semiconductor optical amplifiers use external current injection to excite
electrons to higher energy levels, optical fiber amplifiers use optical pumping [14].
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In this process, one uses photons to directly raise electrons into excited states. The
optical pumping process requires three or more energy levels. The top energy level
to which the electron is elevated initially must lie energetically above the desired
final emission level. After reaching its initial excited state, the electron must quickly
release some of its energy and drop to a slightly lower energy level. A signal photon
can then trigger the excited electron sitting in this new lower level into stimulated
emission, whereby the electron releases its remaining energy in the form of a new
photon with a wavelength identical to that of the signal photon. Because the pump
photon must have a higher energy than the signal photon, the pump wavelength is
shorter than the signal wavelength.

To get a phenomenological understanding of how an EDFA works, it is helpful to
look at the energy-level structure of erbium. The erbium atoms in silica are Er3+ ions,
which are erbium atoms that have lost three of their outer electrons. In describing the
transitions of the outer electrons in these ions to higher energy states, it is common
to refer to the process as “raising the ions to higher energy levels.” Fig. 11.5 shows a
simplified energy-level diagramandvarious energy-level transitionprocesses of these
Er3+ ions in silica glass. The two principal levels for telecommunication applications
are a metastable level (the so-called 4I13/2 level) and the 4I11/2 pump level. The term
“metastable” means that the lifetimes for transitions from this state to the ground
state are very long compared with the lifetimes of the states that led to this level.
(Note that, by convention, the possible states of a multielectron atom are referred to
by the symbol 2S+lLJ , where 2S + 1 is the spin multiplicity, L is the orbital angular
momentum, and J is the total angular momentum.) The metastable, the pump, and
the ground-state levels are actually bands of closely spaced energy levels that form a

Fig. 11.5 Simplified energy-level diagrams and various transition processes of Er3+ ions in silica,
with an example for 1550-nm signal photons
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manifold (a set ofmany levels) due to the effect knownasStark splitting. Furthermore,
thermal effects broaden each Stark level into an almost continuous band.

To understand the various energy transitions and photon emission ranges, consider
the following conditions:

• The pump band shown in the top left of Fig. 11.5 exists at a 1.27-eV separation
from the bottom of the 4I15/2 ground state. This energy corresponds to a 980-nm
wavelength.

• The top of the 4I13/2 metastable band (level D in Fig. 11.5) is separated from the
bottom of the 4I15/2 ground state band (level A in Fig. 11.5) by 0.841 eV. This
energy corresponds to a 1480-nm wavelength.

• The bottom of the 4I13/2 metastable band (level C in Fig. 11.5) is separated from
the bottom of the 4I15/2 ground state band (level A in Fig. 11.5) by 0.814 eV. This
energy corresponds to a 1530-nm wavelength.

• The bottom of the 4I13/2 metastable band (level C in Fig. 11.5) is separated from
the top of the 4I15/2 ground state band (level B in Fig. 11.5) by about 0.775 eV.
This energy corresponds to a 1600-nm wavelength.

This means that possible pump wavelengths are 980 and 1480 nm. The photons
emitted during transitions of electrons between possible energy levels in the
metastable band and ground-state band can range from 1530 to 1600 nm.

In normal operation, a pump laser emitting 980-nm photons is used to excite ions
from the ground state to the pump level, as shown by transition process 1 in Fig. 11.5.
These excited ions decay (relax) very quickly (in about 1 μs) from the pump band
to the metastable band, shown as transition process 2. During this decay, the excess
energy is released as phonons or, equivalently, mechanical vibrations in the fiber.
Within the metastable band, the electrons of the excited ions tend to populate the
lower end of the band. Here, they are characterized by a very long fluorescence time
of about 10 ms.

Another possible pumpwavelength is 1480 nm. The energy of these pumpphotons
is very similar to the signal-photon energy, but slightly higher. The absorption of a
1480-nm pump photon excites an electron from the ground state directly to the
lightly populated top of the metastable level, as indicated by transition process 3
in Fig. 11.5. These electrons then tend to move down to the more populated lower
end of the metastable level (transition 4). Some of the ions sitting at the metastable
level can decay back to the ground state in the absence of an externally stimulating
photon flux, as shown by transition process 5. This decay phenomenon is known as
spontaneous emission and adds to the amplifier noise because it emits a background
noise photon.

Two more types of transitions occur when a flux of signal photons with energies
corresponding to the bandgap energy between the ground state and the metastable
level passes through the device. First, a small portion of the external photons will be
absorbed by ions in the ground state, which raises these ions to themetastable level, as
shown by transition process 6. Second, in the stimulated emission process (transition
process 7) a signal photon triggers an excited ion to drop to the ground state, thereby
emitting a new photon of the same energy, wave vector, and polarization as the
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incoming signal photon. The widths of the metastable level and the ground-state
level allow high degrees of stimulated emissions to occur in the 1530-to-1560-nm
range.

11.3.2 Construction of an EDFA

An optical fiber amplifier consists of a doped fiber, one or more pump lasers, a
passive wavelength coupler, optical isolators, and tap couplers, as shown in Fig. 11.6.
The dichroic (two-wavelength) coupler handles either 980/1550-nm or 1480/1550-
nm wavelength combinations to couple both the pump and signal optical powers
efficiently into the fiber amplifier. The tap couplers are wavelength-insensitive with
typical splitting ratios ranging from 99:1 to 95:5. They generally are used on both
sides of the amplifier to compare the incoming signal with the amplified output. The
optical isolators prevent the amplified signal from reflecting back into the device,
where it could increase the amplifier noise and decrease the amplifier efficiency.

The pump light is usually injected from the same direction as the signal flow. This
is known as codirectional pumping. It is also possible to inject the pump power in the

Fig. 11.6 Three possible configurations of an EDFA: a co-directional pumping, b counter-
directional pumping, and c dual pumping
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opposite direction to the signal flow, which is known as counterdirectional pumping.
As shown in Fig. 11.6, one can employ either a single pump source or use dual-pump
schemes, with the resultant gains typically being +17 dB and +35 dB, respectively.
Counter-directional pumping allows higher gains, but codirectional pumping gives
better noise performance. In addition, pumping at 980 nm is preferred, because
it produces less noise and achieves larger population inversions than pumping at
1480 nm.

11.3.3 EDFA Power-Conversion Efficiency and Gain

As is the case with any amplifier, as themagnitude of the output signal from an EDFA
increases, the amplifier gain eventually starts to saturate. The reduction of gain in
an EDFA occurs when the population inversion is reduced significantly by a large
signal, thereby yielding the typical gain-versus-power performance curve shown in
Fig. 11.3.

The input and output signal powers of an EDFA can be expressed in terms of the
principle of energy conservation:

Ps,out ≤ Ps,in + λp

λs
Pp,in (11.16)

where Pp,in is the input pump power, and λp and λs are the pump and signal wave-
lengths, respectively. The fundamental physical principle here is that the amount of
signal energy that can be extracted from an EDFA cannot exceed the pump energy
that is stored in the device. The inequality in Eq. (11.16) reflects the possibility of
effects such as pump photons being lost due to various causes (such as interactions
with impurities) or pump energy lost due to spontaneous emission.

From Eq. (11.16), it can be seen that the maximum output signal power depends
on the ratio λp/λs. For the pumping scheme to work, it is necessary to have λp < λs,
and, to have an appropriate gain, it is necessary that Ps,in ≤ Pp,in. Thus, the power
conversion efficiency (PCE), defined as

PCE = Ps,out − Ps,in
Pp,in

≈ Ps,out
Pp,in

≤ λp

λs
≤ 1 (11.17)

is less than unity. The maximum theoretical value of the PCE is λp/λs. For absolute
reference purposes, it is helpful to use the quantum conversion efficiency (QCE),
which is wavelength-independent and is defined by

QCE = λs

λp
PCE (11.18)
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The maximum value of QCE is unity, in which case all the pump photons are
converted to signal photons.

One also can rewrite Eq. (11.16) in terms of the amplifier gainG. Assuming there
is no spontaneous emission, then

G = Ps,out
Ps,in

≤ 1 + λp

λs

Pp,in

Ps,in
(11.19)

This shows an important relationship between signal input power and gain. When
the input signal power is very large so that Ps,in � (λp/λs)Pp,in, then the maximum
amplifier gain is unity. This means that the device is transparent to the signal. From
Eq. (11.19), it can be seen that in order to achieve a specific maximum gain G, the
input signal power cannot exceed a value given by

Ps,in ≤ λp

λs

Pp,in

(G − 1)
(11.20)

Example 11.3 Consider an EDFA being pumped at 980 nm with a 30-mW pump
power. If the gain at 1550 nm is 20 dB, what are the maximum input and output
powers?

Solution: From Eq. (11.20), the maximum input power is

Ps,in ≤ 980

1550

30mW

(100 − 1)
= 190μW

From Eq. (11.16), the maximum output power is

Ps,out (max) = Ps,in(max) + λp

λs
Pp,in

= 190μW + 0.63(30mW)

= 19.1mW = 12.8 dBm

Drill Problem 11.3 Consider an EDFA being pumped with a 36-mW pump
power at 1480 nm. (a) If the gain is 23 dB at 1550 nm, show that the maximum
input power is 0.172 mW = −7.6 dBm. (b) Show that the maximum output
power is 34.5 mW = 15.4 dBm.

In addition to pumppower, the gain also depends on thefiber length.Themaximum
gain in a three-level laser medium of length L, such as an EDFA, is given by

Gmax = exp(ρσeL) (11.21)
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where σe is the signal-emission cross section and ρ is the rare-earth element concen-
tration. When determining the maximum gain, Eqs. (11.19) and (11.21) must be
considered together. Consequently, the maximum possible EDFA gain is given by
the lowest of the two gain expressions:

G ≤ min

{
exp(ρσeL), 1 + λp

λs

Pp,in

Ps,in

}
(11.22)

BecauseG= Ps,out/Ps,in = exp(ρσeL), it follows similarly that the maximum possible
EDFA output power is given by the minimum of the two expressions:

Ps,out ≤ min

{
Ps,in exp(ρσeL), Ps,in + λp

λs
Pp,in

}
(11.23)

Figure 11.7 illustrates the onset of gain saturation for various doped-fiber lengths
as the pumping power increases from a low pump power (P1) to higher pump powers
P2 and P3. As the fiber length increases for low pumping powers, the gain starts to
decrease after a certain length because the pump does not have enough energy to
create a complete population inversion in the downstream portion of the amplifier.
In this case, the unpumped region of the fiber absorbs the signal, thus resulting in
signal loss rather than gain in that section.

A detailed analysis of EDFA gain versus amplifier length has been presented in
the literature to which the reader is referred for details [15]. Several points should
be noted in relation to that research:

• The amplifier length that yields a maximum gain becomes longer with increasing
signal wavelength, because photons at longer wavelengths have less energy and
thus need less power to have the same gain as photons at shorter wavelengths.

• If a specific amplifier length is chosen, for example, 30 m, then the EDFA will
amplify each wavelength differently, again because photon energy is wavelength

Fig. 11.7 The onset of gain
saturation at various
doped-fiber lengths as the
pumping power increases
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dependent. This leads to gain skew among different wavelengths as they emerge
from the amplifier.

• The 980-nm pumping yields a complete population inversion (maximum gain) at
shorter amplifier lengths than 1480-nm pumping. This results in a lower amplifier
noise figure when using 980-nm pumping.

11.4 Noises Generated in Optical Amplifiers

The dominant noise generated in an optical amplifier is called amplified spontaneous
emission (ASE) noise. The origin of this noise is the spontaneous recombination
of electrons and holes in the amplifier medium (transition 5 in Fig. 11.5). This
recombination occurs over a wide range of electron–hole energy differences and
thus gives rise to a broad spectral background of noise photons that get amplified
along with the optical signal as they travel through the EDFA. This is shown in
Fig. 11.8 for an EDFA amplifying a signal at 1540 nm. The spontaneous noise can
be modeled as a stream of random infinitely short pulses that are distributed all along
the amplifying medium. Such a random process is characterized by a noise power
spectrum that is flat with frequency. The power spectral density of the ASE noise is
[9]

SASE ( f ) = hv nSp[G( f ) − 1] = PASE/BO (11.24)

where PASE is the ASE noise power in one polarization state in an optical bandwidth
Bo and nsp is the spontaneous-emission or population-inversion factor defined as

nsp = n2
n2 − n1

(11.25)

Fig. 11.8 Representative 1480-nm pump spectrum and a typical output signal at 1540 nm with the
associated amplified-spontaneous-emission (ASE) noise
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Here n1 and n2 are the fractional densities or populations of electrons in a lower state
1 and an upper state 2, respectively. Thus, nsp denotes how complete the population
inversion is between two energy levels. From Eq. (11.25) it is seen that nsp ≥ 1.
The equality holds for an ideal amplifier when the population inversion is complete.
Typical values range from 1.4 to 4, depending on the wavelength and the pumping
rate.

An important point is that the expression for PASE is for an individual spatial
mode and an individual polarization state. For single-mode fibers the center term in
Eq. (11.24) must be multiplied by a factor 2 to get the total ASE power, because
a single-mode fiber has one spatial mode and two polarization modes. If an EDFA
is made from a multimode fiber, PASE becomes much larger because such a fiber
has many spatial modes. The ASE noise level depends on whether codirectional or
counterdirectional pumping is used.

Because ASE originates ahead of the photodiode, it gives rise to three different
noise components in an optical receiver in addition to the normal thermal noise of
the photodetector. This occurs because the photocurrent consists of a number of beat
signals between the signal and the optical noise fields, in addition to the squares of
the signal field and the spontaneous-emission field. If the total optical field is the
sum of the signal field Es and the ASE noise field En, then the total photodetector
current itot is proportional to the square of the electric field of the composite optical
signal:

itot ∝ (Es + En)
2 = E2

s + E2
n + 2Es En

Here the first two terms arise purely from the signal and noise, respectively. The third
term is a mixing component (a beat signal) between the signal and noise, which can
fall within the bandwidth of the receiver and degrade the signal-to-noise ratio. First,
taking the ASE photons into account, the optical power incident on the photodetector
becomes

Pin = GPs,in + PASE = GPs,in + SASEBO (11.26)

Note that Bo can be reduced significantly if an optical filter precedes the photode-
tector. Substituting Pin into Eq. (6.6) and inserting the resulting expression for the
photocurrent ip into Eq. (6.12) to find the shot noise then yields the total mean-square
signal-plus-ASE shot-noise current

〈
i2shot

〉 = σ 2
shot = σ 2

shot−s + σ 2
shot−ASE = 2qRGPs,inBe + 2qRSASEB0Be (11.27)

where Be is the front-end receiver electrical bandwidth.
The other two noises arise from the mixing of the different optical frequencies

contained in the light signal and the ASE, which generates two sets of beat frequen-
cies. Because the signal and the ASE have different optical frequencies, the beat
noise of the signal with the ASE noise that is in the same polarization state as the
signal is
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σ 2
s−ASE = 4

(
RGPs,in

)
(RSASEBe) (11.28)

In addition, because the ASE spans awide optical frequency range, it can beat against
itself giving rise to the noise current

σ 2
ASE−ASE = R2S2ASE (2B0 − Be)Be (11.29)

The total mean-square receiver noise current then becomes

〈
i2total

〉 = σ 2
total = σ 2

th + σ 2
shot−s + σ 2

shot−ASE + σ 2
s−ASE + σ 2

ASE−ASE (11.30)

where the thermal noise variance σ 2
th is given by Eq. (6.15).

The last four terms in Eq. (11.30) tend to be of similarmagnitudeswhen the optical
bandwidth Bo is taken to be the optical bandwidth of the spontaneous emission noise,
which covers a 30-nm spectrum.However, one generally uses a narrowoptical filter at
the receiver, so that Bo is on the order of 125 GHz (a 1-nm spectral width at 1550 nm)
or less. In that case, Eq. (11.30) can be simplified by examining the magnitudes of
the various noise components. First, the thermal noise can generally be neglected
when the amplifier gain is large enough. Furthermore, because the amplified signal
power GPs,in is much larger than the ASE noise power SASE Bo, the ASE–ASE beat
noise given by Eq. (11.29) is significantly smaller than the signal–ASE beat noise.
This also means that the second term in Eq. (11.27) is small compared to the first
term, so that

σ 2
shot ≈ 2qRGPs,inBe (11.31)

Using these results together with the expression for SASE from Eq. (11.24) yields
the following approximate signal-to-noise ratio (S/N) at the photodetector output:

(
S

N

)
out

= σ 2
ph

σ 2
total

= R2G
2P2

s,in

σ 2
total

≈ R
Ps,in
2qBe

G

1 + 2ηnsp(G − 1)
(11.32)

where η is the quantum efficiency of the photodetector and, from Eq. (6.11), the
mean-square input photocurrent is

〈
i2ph

〉 = σ 2
ph = R2G2P2

s,in (11.33)

Note that the term
(
S

N

)
in

= R
Ps,in
2qBe

(11.34)

in Eq. (11.32) is the signal-to-noise ratio of an ideal photodetector at the input to the
optical amplifier. From Eq. (11.32) one then can find the noise figure of the optical
amplifier, which is a measure of the S/N degradation experienced by a signal after
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passing through the amplifier. Using the standard definition of noise figure as the
ratio between the S/N at the input and the S/N at the amplifier output, then for an
ideal photodetector with η = 1

Noise figure = FEDFA = (S/N )in

(S/N )out
= 1 + 2nsp(G − 1)

G
(11.35)

WhenG is large, this becomes 2nsp. A perfect amplifier would have nsp = 1, yielding
a noise figure of 2 (or 3 dB), assuming η = 1. That is, using an ideal receiver with a
perfect amplifier would degrade the S/N by a factor of 2. In a real EDFA, for example,
nsp is around 2 so the input S/N gets reduced by a factor of about 4. This results in a
noise figure of 4–5 dB for a practical EDFA [16].

11.5 Optical Signal-To-Noise Ratio (OSNR)

When analyzing a transmission link that has a series of optical amplifiers in it, an
important point to remember is that the light signal entering any particular optical
amplifier includes some ASE noise from the preceding amplifiers in the link. Thus
the optical receiver may contain a significant level of ASE noise that has been added
by the cascade of optical amplifiers. In this case one has to evaluate the optical
signal-to-noise ratio (OSNR) [9, 10]. This parameter is defined as the ratio of the
average EDFA optical signal output power Pave to the unpolarized ASE optical noise
power PASE. The OSNR is given by

OSNR = Pave

PASE
(11.36a)

or, in decibels

OSNR(dB) = 10 log
Pave

PASE
(11.36b)

In practice, the OSNR can be measured with an optical spectrum analyzer (OSA),
which is described inChap. 14. TheOSNRdoes not depend on factors such as the data
format, pulse shape, or optical filter bandwidth, but only on the average optical signal
power Pave and the average optical noise power. OSNR is a metric that can be used
in the design and installation of networks, as well as to check the health and status
of individual optical channels. Sometimes an optical filter is used to significantly
reduce the total ASE noise seen by the receiver. Typically such a filter has an optical
bandwidth that is large compared to the signal, so that it does not affect the signal,
yet that is narrow compared to the bandwidth associated with the ASE background.
The ASE noise filter does not change the OSNR. However, it reduces the total power
in the ASE noise to avoid overloading the receiver front end.
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In order to have a meaningful assessment of what the OSNR tells about system
performance, a connection is needed between OSNR and bit-error rate (BER). A
number of different relationships have beenproposed for this in the literature. Further-
more, there are different approaches for interpreting the results of an OSA measure-
ment, which can lead to a difference in results of several decibels. Using the expres-
sion for Q given by Eq. (7.14) and the definition of OSNR from Eq. (11.36b), the
following relation between Q and OSNR can be derived [11]

Q = 2
√
2OSNR

1 + √
1 + 4OSNR

(11.37)

Solving Eq. (11.37) for OSNR yields

OSNR = 1

2
Q

(
Q + √

2
)

(11.38)

Example 11.4 In Chap. 7 it is shown that to achieve a BER= 10–9 the factorQmust
be 6. What is the OSNR for this BER?

Solution: Using Eq. (11.38) then yields

OSNR
(
BER = 10−9

) = 0.5(6)(6 + √
2) = 22.24 ≈ 13.5 dB

Therefore if an OSA measures an OSNR ≤ 13.5 dB, then the corresponding error
rates are equal to or higher than BER = 10–9.

For an OSNR analysis, first consider the case for a single EDFA. Converting the
ASE noise power given by Eq. (11.24) into a decibel format, then for unpolarized
ASE noise and for large G

10 log PASE = 10 log[(hv)(BO)] + 10 log 2nsp + 10 logG (11.39)

Here,hν is the photon energy andB0 is the optical frequency range inwhich theOSNR
is measured, which typically is 12.5 GHz (a 0.1-nm spectral width at 1550 nm). At
1550 nm, one obtains (hν)(Bo) = 1.58 × 10−6 mW, so that 10 log (hν)(Bo) = −
58 dBm. Assuming thatG� 1 and taking FEDFA(dB)= 10 log 2nsp from Eq. (11.35)
as the amplifier noise figure, then in decibels

PASE(dBm) = −58dBm + FEDFA(dB) + G(dB) (11.40)

Using Eq. (11.36) and taking the EDFA output power to be G times the optical
input power, Pout = GPin, one obtains the requirement that in order to have an
acceptable BER, the OSNR must be at least

OSNR(dB) = Pin (dBm) + 58dBm − FEDFA (dB) (11.41)
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Drill Problem 11.4 To achieve a BER = 10−15 the factor Q must be 8. (a)
Show that the OSNR required for this BER is 37.7 dB. (b) If the EDFA noise
figure is FEDFA = 5 dB, show that for this OSNR the maximum allowed input
power is Pin = − 5.3 dBm (29 μW).

11.6 Fiber Link Applications

When designing an optical fiber link that requires optical amplifiers, there are three
possible locationswhere the amplifiers can be placed, as shown in Fig. 11.1.Although
the physical amplification process is the same in all three configurations, the various
uses require operation of the device over different input power ranges. This in turn
implies use of different amplifier gains. This section will look at simple conceptual
analyses and present generic operational values for the three possible locations of
EDFAs in an optical link.

11.6.1 Power Amplifier Functions

For the power amplifier, the input power is high because the device immediately
follows an optical transmitter. High pump powers are normally required for this
application [17]. The amplifier inputs are generally−8 dBmor greater, and the power
amplifier gain must be greater than 5 dB in order for it to be more advantageous than
using a preamplifier at the receiver.

Example 11.5 Consider an EDFA used as a power amplifier with a 10-dB gain.
Assume the amplifier input is a 0-dBm level from a 1540-nm laser diode transmitter.
If the pump wavelength is 980 nm, what is the pump power?

Solution: From Eq. (11.16), for a 10-dBm output at 1540 nm, the pump power must
be at least

Pp,in ≥ λs

λp

(
Ps,out − Ps,in

) = 1540

980
(10mW − 1mW) = 14mW
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11.6.2 Use of In-Line Amplifiers

In a long transmission system, optical amplifiers are needed to periodically restore
the power level after it has decreased due to attenuation in the fiber. Normally, the
gain of each EDFA in this amplifier chain is chosen to compensate exactly for the
signal loss incurred in the preceding fiber section of length L, that is,G= exp(+ α L).
The accumulated ASE noise is the dominant degradation factor in such a cascaded
chain of amplifiers.

Example 11.6 Consider Fig. 11.9, which shows the values of the per-channel signal
power, the per-channel ASE noise, and the SNR along a chain of seven optical
amplifiers in a WDM link. As shown by the solid line, the input signal level starts
out at 6 dBm and decays due to fiber attenuation as it travels along the link. When
its power level has dropped to –24 dBm, it gets boosted back to 6 dBm by an optical
amplifier. For a given channel transmitted over the link, the SNR starts out at a high
level and then decreases at each amplifier as the ASE noise accumulates through the
length of the link. For example, following amplifier number 1, the SNR is 28 dB
for a 6-dBm amplified signal level and a –22-dBm ASE noise level. After amplifier
number 4, the SNR is 22 dB for a 6-dBm amplified signal level and a –16-dBm ASE
noise level. The higher the gain in the amplifier, the faster the ASE noise builds up.
However, although the SNR decreases quickly in the first several amplifications, the
incremental effect of adding another EDFA diminishes rapidly with an increasing

Fig. 11.9 SNR degradation as a function of link distance over which the ASE noise increases with
the number of amplifiers; the curves show the signal level (solid lines), the ASE noise level (dashed
lines), and the SNR (dotted lines) for a single channel in a WDM link
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number of amplifiers. As a consequence, although the SNR drops by 3 dB when the
number of EDFAs increases from one to two, it also drops by 3 dB when the number
of amplifiers is increased from two to four, and by another 3 dB when the number of
amplifiers is further increased to eight.

To compensate for the accumulated ASE noise, the signal power must increase
at least linearly with the length of the link in order to keep a constant signal-to-
noise ratio. If the total system length is Ltot = NL and the system contains N optical
amplifiers each having a gain G = exp(+ αL), then, using Eq. (11.24), the path-
averaged ASE power along a chain of optical amplifiers is [10]

〈PASE 〉path = N PASE

L

L∫
0

exp(−αz)dz = αLtot hν nspFpath(G)B0 (11.42)

where α is the fiber attenuation and the noise figure Fpath(G) is a power penalty
defined as

Fpath(G) = 1

G

(
G − 1

lnG

)2

(11.43)

Basically, Fpath(G) gives the factor by which the path-average signal energy must
be increased (as G increases) in a chain of N cascaded optical amplifiers to main-
tain a fixed SNR. For long-distance networks these optical amplifiers can be placed
uniformly along the transmission path to yield the best combination of overall gain
and final SNR. The input power levels for these in-line amplifiers nominally ranges
from −26 dBm (2.5 μW) to −9 dBm (125 μW) with gains ranging from 8 to 20 dB.
For metro networks typically only a single optical amplifier is needed to compensate
for the path loss between two successive nodes [18].

Example 11.7 Consider an optical transmission path containing N cascaded optical
amplifiers each having a 30-dB gain. (a) If the fiber has a loss of 0.2 dB/km, what
is the span between optical amplifiers if there are no other system impairments? (b)
How many amplifiers are needed for a 900-km link? (c) What is the noise penalty
factor over the total path?

Solution: (a) For a fiber loss of 0.2 dB/km, the signal power attenuates by 30 dB
every 150 km. (b) Thus, five amplifiers are needed within the transmission path. (c)
From Eq. (11.43), the noise penalty factor over the total path is (in decibels)

10 logFpath(G) = 10 log

[
1

1000

(
1000 − 1

ln1000

)2
]

= 10 log 20.9 = 13.2 dB
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Drill Problem 11.5 Consider an optical transmission path containing N
cascaded optical amplifiers each having a 20-dB gain. (a) If the fiber has a
loss of 0.2 dB/km, what is the span between optical amplifiers if there are no
other system impairments? (b) How many amplifiers are needed for a 900-km
link? (c) What is the noise penalty factor over the total path?

[Answers: (a) 100 km; (b) 8 amplifiers; (c) 6.6 dB].

11.6.3 Optical Amplifier as a Preamplifier

An optical amplifier can be used as a preamplifier to improve the sensitivity of direct-
detection receivers that are limited by thermal noise [19]. First, assume the receiver
noise is represented by the electrical power level N. Let Smin be the minimum value
of the electrical signal power S that is required for the receiver to perform with a
specific acceptable bit-error rate. The acceptable signal-to-noise ratio then is Smin/N.
If an optical preamplifier with gain G is used, the electrical received signal power is
G2S

′
and the signal-to-noise ratio is

(
S

N

)
preamp

= G2S′

N + N ′ (11.44)

where the noise term N
′
is the spontaneous emission from the optical preamplifier

that gets converted by the photodiode in the receiver to an additional background
noise. If S′

min is the newminimumdetectable electrical signal level needed tomaintain
the same signal-to-noise ratio, then it is necessary to have

G2S′
min

N + N ′ = Smin

N
(11.45)

For an optical preamplifier to enhance the received signal level, one must have
S′
min < Smin, so that

Smin

S′
min

= G2N

N + N ′ > 1 (11.46)

The ratio Smin to S′
min is the improvement of minimum detectable signal or detector

sensitivity.

Example 11.8 Consider an EDFA used as an optical preamplifier. Assume that the
receiver noise N is due to thermal noise and that the noise N ’ introduced by the
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preamplifier is dominated by signal–ASE beat noise. Under what conditions does
Eq. (11.46) hold?

Solution: For sufficiently high gain G, Eq. (11.46) becomes

G2 − 1 ≈ G2 >
N ′

N
≈ σ 2

s−ASE

σ 2
th

Substituting Eq. (6.17) and Eq. (11.28) into this expression, using Eq. (11.24) for
SASE, and solving for Ps,in yields

Ps,in <
kBT hν

Rnspη2q2

IfT = 300K,R= 50�,λ= 1550 nm, nsp = 2, andη= 0.65, thenPs,in < 490μW.This
level ismuch higher than any expected received signal, so the condition in Eq. (11.46)
is always satisfied. However, note that this only specifies the upper bound on Ps,in.
It does not mean that by making G sufficiently high, the improvement in sensitivity
can be made arbitrarily large, because there is a minimum received optical power
level that is needed to achieve a specific BER.

11.7 Raman Optical Amplifiers

11.7.1 Principle of Raman Gain

A Raman optical amplifier is based on a nonlinear effect called stimulated Raman
scattering (SRS), which occurs in fibers at high optical powers [20–23]. Chapter 12
describes this characteristic in more detail. The SRS effect is due to an interaction
between an optical energy field and the vibrational modes of the lattice structure
in a material. Basically what happens is that an atom first absorbs a photon at a
particular energy and then releases another photon at a lower energy, that is, at a longer
wavelength than that of the absorbed photon. The energy difference between the
absorbed and the released photons is transformed into a phonon, which is a vibrational
mode of the material. The power transfer to higher wavelengths occurs over a broad
spectral range of 80–100 nm. The shift to a particular longer wavelength is referred to
as the Stokes shift for that wavelength. Figure 11.10 shows the Raman gain spectrum
for a pump laser operating at 1445 nm and illustrates the SRS-induced power transfer
to a signal at 1535 nm, which is 90 nm away from the pump wavelength. Depending
on the link architecture, the SRS-generated signal can act as either an intentional
amplification of a particular data wavelength or it could be an unwanted interference
signal at that wavelength (see Chap. 12). The gain curve is given in terms of the
Raman gain coefficient gR units of 10−14 m/W.
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Fig. 11.10 Stokes shift and the resulting Raman gain spectrum from a pump laser operating at
1445 nm

Whereas an EDFA requires a specially constructed optical fiber for its opera-
tion, a Raman amplifier makes use of the standard transmission fiber itself as the
amplification medium. The Raman gain mechanism can be achieved through either a
lumped (or discrete) amplifier or a distributed amplifier. In the lumped Raman ampli-
fier configuration, a spool of about 80 m of small-core fiber along with appropriate
pump lasers is inserted into the transmission path as a distinct packaged unit.

For the distributed Raman amplifier application, optical power from one or more
Raman pump lasers is inserted into the receiving end of the transmission fiber toward
the transmitting end. This process converts the final 20–40 km of the transmission
fiber into a preamplifier. Hence theword distributed is used because the gain is spread
out over a wide distance. Figure 11.11 shows this effect on a single wavelength for
several different pump levels. The figure shows the increase in signal power at the
receiver amplifier output when the Raman pump lasers are turned on. As the optical
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Fig. 11.11 Example of signal power evolution along a 100-km fiber link and the increase in signal
power at the amplifier output for different values of Raman gain
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power from thepumps travels upstream (from the receiver toward the sender), theSRS
effect progressively transfers power from shorter pump wavelengths to longer signal
wavelengths. This occurs over the characteristic Raman gain length LG = gRP/Aeff,
whereP is the pump laser power andAeff is the effective area of the transmission fiber,
which is approximately equal to the actual fiber cross-sectional area (see Chap. 12 for
a detailed definition). In general, noise factors limit the practical gain of a distributed
Raman amplifier to less than 20 dB.

11.7.2 Pump Lasers for Raman Amplifiers

Pump lasers with high output powers in the 1400-to-1500-nm region are required
for Raman amplification of C-band and L-band signals. Lasers that provide fiber
launch powers of up to 300 mW are available in standard 14-pin butterfly packages.
Figure 11.12 shows the setup for a typical Raman amplification system. Here a pump
combiner multiplexes the outputs from four pump lasers operating at different wave-
lengths (examplesmight be 1425, 1445, 1465, and 1485 nm) onto a single fiber. These
pump-power couplers are referred to popularly as 14XX-nm pump-pump combiners.
Table 11.2 lists the performance parameters of a pump combiner based on fused-fiber
coupler technology. This combined pump power then is coupled into the transmission
fiber in a counterpropagating direction through a broadband WDM coupler, such as
those listed in Table 11.3. The differences in the power levels measured between the
two monitoring photodiodes shown in Fig. 11.12 give the amplification gain. The
gain-flattening filter (GFF) is used to equalize the gains at different wavelengths
(Table 11.3).

Fig. 11.12 Setup for a distributed Raman amplification system using four pump lasers
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Table 11.2 Performance
parameters of a 14XX-nm
pump-pump combiner based
on fused-fiber coupler
technology

Parameter Performance value

Device technology Fused-fiber coupler

Wavelength range 1420–1500 nm

Channel spacing Customized: 10–40 nm
Standard: 10, 15, 20 nm

Insertion loss <0.8 dB

Polarization dependent loss <0.2 dB

Directivity >55 dB

Optical power capability 3000 mW

Table 11.3 Performance
parameters of broadband
WDM couplers for
combining 14XX-nm pumps
and C-band or L-band signals

Parameter Performance value Performance value

Device technology Micro-optics Thin-film-filter

Reflection
channelλ range
(nm)

1420–1490 1440–1490

Pass channel λ
range (nm)

1505–1630 1528–1610

Reflection channel
insertion loss (dB)

0.30 0.6

Pass channel
insertion loss (dB)

0.45 0.8

Polarization
dependent loss (dB)

0.05 0.10

Polarization mode
dispersion (ps)

0.05 0.05

Optical power
capability (mW)

2000 500

11.8 Multiband Optical Amplifiers

The ever-growing demand for more bandwidth created an interest in developing
wideband optical amplifiers that operate over several wavelength bands to handle a
large number of WDM channels simultaneously. For example, a combination of two
amplifier types can provide effective amplification in both the C- and L-bands or in
the S- and C-bands. Extending this concept further, use of three amplifier types can
provide signal gains in the S-, C-, and L-bands, in the C-, L-, and U-bands, or some
other combination. The individual amplifiers could be based on thulium-doped silica
fibers for the S-band, standard EDFAs for the C-band, gain-shifted EDFAs for the
L-band, and different versions of Raman amplifiers [24, 25].

The amplifier combinations can be in parallel or in series, as shown in Figs. 11.13
and 11.14, respectively. In the parallel design a wideband demultiplexer splits the
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Fig. 11.13 Representation of C-band and L-band optical amplifiers arranged in parallel

Fig. 11.14 Representation of C-band and L-band optical amplifiers arranged in series

incoming signal spectrum into two wavelength bands. The two bands then pass
through corresponding optical amplifiers after which a wideband multiplexer recom-
bines the two spectral bands. This setup requires the use of a guard band spanning
several nanometers between the two spectral regions. This guard bandprevents ampli-
fication overlap between the different paths and prevents noise power originating in
one amplifier from interfering with signal amplification in an adjacent amplifier.
In addition to having this unusable wavelength band, another disadvantage of the
parallel configuration is that the two WDM devices needed before and after each
amplifier add to the system insertion loss.

The series configuration is known as a seamless wideband optical amplifier
because it does not require splitting the signals into separate paths. It also avoids
the noise figure degradations of wavelength couplers and the additional costs of the
couplers themselves. These amplifiers can be constructed either from a concatena-
tion of two or more doped-fiber amplifiers or from a combination of a fiber amplifier
and a Raman amplifier. However, the impact on the amplifier design due to nonlinear
effects and amplification of Rayleigh scattering need to be considered for hybrid
fiber amplifiers consisting of a combination of an EDFA and a Raman amplifier.
These effects are not as strong for a hybrid optical amplifier consisting of a series of
concatenated doped-fiber amplifiers, but in this case the gain characteristics of the
different amplifier segments need to be matched carefully.

11.9 Overview of Optical Fiber Lasers

Optical fibers doped with rare-earth elements also can be used to create an optical
fiber laser [3, 26, 27, 28]. Similar to the gainmechanisms in an optical fiber amplifier,
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Fig. 11.15 Example of the lasing cavity architecture of a simple doped-fiber laser

elements such as erbium, ytterbium, neodymium, dysprosium, praseodymium, and
thulium incorporated into an optical fiber can provide the gain and lasing medium
needed for a fiber laser. In addition, fiber nonlinearities such as stimulated Raman
scattering and four-wave mixing can be utilized as the gain mechanism in an optical
fiber laser (see Chap. 12).

An example of a simple fiber laser is shown in Fig. 11.15. On the left side, light
from a pump laser diode (e.g., with a 980-nmwavelength) is launched into the doped
fiber, which might have a length of around 10 m. To create a lasing cavity, various
types of reflecting cavity confining elements can be used at the fiber ends, such as
dichroic mirrors, dielectric coatings that are deposited directly on the fiber ends,
or a fiber loop mirror. One practical configuration is to add sections of fiber Bragg
gratings at each end of the doped fiber, which act as reflecting mirror elements that
provide optical feedback to build up the gain in the laser resonator cavity.

Optical fiber lasers have the following advantages compared to other types of
lasers:

• Laser light is created within an optical fiber, so it is easy to couple the light output
into a transmission fiber.

• Optical fiber lasers can have active regions that vary anywhere from nominally
10 m to several kilometers and hence they can produce high continuous output
powers depending on the fiber length.

• The lasing fiber and its associated components (fiber Bragg gratings and optical
couplers) can be coiled up in a compact and rugged housing.

• As a result of the high gain efficiency of doped fibers, a fiber laser can operate
with very small pump powers.

• The doped fiber gain media have large gain bandwidths due to strongly broadened
laser transitions in glasses, which can result in wide wavelength tuning ranges.

However, optical fiber lasers also have limitations compared to other lasers such
as a more complex design process, limitations in achievable single-mode power as a
result of nonlinear effects, and the possible risk of fiber damage due to high optical
intensities.



470 11 Basics of Optical Amplifiers

11.10 Summary

The creation and development of optical amplifiers has provided significant increases
in information capacity over longer transmission distances, which offer attractive
economical advantages compared to electronic-based signal amplification. Optical
amplifiers have found widespread use in applications ranging from ultra-long
undersea links to short links in access networks.

The three main optical amplifier types are semiconductor optical amplifiers
(SOAs), active fiber or doped-fiber amplifiers (DFAs), and Raman amplifiers. All
optical amplifiers increase the power level of incident light through a stimulated
emission or an optical power transfer process. In SOAs and DFAs the mechanism for
creating a population inversion is the absorption of energy supplied from an external
source called the pump. The pump supplies energy to electrons in an active medium,
which raises them to higher energy levels to produce the population inversion. An
incoming signal photon will trigger these excited electrons to drop to lower levels
through a stimulated-emission process. Because one incoming trigger photon stimu-
lates a cascade effect in which many excited electrons emit photons of equal energy
as they drop to the ground state, the result is an amplified optical signal.

In contrast to the amplification mechanisms used in an SOA or DFA, in Raman
amplification there is a transfer of optical power from a high-power pumpwavelength
(e.g., 500 mW at 1480 nm) to lightwave signals at longer wavelengths (e.g., a -25-
dBm signal around 1550 nm). This Raman amplification mechanism is done without
the need for a population-inversion process.

The dominant noise generated in an optical amplifier is called amplified sponta-
neous emission (ASE) noise. The origin of this noise is the spontaneous recombi-
nation of electrons and holes in the amplifier medium. This recombination occurs
over a wide range of electron–hole energy differences and thus gives rise to a broad
spectral background of noise photons that get amplified along with the optical signal
as they travel through the EDFA. This is shown in Fig. 11.8 for an EDFA amplifying
a signal at 1540 nm.

When analyzing a transmission link that has a series of optical amplifiers in it,
an important point is that the light signal entering the optical receiver may contain
a significant level of ASE noise that has been added by the preceding cascade of
optical amplifiers. In this case one has to evaluate the optical signal-to-noise ratio
(OSNR). This parameter is defined as the ratio of the average EDFA optical signal
output power Pave to the unpolarized ASE optical noise power PASE.

A Raman optical amplifier is based on a nonlinear effect called stimulated Raman
scattering (SRS), which occurs in fibers at high optical powers. Whereas an EDFA
requires a specially constructed optical fiber for its operation, a Raman amplifier
makes use of the standard transmission fiber itself as the amplification medium.
The Raman gain mechanism can be achieved through either a lumped (or discrete)
amplifier or a distributed amplifier. In the lumped Raman amplifier configuration,
a spool of about 80 m of small-core fiber along with appropriate pump lasers is
inserted into the transmission path as a distinct packaged unit. For the distributed
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Raman amplifier application, optical power from one or more Raman pump lasers
is inserted into the end of the transmission fiber toward the transmitting end. This
process converts the final 20–40 km of the transmission fiber into a preamplifier.

Problems

11.1 Consider an InGaAsP semiconductor optical amplifier that has the following
parameter values:

Symbol Parameter Value

w Active area width 5 μm

d Active area thickness 0.5 μm

L Amplifier length 200 μm

Γ Confinement factor 0.3

τ r Time constant 1 ns

a Gain coefficient 1 × 10–20 m2

Vg Group velocity 2.0 × 108 m/s

nth Threshold density 1 × 1024 m−3

If a 100-mA bias current is applied, find

(a) The pumping rate Rp,
(b) The maximum (zero-signal) gain,
(c) The saturation photon density,
(d) The photon density if a l-μW signal at 1310 nm enters the amplifier.
11.2 Verify that the gain expression in Eq. (11.13) follows from the integral

relationship Eq. (11.12b).
11.3 The output saturation power Pout,sat is defined as the amplifier output power

for which the amplifier gain G is reduced by 3 dB (a factor of 2) from its
unsaturated valueG0. AssumingG0 � 1, show the amplifier output saturation
power is

Pout,sat = G0 ln 2

(G0 − 2)
Pamp,sat

11.4 Assume the gain profile of an optical amplifier is g(λ) =
g0 exp

[−(λ − λ0)
2/2(	λ)2

]
where λ0 is the peak-gain wavelength and

	λ is the spectral width of the amplifier gain. If	λ = 25 nm, find the FWHM
(the 3-dB gain) of the amplifier gain if the peak gain at λ0 is 30 dB.

11.5 Compare the maximum theoretical power conversion efficiency (PCE) for
980-nm and 1475-nm pumping in an EDFA for a 1545-nm signal. Contrast
this with actual measured results of PCE = 50.0 and 75.6% for 980-nm and
1475-nm pumping, respectively.

11.6 Consider an EDFA power amplifier that produces Ps,out = 27 dBm for an input
level of 2 dBm at 1542 nm.
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(a) Find the amplifier gain.
(b) What is the minimum pump power that is required?

11.7 .

(a) To see the relative contributions of the various noise mechanisms in an
optical amplifier, calculate the values of the five noise terms in Eq. (11.30)
for operational gains of G = 20 dB and 30 dB. Assume the optical band-
width is equal to the spontaneous emission bandwidth (30-nm spectral
width) and use the following parameter values:

(b) To
see the effect of using a narrowband optical filter at the receiver, let Bo = 1.25
× 1011 Hz (125 GHz at 1550 nm) and find the same five noise terms for G =
20 dB and 30 dB.

Symbol Parameter Value

η Photodiode quantum efficiency 0.6

� Responsivity 0.73 A/W

Pin Input optical power 1 μW

λ Wavelength 1550 nm

Bo Optical bandwidth 3.77 × 1012 Hz

Be Receiver bandwidth 1 × 109 Hz

nsp Spontaneous emission factor 2

RL Receiver load resistor 1000 �

11.8 .

(a) Consider a cascaded chain of k fiber-plus-EDFA segments. Each fiber
segment has a length L and an attenuation α. The EDFA has a gain G =
1/α. (a) Show that the path-averaged signal power is

〈P〉path = Ps,in
G − 1

G lnG

(b) Derive the path-averaged ASE power given by Eq. (11.42).

11.9 Consider a long-distance transmission system containing a cascaded chain of
EDFAs. Assume each EDFA is operated in the saturation region and that the
slope of the gain-versus-input power curve in this region is −0.5; that is, the
gain changes by±3 dB for a∓6-dB variation in input power. Let the link have
the operational parameters shown in the table below. Suppose there is a sudden
6-dB drop in signal level at some point in the link. Find the power output levels
after the degraded signal has passed through 1, 2, 3, and 4 succeeding amplifier
stages.
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Symbol Parameter Value

G Nominal gain 7.1 dB

Ps,out Nominal output optical power 3.0 dBm

Ps,in Nominal input optical power −4.1 dBm

11.10 Consider an EDFA with a gain of 26 dB and a maximum output power of 0
dBm.

(a) Compare the output signal levels per channel for 1, 2, 4, and8wavelength
channels, where the input power is 1 μW for each signal.

(b) What are the output signal levels per channel in each case if the pump
power is doubled?

Answers to Selected Problems

11.1 (a) Rp = 1.26 × 1027 (electrons/cm3)/s (b) g0 = 7.5 cm−1

(c) Nph,sat = 1.67 × 1015 photons/cm3 (d) N = 1.32 × 1010 photons/cm3.
11.3 Pout,sat = 0.693 Pamp,sat

11.4 With the 3-dB gain G = 27 dB, then FWHM = 0.50 	λ

11.5 (a) PCE (980 nm) ≤ 63.4%; PCE (1475 nm) ≤ 95.5%
11.6 (a) G = 25 dB; (b) Pp,in ≥ 785 mW
11.7 σ 2

th = 1.62 × 10−14 A2; σ 2
shot−s = 2.34 × 10−14 A2; σ 2

ASE−ASE = 2.26 ×
10−14 A2; σ 2

s−ASE = 5.47 × 10−12 A2; σ 2
ASE−ASE = 7.01 × 10−13 A2

11.9 Because the slope of the gain-versus -input power curve is –0.5, then for a
6-dB drop in the input signal, the gain increases by +3 dB.

1. Thus at the first amplifier, a −10.1-dBm signal now arrives and experi-
ences a +10.1-dB gain. This gives a 0-dBm output (versus a normal +
3-dBm output).

2. At the second amplifier, the input is now −7.1 dBm (down 3 dB from
the usual −4.1 dBm level). Hence the gain is now 8.6 dB (up 1.5 dB),
yielding an output of

−7.1 dBm + (7.1 + 1.5) dB = 1.5 dBm

3. At the third amplifier, the input is now −5.6 dBm (down 1.5 dB from the
usual −4.1 dBm level). Hence the gain is up 0.75 dB, yielding an output
of

−5.6 dBm + (7.1 + 0.75) dB = 2.25 dBm

4. At the fourth amplifier, the input is now −4.85 dBm (down 0.75 dB from
the usual −4.1 dBm level). Hence the gain is up 0.375 dB, yielding an
output of



474 11 Basics of Optical Amplifiers

−4.85 dBm + (7.1 + 0.375) dB = 2.63 dBm

which is within 0.37 dB of the normal +3 dBm level.

11.10 (a) For N input signals, the output signal level is given by

Ps,out = G
N∑
i=1

Ps,in(i) ≤ 1mW.

The inputs are 1μW (−30 dBm) each and the gain is 26 dB (a factor of 400).
Thus for one input signal, the output is (400)(1 μW) = 400 μW or −4 dBm.
For two input signals, the total output is 800 μW or −1 dBm. Thus the level
of each individual output signal is 400 μW or −4 dBm.
For four input signals, the total input level is 4 μW or −24 Bm. The output
then reaches its limit of 0 dBm, because the maximum gain is 26 dB. Thus
the level of each individual output signal is 250 μW or −6 dBm.
Similarly, for eight input channels the maximum output level is 0 dBm, so the
level of each individual output signal is 1/8(1 mW) = 125 μW or −9 dBm.
(b) When the pump power is doubled, the outputs for one and two inputs
remain at the same level. However, for four inputs, the individual output
level is 500 μW or −3 dBm, and for 8 inputs, the individual output level is
250 μW or −6 dBm.
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Chapter 12
Nonlinear Processes in Optical Fibers

Abstract This chapter discusses several different nonlinear effects that start to
appear in an optical fiber link as the optical power increases beyond a certain level.
This can occur in a fiber when the core area is made small or when several high-
strength optical fields from different signal wavelengths are present in a fiber at
the same time. Consequences of nonlinear effects for signal levels include power
gain or loss at different wavelengths, wavelength conversions, and crosstalk between
wavelength channels. In some cases the nonlinear effects can degrade WDM system
performance, while in other situations they might provide a useful application.

The design of a lightwave transmission system requires careful planning and consid-
eration of factors such as fiber selection, choice and tuning of optoelectronic compo-
nents, optical amplifier placement, and path routing. The goal of these efforts is to
create a network that meets the design criteria, is reliable, and is easy to operate
and maintain. As the previous chapters describe, the design process must take into
account all power penalties associated with optical signal-degradation processes.

Intuitively, it seems natural to let the input optical power be as large as possible to
overcome the power penalty effects to achieve the link design goals. However, this
works only if thefiber is a linearmedium; that is, if thefiber properties are independent
of the optical signal power level. In an actual fiber several different nonlinear effects
start to appear as the optical power level increases beyond a certain level [1–5].
High optical power densities can occur in a fiber when the core area is made small
or when several high-strength optical fields from different signal wavelengths are
present in a fiber at the same time. Nonlinear effects arise when the electromagnetic
fields from these high power densities interact with acoustic waves and molecular
vibrations. To avoid nonlinear effects, the total power in the fiber must not exceed a
specific level. This restriction limits the power per WDM channel. For example, if
the nonlinear threshold for the total launched power into a fiber is 17 dBm (50 mW),
then for a 64-channel DWDM link the power limit per wavelength is −1.0 dBm
(0.78 mW). Consequences of nonlinear effects for signal levels of this magnitude or
greater include power gain or loss at different wavelengths, wavelength conversions,
and crosstalk between wavelength channels. In some cases the nonlinear effects can
degrade WDM system performance, while in other situations they might provide a
useful application.
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This chapter first gives a general overview of nonlinear processes in optical fibers
in Sect. 12.1. Because the nonlinearities arise above a certain optical power threshold,
the effect becomes negligible once the signal has become sufficiently attenuated
after traveling a certain distance along the fiber. This gives rise to the concept of
an effective length and an associated parameter called effective area, as Sect. 12.2
describes. The next five sections discuss how the major nonlinear processes phys-
ically affect system performance. These nonlinearities are stimulated Raman scat-
tering (Sect. 12.3), stimulatedBrillouin scattering (Sect. 12.4), self-phasemodulation
(Sect. 12.5), cross-phase modulation (Sect. 12.6), and four-wavemixing (Sect. 12.7).
Mitigation of four-wave mixing can be achieved by means of a special fiber design
or by a chromatic dispersion-compensation method, which is the topic of Sect. 12.8.
On the other hand, nonlinear effects also can have beneficial uses. Section 12.9
describes applications of cross-phase-modulation and four-wave-mixing techniques
for performing wavelength conversion in WDM networks. Another application of
nonlinear effects in a silica fiber is the use of solitons for optical communications,
which depends on self-phase modulation effects. Section 12.10 addresses this topic.

12.1 Classifications of Nonlinearities

Optical nonlinearities can be classified into twogeneral categories,which are summa-
rized in Table 12.1. The first category encompasses the nonlinear inelastic scattering
processes. These are stimulated Brillouin scattering (SBS) and stimulated Raman
scattering (SRS). The second category of nonlinear effects arises from intensity-
dependent variations in the refractive index in a silica fiber, which is known as the
Kerr effect. These effects include self-phase modulation (SPM), cross-phase modu-
lation (XPM), and four-wave mixing (FWM). In the literature, FWM sometimes is
referred to as four-photon mixing (FPM), and XPM also is designated by CPM. Note
that certain nonlinear effects are independent of the number of WDM channels.

SBS, SRS, and FWM result in gains or losses in a wavelength channel. The power
variations depend on the optical signal intensity. These three nonlinear processes
provide gains to some channelswhile depleting power fromothers, thereby producing
crosstalk between the wavelength channels. In analog video systems, SBS signifi-
cantly degrades the carrier-to-noise ratio when the scattered power is equivalent to

Table 12.1 Summary of nonlinear effects in optical fibers

Nonlinearity category Single-channel Multiple-channel

Scattering related Stimulated Brillouin scattering Stimulus Raman scattering

Index related Self-phase modulation Cross-phase modulation and four-wave
mixing
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Fig. 12.1 Nonlinear effects
cause optical power
reductions and lead to power
penalties

the signal power in the fiber. SPM and XPM affect only the phase of signals, which
causes chirping in digital pulses. This canworsen pulse broadening due to dispersion,
particularly in very high-rate systems, such as 40 Gb/s and higher. Techniques for
mitigating FWM are described in Sect. 12.8.

When any of these nonlinear effects contribute to signal strength reduction, the
amount of optical power reduction (in decibels) is known as the power penalty for that
effect, as Fig. 12.1 illustrates. As the following sections show, factors that influence
to what degree a particular nonlinearity affects optical fiber link performance include
chromatic and polarization-mode dispersions, the effective core area of the fiber, the
number and spacing of wavelength channels in a WDM system, the length of the
transmission link, and the light source linewidth and emitted optical power level.

12.2 Effective Length and Effective Area

Modeling the nonlinear processes can be quite tedious because their effects depend
on the transmission length, the cross-sectional area of the fiber, and the optical power
level in the fiber. The difficulty arises from the fact that the impact of the nonlinearity
on signal fidelity increases with distance. However, this is offset by the continuous
exponential decrease in signal power along the fiber due to attenuation, as stated
in Eq. (3.1a). Thus, the nonlinear effects tend to occur only at the beginning of a
long fiber span. In practice, one can use a simple but sufficiently accurate model
that assumes the power is constant over a certain fiber length, which is less than or
equal to the actual fiber length. This effective length Leff takes into account power
absorption along the length of the fiber, that is, the fact that the optical power decays
exponentially with length. For a link of length L with no optical amplifiers the
effective length is given by

Lef f =
∫ L
0 P(z)dz

Pin
=

∫ L
0 Pine−αzdz

Pin
=

∫ L

0
e−αzdz = 1 − exp(−αL)

α
(12.1)
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Fig. 12.2 The effective
length is modeled as the
transmission length at which
the shaded area equals the
area under the actual
power-distribution curve

Here L is the length of the fiber span, P(z) is the optical power at a distance z along
the fiber, Pin is the power level launched into the fiber, and α is the fiber attenuation.

As Fig. 12.2 illustrates, thismeans that the area designated by the shaded pattern is
equal to the area under the power-distribution curve. For an attenuation of 0.21 dB/km
(or, equivalently, 4.80 × 10−2 km−1) at 1550 nm, the effective length is about 21 km
when L >> 1/α. When there are optical amplifiers in a link, the signal-impairments
owing to the nonlinearities do not change as the signal passes through the amplifiers.

Drill Problem 12.1 For long fiber spans when L > > 1/α the condition exp
(−αL) < < 1 holds. Show that when the fiber attenuation is 0.21 dB/km (or,
equivalently, 4.80 × 10−2 km−1) at 1550 nm, the effective length is 20.8 km.

The effects of nonlinearities increase with the light intensity in a fiber. For a given
optical power, this intensity is inversely proportional to the cross-sectional area of
the fiber core. As Fig. 12.3 shows, although the intensity is not distributed uniformly
across the fiber-core area, for practical purposes one can use an effective area Aeff,
which assumes a uniform intensity distribution across most of the cross-sectional
area of the core. This area can be calculated from mode-overlap integrals and, in
general, is close to the actual core cross-sectional area. The result is that the impact
of most nonlinear effects in a fiber can be calculated based on the effective area of
the fundamental mode in that fiber. For example, the effective intensity Ieof a light
pulse becomes Ie= P/Aeff, where P is the optical power contained in the pulse. Table
12.2 lists the effective areas of some single-mode fibers.
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Fig. 12.3 The effective area
is modeled as a central area
of the fiber core within
which the intensity is
assumed to be uniform

Table 12.2 Effective area and attenuation of some single-mode fibers

Fiber type Attenuation (db/km) Effective area (μm2)

G.652 standard single-mode 0.35 at 1310 nm 72

G.652 C/D low-water-peak 0.20 at 1550 nm 72

Dispersion-compensating 0.40 at 1550 nm 21

G.655 single-mode 0.21 at 1550 nm 55

12.3 Stimulated Raman Scattering

Stimulated Raman scattering is an interaction between lightwaves and the vibrational
modes of silicamolecules [2–5]. If a photonwith energy hν1 is incident on amolecule
that has a vibrational frequency vm, the molecule can absorb some energy from the
photon. In this interaction, the photon is scattered, thereby attaining a lower frequency
ν2 and a corresponding lower energy hν2. The modified photon is called a Stokes
photon. Because the optical signal wave that is injected into a fiber is the source of
the interacting photons, it is often called the pump wave because it supplies power
for the generated wave.

The SRS process generates scattered light at a wavelength longer than that of
the incident light (up to 125 nm). If another signal is present at this longer wave-
length, the SRS light will amplify it and the pump-wavelength signal will decrease
in power; Fig. 12.4 illustrates this effect. Consequently, SRS can severely limit the
performance of a multichannel optical communication system by transferring energy
from short-wavelength channels to neighboring higher-wavelength channels. This is
a broadband effect that can occur in both directions in the fiber. Powers in WDM
channels separated by up to 16 THz (125 nm) can be coupled through the SRS effect,
as Fig. 12.5 illustrates in terms of the Raman gain coefficient gRas a function of the
channel separation �νs. This figure shows that, owing to SRS, the power transferred
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Fig. 12.4 SRS transfers
optical power from shorter
wavelengths to longer
wavelengths

Fig. 12.5 Simplified linear
approximation for the
Raman gain coefficient as a
function of channel spacing
with a low-value decaying
tail at channel separations
greater than 16 THz

from a lower-wavelength channel to a higher-wavelength channel increases approx-
imately linearly with channel spacing up to a maximum of about �νc = 16 THz
(or �λc = 125 nm in the 1550 nm window), and then drops off sharply for larger
spacings.
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To see the effects of SRS, consider a WDM system that has N channels equally
spaced in a 30-nm band centered at 1545 nm. Channel 0, which is at the lowest
(shortest) wavelength, is affected the worst because power gets transferred from this
channel to all longer-wavelength channels. For simplicity, assume that the transmitted
power P is the same on all channels, that the Raman gain increases linearly as shown
by the dashed line in Fig. 12.5, and that there is no interaction between the other
channels. If Fout( j) is the fraction of power coupled from channel 0 to channel j, then
the total fraction of power coupled out of channel 0 to all the other channels is [6].

Fout =
N−1∑

j=1

Fout ( j) =
N−1∑

j=1

gR,peak
j�νs

�νc

PLef f

2Aef f

= gR,peak�νs PLef f

2�νc Aef f

N (N − 1)

2

(12.2)

The power penalty for this channel then is −10 log (1−Fout). To keep the penalty
below 0.5 dB, it is necessary to have Fout < 0.l. Using Eq. 12.2, and with Aeff = 55
μm2 and gR,peak = 7 × 10−14 m/W from Fig. 12.5, gives the criterion

[N P][N − 1][�νs]Lef f < 5 × 103mW · THz · km (12.3)

Here, NP is the total power from N sources coupled into the fiber, (N−l) �νsis the
total occupied optical bandwidth, and Leff is the effective length, which takes into
account absorption along the length of the fiber.

Example 12.1 The power penalty in decibels per channel due to SRS can be calcu-
lated fromEq. (12.2) asPPSRS = − 10 log (1 –Fout). Assume the following parameter
values: gR= 4.7 × 10−14 m/W, Leff = 21 km, �νc= 125 GHz, and Aeff = 55 μm2.
Table 12.3 shows the maximum allowed launch power per channel for an SRS power
penalty of 0.5 dB in links having channel counts of N = 8, 16, 40 and 80 and for
DWDM channel spacing of�νs= 50 and 100 GHz. This table indicates that the SRS
power penalty becomes less as the channel spacing decreases or as the number of
DWDM channels decreases.

Table 12.3 Approximate
allowed optical signal launch
power to have a maximum
SRS Power penalty of 0.5 dB

Maximum launch power (dBm)

Channel count 50 GHz 100 GHz

8 21 18

16 14.7 11.6

40 6.6 3.6

80 0.5 −2.5
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Drill Problem 12.2 Assume the following parameter values: gR= 4.7 × 10−14

m/W, Leff = 21 km, �νc= 125 GHz, and Aeff = 55 μm2. Verify the examples
given in Table 12.3 of themaximum launch powerP for various channel counts
and channel separations of �νs= 50 and 100 GHz for a SRS power penalty of
0.5 dB.

12.4 Stimulated Brillouin Scattering

Stimulated Brillouin scattering arises when a strong optical signal generates an
acoustic wave that produces variations in the refractive index [2–5,7]. These index
variations cause lightwaves to scatter in the backward direction along the fiber
toward the transmitter. This backscattered light experiences gain from the forward-
propagating signals, which leads to depletion of the signal power. The frequency of
the scattered light at a wavelength λ experiences a Doppler shift given by

vB = 2nVs/λ (12.4)

where n is the index of refraction and Vsis the velocity of sound in the material. In
silica, this interaction occurs over a very narrow Brillouin linewidth of�vB=20MHz
at 1550 nm. For Vs= 5760 m/s in fused silica, the frequency of the backward-
propagating light at 1550 nm is downshifted by 11 GHz (0.09 nm) from the original
signal, as Fig. 12.6 illustrates. The SBS effect is confined within a single wavelength
channel in aWDMsystem. Thus, the effects of SBS accumulate individually for each
channel, and, consequently, occur at the same power level in each WDM channel,
analogous to a single-channel system.

System impairment starts when the amplitude of the scattered wave is comparable
to the signal power. For typical fibers, the threshold power for this process is around
10 mW for single-fiber spans. In a long fiber chain containing optical amplifiers,

Fig. 12.6 Stimulated
Brillouin scattering produces
a Doppler shift of about 11
GHz in the scattered light
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there are normally optical isolators to prevent backscattered signals from entering
the amplifier. Consequently, the impairment due to SBS is limited to the degradation
occurring in a single amplifier-to-amplifier span.

One criterion for determining at what point SBS becomes a problem is to consider
the SBS threshold power Pth. This is defined to be the signal power at which the
backscattered light equals the fiber-input power. The calculation of this expression
is rather complicated, but an approximation is given by [8]

Pth ≈ 21
Aef f b

gB Lef f

(

1 + �νsource

�νB

)

(12.5)

Here, Aeff is the effective cross-sectional area of the propagating wave, �νsource is
the source linewidth, and the polarization factor b lies between 1 and 2 depending
on the relative polarizations of the pump and Stokes waves. The effective length Leff

is given in Eq. (12.1) and gBis the Brillouin gain coefficient, which is approximately
4 × 10−11 m/W, independent of the wavelength. Equation (12.5) shows that the SBS
threshold power increases as the source linewidth becomes larger.

Example 12.2 Consider an optical sourcewith a 40-MHz linewidth.Using the values
�νB= 20 MHz at 1550 nm, Aeff = 55 × 10−12 m2 (for a typical dispersion-shifted
single-mode fiber), Leff = 20 km, and assuming a value of b= 2, then fromEq. (12.5)
it follows that Pth = 8.6 mW = 9.3 dBm.

Drill Problem 12.3Consider an optical sourcewith a 60-MHz linewidth.Using
the values �νB= 20 MHz at 1550 nm, Aeff = 55 × 10−12 m2 (for a typical
dispersion-shifted single-mode fiber), Leff = 20 km, assuming a value of b =
1, and letting gB = 3.5 × 10−11 m/W, show from Eq. (12.5) that Pth = 5.0 mW
(or 7.0 dBm).

Figure 12.7 illustrates the effect of SBS on unmodulated signal power once the
threshold is reached. The plots give the relative Brillouin scattered power and the
signal power transmitted through a fiber as a function of the input power. Below a
certain signal level called the SBS threshold, the transmitted power increases linearly
with the input level. The effect of SBS is negligible for these low power levels but
becomes greater as the optical power level increases.

At the SBS threshold, the SBS process becomes nonlinear and the launched
signal loses an increasingly greater percentage of its power as the signal strength
becomes larger. Beyond the SBS threshold, the percentage increase in signal deple-
tion continues to grow with signal strength until the SBS limit is reached. Any addi-
tional optical power launched into the fiber after this point merely is scattered back-
ward along the fiber due to the SBS effect. Thus above the SBS limit the transmitted
power remains constant for higher inputs, because all the added power is extracted
from the signal to feed the scattered wave.
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Fig. 12.7 The effect of SBS
on signal power in an optical
fiber

12.5 Self-Phase Modulation

The refractive index n of many optical materials has a weak dependence on optical
intensity I (equal to the optical power per effective area in the fiber) given by

n = n0 + n2 I = n0 + n2
P

Aef f
(12.6)

where n0 is the ordinary refractive index of the material and n2 is the nonlinear
index coefficient. The factor n2 is about 2.6 × 10−8 μm2/W in silica, between 1.2
and 5.1 × 10−6 μm2/W in tellurite glasses, and 2.4 × 10−5 μm2/W in As40Se60
chalcogenide glass. The nonlinearity in the refractive index is known as the Kerr
nonlinearity [9]. This nonlinearity produces a carrier-induced phase modulation of
the propagating signal, which is called theKerr effect. In single-wavelength links, this
gives rise to self-phase modulation (SPM), which converts optical power fluctuations
in a propagating lightwave to spurious phase fluctuations in the same wave.

The main parameter is the nonlinear coefficient γ, which indicates the magnitude
of the nonlinear effect for SPM. This parameter is given by

γ = 2π

λ

n2
Aef f

(12.7)

where λ is the free-space wavelength and Aeff is the effective core area. The value
of γ ranges from 1 to 5 W−1 km−1 in silica depending on the fiber type and the
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wavelength. For example, γ = 1.3 W−1 km−1 at 1550 nm for a G.652 single-mode
fiber that has an effective area equal to 72 μm2. The frequency shift �ϕ arising from
SPM is given by

�ϕ = dϕ

dt
= γ Lef f

d P

dt
(12.8)

Here Leff is the effective length given by Eq. (12.1) and dP/dt is the derivative of the
optical pulse power; that is, it shows that the frequency shift occurs when the optical
pulse power is changing in time.

To see the effect of SPM, consider what happens to the optical pulse shown in
Fig. 12.8 as it propagates in a fiber. Here the time axis is normalized to the parameter
t0, which is the pulse half-width at the 1/e-intensity point. The edges of the pulse
represent a time varying intensity, which rises rapidly from zero to amaximum value,
and then returns to zero. In a medium having an intensity-dependent refractive index,
a time varying signal intensity will produce a time varying refractive index. Thus the
index at the peak of the pulse will be slightly different than the value in the wings of

Fig. 12.8 Phenomenological description of spectral broadening of a pulse due to self-phase
modulation



488 12 Nonlinear Processes in Optical Fibers

the pulse. The leading edge will see a positive dn/dt, whereas the trailing edge will
see a negative dn/dt.

This temporally varying index change results in a temporally varying phase
change, shown by dϕ/dt in Fig. 12.8. The consequence is that the instantaneous
optical frequency differs from its initial value ν0 across the pulse. That is, because
the phase fluctuations are intensity-dependent, different parts of the pulse undergo
different phase shifts. This leads to what is known as frequency chirping, in that the
rising edge of the pulse experiences a red shift in frequency (toward lower frequencies
or longer wavelengths), whereas the trailing edge of the pulse experiences a blue shift
in frequency (toward higher frequencies or shorter wavelengths). Because the degree
of chirping depends on the transmitted power, SPM effects are more pronounced for
higher-intensity pulses.

For some types of fibers, the time-varying phase may result in a power penalty
owing to a GVD-induced spectral broadening of the pulse as it travels along the fiber.
In the normal dispersion region the chromatic dispersion is negative [that is, from
Eq. (3.32) theGVDparameter β2 > 0] and the group delay decreaseswithwavelength.
This means that because red light has a longer wavelength than blue, the red light
travels faster in silica because nred < nblue (see Fig. 3.9). Therefore, in the normal
dispersion region the red-shifted leading edge of the pulse travels faster and thus
moves away from the center of the pulse. At the same time the blue-shifted trailing
edge travels slower, and thus also moves away from the center of the pulse. In this
case chirping worsens the effects of GVD-induced pulse broadening. On the other
hand, in the anomalous dispersion region where chromatic dispersion is positive
so that the group delay increases with wavelength, the red-shifted leading edge of
the pulse travels slower and thus moves toward the center of the pulse. Similarly,
the blue-shifted trailing edge travels faster, and also moves toward the center of the
pulse. In this case, SPM causes the pulse to narrow, thereby partly compensating for
chromatic dispersion.

12.6 Cross-Phase Modulation in WDM Systems

Cross-phase modulation (XPM) appears in WDM systems and has a similar origin
as SPM. In this case the name derives from the fact that the refractive index nonlin-
earity converts optical intensity fluctuations in a particular wavelength channel to
phase fluctuations in adjacent copropagating channels [2–5] In addition, because the
refractive index seen by a particular wavelength is influenced by both the optical
intensity of that wave itself and also by the optical power fluctuations of neighboring
wavelengths, SPM is always present when XPM occurs. Analogous to SPM, for two
interacting wavelengths the XPM-induced frequency shift �ϕ is given by

�ϕ = dϕ

dt
= 2γ Lef f

d P

dt
(12.9)
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where the parameters are the same as for Eq. (12.8). When multiple wavelengths
propagate in a fiber, the total phase shift for an optical signal with frequency ωiis

�ϕi = γ Lef f

⎡

⎣dPi
dt

+ 2
∑

j �=i

d Pj

dt

⎤

⎦ (12.10)

The first term in the square brackets represents the SPM contribution and the
second term arises from XPM. The factor 2 in the bracketed expression shows that
the weight of XPM is twice that of SPM. However, XPM only appears when the two
interacting light beams or pulses overlap in space and time. In general, pulses from
two different wavelength channels will not remain superimposed because each has a
different GVD. This greatly reduces the impact of XPM for direct-detection optical
fiber transmission systems.

12.7 Four-Wave Mixing in WDM Channels

To transmit the high capacities of denseWDM channels over long distances requires
operation in the 1550-nmwindow of dispersion-shifted fiber. In addition, to preserve
an adequate signal-to-noise ratio, a high-speed system operating over long distances
and having nominal optical repeater spacings of 100 km needs optical launch powers
of around 1mWper channel. For suchWDMsystems, the simultaneous requirements
of high launch power and lowdispersion give rise to the generation of new frequencies
due to four-wave mixing [2–5].

Four-wavemixing (FWM) is a third-order nonlinearity in optical fibers that is anal-
ogous to intermodulation distortion in electrical systems.Whenwavelength channels
are located near the zero-dispersion point, three optical frequencies (vi, vj, vk) will
mix to produce a fourth intermodulation product vijk given by

νi jk = νi + ν j − νk with i, j �= k (12.11)

When this new frequency falls in the transmissionwindowof the original frequencies,
it can cause severe crosstalk.

Figure 12.9 shows a simple example for two waves at frequencies v1 and v2. As
these waves copropagate along a fiber, they mix and generate sidebands at 2v1 −
v2 and 2v2 − v1. Similarly, three copropagating waves will create nine new optical
sidebandwaves at frequencies given byEq. (12.11). These sidebandswill travel along
with the original waves and will grow at the expense of signal-strength depletion. In
general, for N wavelengths launched into a fiber, the number of generated mixing
products M is
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Fig. 12.9 Two optical waves at frequencies ν1 and ν2 mix to generate two third-order sidebands

M = N 2

2
(N − 1) (12.12)

If the channels are equally spaced, a number of the new waves will have the same
frequencies as the injected signals. Thus the resultant crosstalk interference plus the
depletion of the original signal waves can severely degrade multichannel system
performance unless steps are taken to diminish it.

Example 12.3 Consider the case of three DWDM signals propagating in a fiber at
optical frequencies ν1, ν2, and ν3.What frequency components result from four-wave
mixing?

Solution: From Eq. (12.12) for N = 3 channels there areM = 9 mixing products
generated. These are as follows:

ν123 = ν1 + ν2 − ν3 (identical to ν213 = ν2 + ν1 − ν3)

ν321 = ν3 + ν2 − ν1 (identical to ν231 = ν2 + ν3 − ν1)

ν312 = ν3 + ν1 − ν2 (identical to ν132 = ν1 + ν3 − ν2)

ν112 = 2ν1 − ν2

ν113 = 2ν1 − ν3

ν221 = 2ν2 − ν1

ν223 = 2ν2 − ν3

ν331 = 2ν3 − ν1
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ν332 = 2ν3 − ν2

The efficiency of four-wave mixing depends on fiber dispersion and the channel
spacings. Because the dispersion varies with wavelength, the signal waves and the
generated waves have different group velocities. This destroys the phase matching of
the interacting waves and lowers the efficiency at which power is transferred to newly
generated frequencies. The higher the group velocity mismatches and the wider the
channel spacings, the lower the four-wave mixing.

At the exit of a fiber of length L and attenuation α, the power Pijk that is generated
at the frequency νijk due to the interaction of signals at frequencies νi, νj, and νkthat
have fiber-input powers Pi, Pj, and Pk , respectively, is

Pi jk(L) = η(Dκ)2Pi (0)Pj (0)Pk(0) exp(−αL) (12.13)

where the nonlinear interaction constant κ is

κ = 32π3χ1111

n2λc

(
Lef f

Aef f

)

(12.14)

Here, χ1111 is the third-order nonlinear susceptibility; η is the efficiency of the
four-wave mixing; n is the fiber refractive index; and D is the degeneracy factor,
which counts the possible permutations of the three frequencies. The parameter D
has the value of 3 or 6 for two waves mixing or three waves mixing, respectively. The
effective length Leff is given by Eq. (12.1) andAeff is the effective cross-sectional area
of the fiber. In G.652 single-mode fibers, only frequencies with separations less than
20 GHz will mix efficiently. In contrast, the FWM mixing efficiencies are greater
than 20 percent for channel separations up to 50 GHz for G.653 dispersion-shifted
fibers.

12.8 Mitigation Schemes for FWM

To reduce the effects of four-wavemixing in aDWDMlinkwith close channel separa-
tions, for example, 100-GHz or less, it is important to have a high value of chromatic
dispersion throughout the link. The reason is due to the fact that the efficiency of
FWM depends on matching the phase relationship between the interacting DWDM
signals. When there is chromatic dispersion in the fiber, the signals at different wave-
lengths travel with different group velocities. This means that the propagating waves
move in and out of phase with each other. This condition greatly diminishes the
FWM efficiency.

If the chromatic dispersion is low, or if there are regions of both positive and
negative dispersion in the DWDM operating band, then a large number of FWM
terms can be generated by the DWDMsignals. This effect is particularly troublesome



492 12 Nonlinear Processes in Optical Fibers

-10

0

10

20

1480 1510 1540 1570 1600

Wavelength (nm)

D
is
pe

rs
io

n 
[p

s/
(n

m
-k

m
)] G.652

G.653

C-Band

1450 1630

G.655b

L-BandS-Band

G.655

Fig. 12.10 Chromatic dispersion as a function of wavelength in various spectral bands for several
different standard fiber types

if G.653 dispersion-shifted fibers are used for DWDM applications in the C-band.
The main problem is that these fibers have both positive and negative dispersion
regions around the zero-dispersion point at 1550 nm, as shown in Fig. 12.10. The
consequence is that the DWDM channels on either side of this zero-dispersion point
generate a large number of interfering in-band signals.

For standard G.652 single-mode fibers the high chromatic dispersion value of
about 17 ps/(nm · km) in the C-band effectively suppresses four-wave mixing.
However, for high data rates, such as 10 Gb/s and beyond, this high chromatic
dispersion value quickly leads to large pulse-spreading effects along a G.652 fiber.

The limitations of the G.652 and G.653 fibers with respect to suppressing FWM
led to the development of the G.655 fiber. As Fig. 12.10 shows, the G.655 fiber
has a chromatic dispersion value ranging from about 3 to 9 ps/(nm · km) in the
C-band. The ITU-T Recommendation G.655 specifies several different versions of
this fiber. These include G.655B for use in both the S-band and C-band, G.655.D
low-dispersion fibers with a chromatic dispersion ranging from 2.80 to 6.2 ps/(nm
· km) at 1550 nm, and G.655.E medium-dispersion fibers with a dispersion value
ranging from 6.06 to 9.31 ps/(nm · km) at 1550 nm. In either case, these chromatic
dispersion values are sufficient to suppress FWM effects.

12.9 Basic Optical Wavelength Converters

One beneficial application of cross-phase modulation and four-wave mixing tech-
niques is for performingwavelength conversion inWDMnetworks. An optical wave-
length converter is a device that can translate information on an incomingwavelength
directly to a new wavelength without entering the electrical domain. Such a device
is an important component in all-optical networks, because the wavelength of the
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incoming signal may already be in use by another information channel residing on
the destined outgoing path. Converting the incoming signal to a new wavelength will
allow both information channels to traverse the same outbound fiber simultaneously.
This section describes two classes of wavelength converters with one example from
each class [10–15].

12.9.1 Wavelength Converters Using Optical Gatings

A wide variety of optical-gating techniques using devices such as semiconductor
optical amplifiers, semiconductor lasers, or nonlinear optical-loop mirrors have been
investigated to achieve wavelength conversion. The use of a semiconductor optical
amplifier (SOA) in a cross-phase modulation (XPM) mode has been one of the most
successful techniques for implementing single-wavelength conversion. The configu-
rations for implementing this scheme include the Mach–Zehnder interferometer and
the Michelson interferometer setups shown in Fig. 12.11.

The XPM scheme relies on the dependency of the refractive index on the carrier
density in the active region of the SOA. As depicted in Fig. 12.11, the basic concept
is that an incoming information carrying signal at wavelength λsand a continuous-
wave (CW) signal at the desired new wavelength λc(called the probe beam) are
simultaneously coupled into the device. The two waves can be either copropagating
or counterpropagating. However, the noise in the copropagating case is lower. The

Fig. 12.11 a Mach-Zehnder interferometer and b Michelson interferometer setups using a pair of
SOAs for implementing the cross-phase modulation wavelength-conversion scheme
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signal beammodulates the gain of the SOA by depleting the carriers, which produces
a modulation of the refractive index. When the CW beam encounters the modulated
gain and refractive index, its amplitude and phase are changed, so that it now carries
the same information as the input signal. As shown in Fig. 12.11, the SOAs are
placed in an asymmetric configuration so that the phase change in the two amplifiers is
different. Consequently, the CW light ismodulated according to the phase difference.
A typical splitting ratio is 69/31 percent. These types of converters readily handle
data rates of at least 10 Gb/s.

A limitation of the XPM architecture is that it only converts one wavelength at
a time. In addition, it has limited transparency in terms of the data format. Any
information that is in the form of phase, frequency, or analog amplitude is lost
during the wavelength conversion process. Consequently, this scheme is restricted
to converting digital signal streams.

12.9.2 Wavelength Converters Based on Wave-Mixing

Wavelength conversion based on nonlinear optical wave mixing offers important
advantages compared to other conversion methods. The advantages include a multi-
wavelength conversion capability and transparency to the modulation format. The
mixing arises from nonlinear interactions among optical waves traversing a nonlinear
material. The outcome is the generation of another wave whose intensity is propor-
tional to the product of the intensities of the interacting waves. The phase and
frequency of the generated wave are a linear combination of these parameters of
the interacting waves. Therefore, the wave mixing preserves both amplitude and
phase information, and consequently is the only wavelength-conversion category
that offers strict transparency to the modulation format.

Two wavelength-conversion schemes are four-wave mixing in either a passive
waveguide or SOA, and difference-frequency generation in waveguides. For wave-
length conversion, the FWM scheme employs the mixing of three distinct input
waves to generate a fourth distinct output wave. In this method, an intensity pattern
resulting from two inputwaves interacting in a nonlinearmaterial forms a grating. For
example, in SOAs there are three physical mechanisms that can form a grating. These
are carrier-density modulation, dynamic carrier heating, and spectral hole burning.
The third input wave in the material gets scattered by this grating, thereby generating
an output wave. The frequency of the generated output wave is offset from that of the
third wave by the frequency difference between the first twowaves. If one of the three
incident waves contains amplitude, phase, or frequency information and the other
two waves are constant, then the generated wave will contain the same information.

Difference-frequency generation in waveguides is based on the mixing of two
input waves. In this case, the nonlinear interaction of the material is with a pump and
a signal wave.
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12.10 Principles of Solitons

AsChap. 3 describes, group velocity dispersion (GVD) causesmost pulses to broaden
in time as they propagate through an optical fiber. However, a particular pulse shape
known as a soliton takes advantage of nonlinear effects in silica, particularly self-
phasemodulation (SPM) resulting from theKerr nonlinearity, to overcome the pulse-
broadening effects of GVD [16–20].

The term “soliton” refers to special kinds of waves that can propagate undistorted
over long distances and remain unaffected after collisions with each other. John
Scott Russell made the first recorded observation of a soliton in 1838, when he saw a
peculiar type ofwave generated by boats in narrowScottish canals [16]. The resulting
water wave was of great height and traveled rapidly and undiminished over a long
distance. After passing through slower waves of lesser height, the waves emerged
from the interaction undistorted, with their identities unchanged.

In an optical communication system, solitons are very narrow, high-intensity
optical pulses that retain their shape through the interaction of balancing pulse disper-
sionwith the nonlinear properties of an optical fiber. If the relative effects of SPMand
GVD are controlled just right, and the appropriate pulse shape is chosen, the pulse
compression resulting from SPM can exactly offset the pulse broadening effect of
GVD. Depending on the particular shape chosen, the pulse either does not change
its shape as it propagates, or it undergoes periodically repeating changes in shape.
The pulses that do not change in shape are called fundamental solitons, and those
that undergo periodic shape changes are called higher-order solitons. In either case,
attenuation in the fiber will eventually decrease the soliton energy. Because this
weakens the nonlinear interaction needed to counteract GVD, periodically spaced
optical amplifiers are required in a soliton link to restore the pulse energy.

12.10.1 Structures of Soliton Pulses

No optical pulse is completely monochromatic, because it excites a spectrum of
frequencies. For example, as Eq. (10.1) shows, if an optical source emits power in
a wavelength band �λ, its spectral spread is �v. This is important, because in an
actual fiber a pulse is affected by both the GVD and the Kerr nonlinearity. This is
particularly significant for high-intensity optical excitations. Because the medium is
dispersive, the pulse widthwill spread in timewith increasing distance along the fiber
owing to GVD. In addition, when a high-intensity optical pulse is coupled to a fiber,
the optical power modulates the refractive index seen by the optical excitation. This
induces phase fluctuations in the propagating wave, thereby producing a chirping
effect in the pulse, as shown in Fig. 12.8. The result is that the front of the pulse (at
smaller times) has lower frequencies and the back of the pulse (at later times) has
higher frequencies than the carrier frequency.
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When such a pulse traverses a medium with a positive GVD parameter β2 for the
constituent frequencies, the leading part of the pulse is shifted toward a longer wave-
length (lower frequencies), so that the speed in that portion increases. Conversely, in
the trailing half, the frequency rises so the speed decreases. This causes the trailing
edge to be further delayed. Consequently, in addition to a spectral change with
distance, the energy in the center of the pulse is dispersed to either side, and the pulse
eventually takes on a rectangular-wave shape. Figure 12.12 illustrates these intensity
changes as the pulse travels along such a fiber. The plot is in terms of the normalized
time. These effects will severely limit high-speed long-distance transmission if the
system is operated in this condition.

On the other hand, when a narrow high-intensity pulse traverses a medium with a
negative GVD parameter for the constituent frequencies, GVD counteracts the chirp
produced by SPM.Now,GVD retards the low frequencies in the front end of the pulse
and advances the high frequencies at the back. The result is that the high-intensity
sharply peaked soliton pulse changes neither its shape nor its spectrum as it travels
along the fiber. Figure 12.13 illustrates this for a fundamental soliton. Provided the
pulse energy is sufficiently strong, this pulse shape is maintained as it travels along
the fiber.

To derive the evolution of the pulse shape required for soliton transmission, one
needs to consider the nonlinear Schrödinger (NLS) equation.

− j
∂u

∂z
= 1

2

∂2u

∂t2
+ N 2|u|2u − j(α/2)u (12.15)

Fig. 12.12 Temporal changes in a narrow high-intensity pulse that is subjected to the Kerr effect
as it travels through a nonlinear dispersive fiber that has a positive GVD parameter
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Fig. 12.13 Characteristics of a high-intensity sharply peaked soliton pulse that is subjected to the
Kerr effect as it travels through a nonlinear dispersive fiber that has a negative GVD parameter

Here, u(z, t) is the pulse envelope with power |u|2, z is the propagation distance along
the fiber, N is an integer designating the order of the soliton, and α is the coefficient
of energy gain per unit length, with negative values of α representing energy loss.
Following conventional notation, the parameters in Eq. (12.15) have been expressed
in special soliton units to eliminate scaling constants in the equation.

These parameters (defined in Sect. 12.10.2) are the normalized time T 0, the
dispersion length Ldisp, and the soliton peak power Ppeak.

For the three right-hand terms in Eq. (12.15):

(1) The first term represents GVD effects of the fiber. Acting by itself, dispersion
tends to broaden pulses in time.

(2) The second nonlinear term denotes the fact that the refractive index of the
fiber depends on the light intensity. Through the self-modulation process, this
physical phenomenon broadens the frequency spectrum of a pulse.

(3) The third term represents the effects of energy loss or gain, for example, due
to fiber attenuation or optical amplification, respectively.
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Solving the NLS equation analytically yields a pulse envelop that is either inde-
pendent of z (for the fundamental soliton with N = 1) or that is periodic in z (for
higher-order solitons with N ≥ 2). The general theory of solitons is mathemati-
cally complex and can be found in the literature [18–20]. Thus, this chapter presents
only the basic concepts for fundamental solitons. The solution to Eq. (12.15) for the
fundamental soliton is given by

u(z, t) = sech(t) exp( j z/2) (12.16)

where sech(t) is the hyperbolic secant function. This is a bell-shaped pulse, as
Fig. 12.14 illustrates. The time scale is given in units normalized to the l/e width of
the pulse. Because the phase term exp ( jz/2) in Eq. (12.16) has no influence on the
shape of the pulse, the soliton is independent of z and hence is nondispersive in the
time domain.

When examining the NLS equation, one finds that the first-order effects of the
dispersive and nonlinear terms are just complementary phase shifts. For a pulse given
by Eq. (12.16), these phase shifts are

dϕnonlin = |u(t)|2dz = sech2(t)dz (12.17)

for the nonlinear process, and

dϕdisp =
(

1

2u

∂2u

∂t2

)

dz =
[
1

2
− sech2(t)

]

dz (12.18)

for the dispersion effect. Figure 12.15 shows plots of these terms and their sum,
which is a constant.Upon integration, the sumsimplyyields a phase shift of z/2,which
is common to the entire pulse.Because such a phase shift changes neither the temporal
nor the spectral shape of a pulse, the soliton remains completely nondispersive in
both the temporal and frequency domains.

Fig. 12.14 The hyperbolic
secant function used for
soliton pulses. The time scale
is given in units normalized
to the 1/e width of the pulse
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Fig. 12.15 Dispersive and
nonlinear phase shifts of a
soliton pulse, where their
sum is a constant that yields
a common phase shift for the
entire pulse

12.10.2 Fundamental Parameters for Solitons

Recall that the full-width half-maximum (FWHM) of a pulse is defined as the full
width of the pulse at its half-maximumpower level (see Fig. 12.16). For the solution to
Eq. (12.15), the power is given by the square of the envelope function in Eq. (12.16).
Thus the FWHMTsof the fundamental soliton pulse in normalized time is found from
the relationship sech2(τ ) = 1/2 with τ = Ts/(2T 0), where T 0 is the basic normalized
time unit. This yields

T0 = Ts

2cosh−1
√
2

= Ts
1.7627

≈ 0.567Ts (12.19)

Example 12.4 Typical soliton FWHM pulse widths Ts range from 15 to 50 ps, so
that the normalized time T 0 is on the order of 9–30 ps.

Fig. 12.16 Definition of the half-maximum soliton width in terms of normalized time units
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The normalized distance parameter (also called dispersion length) Ldisp is a char-
acteristic length for the effects of the dispersion term. As described below, Ldisp is a
measure of the period of a soliton. This parameter is given by

Ldisp = 2πc

λ2

T 2
0

D
= 1

[
2cosh−1

√
2
]2

2πc

λ2

T 2
s

D
= 0.322

2πc

λ2

T 2
s

D
(12.20)

where c is the speed of light, λ is the wavelength in vacuum, and D is the dispersion
of the fiber.

Example 12.5 Consider a dispersion-shifted fiber having D = 0.5 ps/(nm·km) at
1550 nm. If Ts= 20 ps, then.

Ldisp = 1

(1.7627)2
2π

(
3 × 108 m/s

)

(1550 nm)2
(20 ps)2

0.5 ps/(nm - km)
= 202 km

which shows that Ldisp is on the order of hundreds of kilometers.
The parameter Ppeak is the soliton peak power and is given by

Ppeak = Aef f

2πn2

λ

Ldisp
=

(
1.7627

2π

)2 Aef f λ
3

n2c

D

T 2
s

(12.21)

where Aeff is the effective area of the fiber core cross section, n2 is the nonlinear
intensity-dependent refractive-index coefficient [see Eq. (12.6)], and Ldisp is
measured in km.

Example 12.6 For λ = 1550 nm, Aeff = 50μm2, n2 = 2.6× 10−16 cm2/W, and with
the value of Ldisp = 202 km from Example 12.5, then using Eq. (12.21) the soliton
peak power Ppeak is

Ppeak =
(
50μm2

)

2π
(
2.6 × 10−16 cm2/W

)
1550 nm

202 km
= 2.35 mW

This shows that when Ldisp is on the order of hundreds of kilometers, Ppeak is on
the order of a few milliwatts.

For N > 1, the soliton pulse experiences periodic changes in its shape and its
spectrum when propagating through the fiber. It resumes its initial shape at multiple
distances of the soliton period, which is given by

L period = π

2
Ldisp (12.22)

As an example, Fig. 12.17 shows the evolution of a second-order soliton, in which
N = 2.
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Fig. 12.17 Propagation characteristics of a second-order soliton (N = 2)

12.10.3 Width and Spacing of Soliton Pulses

The soliton solution to the NLS equation holds to a reasonable approximation only
when individual pulses are well separated. To ensure this, the soliton width must be
a small fraction of the bit slot. This eliminates use of the non-return-to-zero (NRZ)
format that is commonly implemented in digital systems. Consequently, the return-
to-zero (RZ) format is used. This condition thus constrains the achievable bit rate,
because there is a limit on how narrow a soliton pulse can be generated.

If Tb is the width of the bit slot, then we can relate the bit rate B to the soliton
half-maximum width Ts by

B = 1

Tb
= 1

2s0T0
= 1.7627

2s0Ts
(12.23)

where the factor 2s0 = Tb/T 0 is the normalized separation between neighboring
solitons.

The physical explanation of the separation requirement is that the overlapping
tails of closely spaced solitons create nonlinear interactive forces between them.
These forces can be either attractive or repulsive, depending on the initial relative
phase of the solitons. For solitons that are initially in phase and separated by 2s0 >
> 1, the soliton separation is periodic with an oscillation period:

� = π

2
exp(s0) (12.24)
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The mutual interactive force between in-phase solitons thus results in periodic
attraction, collapse, and repulsion. The interaction distance LI is

L I = �Ldisp = Lperiodexp(s0) (12.25)

This interaction distance, and particularly the ratio LI /Ldisp, determine the
maximum bit rate allowable in soliton systems.

These types of interactions are not desirable in a soliton system, because they
lead to jitter in the soliton arrival times. One method for avoiding this situation is
to increase s0, because the interaction between solitons depends on their spacing.
Because Eq. (12.23) is accurate for s0 > 3, this equation together with the criterion
that �Ldisp > > LT , where LT is the total transmission distance, is suitable for system
designs in which soliton interaction can be ignored.

Using Eq. (12.20) for Ldisp, Eq. (12.23) for T 0, and Eq. (3.25) for D, the design
condition �Ldisp > > LT becomes

B2LT <<

(
2π

s0λ

)2 c

16D
exp(s0) = π

8s20 |β2|exp(s0) (12.26)

When written in this form, Eq. (12.26) shows the effects on the bit rate B or the
total transmission distance LT for selected values of s0.

Example 12.7 Suppose a link needs to transmit information at a rate of 10 Gb/s over
an 8600 km soliton link across the Pacific Ocean.

(a) Because this is a high data rate over a long distance, one can start by selecting
a value of s0 = 8. Then, from Eq. (12.24) it follows that � = 4682. Given that
the dispersion length is at least 100 km, then �Ldisp > 4.7 × 105 km, which for
all practical purposes satisfies the condition �Ldisp > > LT = 8600 km.

(b) If D = 0.5 ps/(nm · km) at 1550 nm then for a 10-Gb/s data rate Eq. (12.26)
yields

LT << 2.87 × 105 km

This is satisfied, because the right-hand side is 33 times greater than the desired
length.

(c) Using Eq. (12.23), the FWHM soliton pulse width is found to be

Ts = 0.881

s0B
= 0.881

8
(
10 × 109 b/s

) = 11ps

(d) The fraction of the bit slot occupied by a soliton when s0 = 8 is

Ts
TB

= 0.881

s0
= 0.881

8
= 11%
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Note that for a given value of s0, this is independent of the bit rate. For example,
if the data rate is 20 Gb/s, then the FWHM pulse width is 5.5 ps, which also occupies
11 percent of the bit slot.

12.11 Summary

For low optical signal power levels, an optical fiber behaves as a linear transmission
medium. This means three things: (a) The properties of a fiber do not change as
the optical signal power varies, (b) the wavelength does not change as the signal
propagates along the fiber, and (c) a specific signal does not interact with other
simultaneously propagating signals at different wavelengths. However, for power
levels that are higher than about +3 dBm (2 mW) the fiber material starts to exhibit
nonlinear power-dependent properties. These nonlinear effects are manifested as
interactive changes and power loss in the propagating signal. The optical power loss
gives rise to a nonlinear power penalty.

Optical nonlinearities can be classified into scattering-related and refractive index-
related categories. The nonlinear inelastic scattering processes include stimulated
Raman scattering (SRS) and stimulated Brillouin scattering (SBS). The second cate-
gory of nonlinear effects arises from intensity-dependent variations in the refractive
index in a silica fiber, which is known as the Kerr effect. These effects include self-
phase modulation (SPM), cross-phase modulation (XPM), and four-wave mixing
(FWM). Note that certain nonlinear effects are independent of the number of WDM
channels.

SBS, SRS, and FWM result in gains or losses of signal power in a wavelength
channel. The power variations depend on the optical signal intensity. These three
nonlinear processes provide gains to some channels while depleting power from
other channels, thereby producing crosstalk between the wavelength channels. SPM
and XPM affect only the phase of signals, which causes chirping in digital pulses.
This can worsen pulse broadening due to dispersion, particularly in very high-rate
systems. FWM can be suppressed by avoiding the use of fibers with both positive
and negative chromatic dispersion values in the operating wavelength band.

Problems

12.1 A 50-km single-mode fiber has an attenuation of 0.55 dB/km at 1310 nm and
0.28 dB/km at 1550 nm. Compare the effective lengths of this fiber at 1310
and 1550 nm.

12.2 Consider a 1550-nm optical source that has a 40-MHz linewidth. Suppose a
given single-mode fiber has a 72-μm2 effective area and a 0.2-dB/km atten-
uation at 1550 nm. Assuming that the polarization factor b = 2 and that the
Brillouin gain coefficient is gB= 4× 10−11 m/W, what is the threshold power
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for stimulated Brillouin scattering at 1550 nm for a 40-km link? If the atten-
uation for this fiber is 0.4 dB/km at 1310 nm and all other parameters are
the same, what is the threshold power for stimulated Brillouin scattering at
1310 nm?

12.3 Consider three copropagating optical signals at frequencies v1, v2, and v3.
If these frequencies are evenly spaced so that ν1 = ν2 − �ν and ν3 = ν2 +
�ν, where �v is an incremental frequency change, list the third-order waves
that are generated due to FWM and plot them in relation to the original three
waves. Note that several of these FWM-generated waves coincide with the
original frequencies.

12.4 A soliton transmission system operates at 1550 nm with fibers that have a
dispersion of 1.5 ps/(nm · km) and an effective core area of 50 μm2. Find
the peak power required for fundamental solitons that have a 16-ps FWHM
width. Use the value n2 = 2.6× 10−16 cm2/W.What are the dispersion length
and the soliton period? What is the required peak power for 30-ps pulses?

12.5 A telecommunications service provider wants a single-wavelength soliton
transmission system that is to operate at 40 Gb/s over a 2000-km distance.
How would you design such a system? You are free to choose whatever
components and design parameters are needed.

12.6 Consider aWDM system that utilizes two soliton channels at wavelengths λ1

and λ2. Because different wavelengths travel at slightly different velocities
in a fiber, the solitons of the faster channel will gradually overtake and pass
through the slower-channel solitons. If the collision length Lcoll is defined
as the distance between the beginning and end of the pulse overlap at the
half-power points, then

Lcoll = 2Ts
D�λ

where �λ = λ1 − λ2, Ts is the pulse FWHM, and D is the dispersion
parameter.
(a) What is the collision length for Ts= 16 ps,
D = 0.5 ps/(nm·km), and �λ = 0.8 nm?
(b) Four-wave mixing effects arise between the soliton pulses during their
collision, but then collapse to zero afterward. To avoid amplifying these
effects, the condition Lcoll ≥ 2Lamp should be satisfied, where Lamp is the
amplifier spacing. What is the upper bound for Lamp for the above case?

12.7 Based on the conditions described in Prob. 12.6,what is themaximumnumber
of allowedwavelength channels spaced 0.4 nmapart in aWDMsoliton system
when Lamp = 25 km, Ts= 20 ps, and D = 0.4 ps/(nm · km)?
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Answers to Selected Problems

12.1 First using Eq. (3.3) change 0.55 dB/km to 0.127 km−1 and 0.28 dB/km to
0.0645 km−1. Then from Eq. (12.1) Leff(1310) = 7.9 km and Leff(1550) =
14.9 km.

12.2 Using Eq. (3.3) change 0.20 dB/km to 0.046 km−1 and 0.40 dB/km to
0.092 km−1. Then using Eq. (12.1) it follows that Leff(1550) = 18.3 km
and Leff(1310) = 10.6 km. Then using Eq. (12.5), Pth(1550) = 12.4 mW and
Pth(1310) = 21.4 mW.

12.3 The following nine 3rd-order waves are generated due to FWM:

ν113 = 2(ν2 - �ν) – (ν2 + �ν) = ν2 - 3�ν.

ν112 = 2(ν2 - �ν) – ν2 = ν2 - 2�ν.

ν123 = (ν2 - �ν) + ν2 – (ν2 + �ν) = ν2 - 2�ν.

ν223 = 2ν2 – (ν2 + �ν) = ν2 - �ν = ν1.

ν132 = (ν2 - �ν) + (ν2 + �ν) – ν2 = ν2.

ν221 = 2ν2 – (ν2 - �ν) = ν2 + �ν = ν3.

ν231 = ν2 + (ν2 + �ν) – (ν2 - �ν) = ν2 + 2�ν.

ν331 = 2(ν2 + �ν) – (ν2 - �ν) = ν2 + 3�ν.

ν332 = 2(ν2 + �ν) – ν2 = ν2 + 2�ν.

12.4 Ppeak = 11.0 mW; Ldisp = 43 km, Lperiod = 67.5 km; Ppeak = 3.1 mW.

12.6 (a) From the equation Lcoll = 80 km;

(b) From the given condition Lamp = 0.5 Lcoll ≤ 40 km.

12.7 From the equation and conditions in Problem 12.6,�λmax = Ts
DLamp

= 2 nm.

Therefore, the maximum number of channels = 2.0 nm/0.4 nm = 5.
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Chapter 13
Fiber Optic Communication Networks

Abstract Various types of optical fiber networks have been conceived, designed,
and built to satisfy a wide range of transmission capacities and speeds. The link
lengths between users can vary from short localized connections within a building or
a campus environment to networks that span continents and run across oceans. This
chapter defines basic terminology and general network concepts, illustrates different
fiber optic network architectures, discusses the concept of network layering, defines
data packet switching elements, describes how these elements route signals along
wavelength channels, and shows how network configuration flexibility can offer
connection protection in case there are link or node failures.

This chapter covers performance and implementation issues related to optical fiber
link configurations that can be utilized in various types of networks to connect users
having a wide range of transmission capacities and speeds. The links between these
users can range in length from short localized connections within a building, a data
center, or a campus environment to networks that span continents and go across
oceans. A major motivation for developing sophisticated communication networks
has been the rapid proliferation of information exchange desired by institutions
involved in fields such as commerce, finance, education, scientific and medical
research, health care, national and international security, social media, and enter-
tainment. The potential for this information exchange arose from the ever-increasing
power of computers and data storage devices, which need to be interconnected by
high-speed, high-capacity networks.

Section 13.1 defines basic terminology and general network concepts, discusses
the concept of network layering, and describes fiber optic network topologies.
Section 13.2 illustrates the commonly used optical network configurations, which
include star, tree, and mesh network layouts.

For the terrestrial and undersea long-haul category, the closely coupled SONET
and SDH physical layer standards provide a mechanism for multiplexing and
transmitting optical signals so they can be shared between networks within the
global telecom infrastructure. Section 13.3 discusses the physical layer aspects of
SONET/SDH ring network. To increase the capacity of optical fiber links, research
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and development engineers and scientists are devising increasingly higher-rate trans-
mission methods and sophisticated data encoding schemes. Section 13.4 gives some
examples for high-speed optical fiber transceivers and optical interconnects operating
from 10 to 400 Gb/s.

Two critical elements for implementing high-capacity WDM networks include
fixed and reconfigurable optical add/drop multiplexers (OADMs) and optical cross-
connects (OXCs). Sections 13.5 and 13.6, respectively, define these elements and
describe how they route signals along wavelength channels or lightwave paths.
Section 13.6 also introduces the concepts of wavelength routing, optical packet
switching, and optical burst switching. Section 13.7 illustrates applications of
network elements, such as OADMs and OXCs, to various categories of WDM
networks. In addition this section also addresses the concept of elastic networks.
The architecture and operations of passive optical networks (PON) are examined in
Sect. 13.8.

13.1 Concepts of Optical Networks

This section provides some background material concerning the concepts of optical
networks [1–3]. The discussion illustrates different network architectures, notes what
organizations own and operate various network segments, and defines some network
terminology.

13.1.1 Terminology Used for Networks

To start, it is helpful to define some terminology using Fig. 13.1 as a guideline.

Fig. 13.1 Definitions of various elements of a network
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Data Packet (or Simply Packet) A data packet is a group of information bits plus
overhead bits for transportation management of the data.

Stations Devices that network subscribers use to communicate are called stations.
These may be computers, monitoring equipment, telephones, fax machines, or other
telecom equipment.

Networks To establish connections between these stations, transmission paths run
between them to form a collection of interconnected stations called a network.

Node Within this network, a node is a point where one or more communication
lines terminate and/or where stations are connected. Stations also can be connected
directly to a transmission line.

Server A network server is a powerful computer that provides users with access to
shared software or hardware resources. The shared resources can include disk space,
hardware access, and email services. A server typically has a large amount of random
access memory (RAM) and runs continuously on a robust operating system.

Trunk The term trunk normally refers to a transmission line that runs between nodes
or networks and supports large traffic loads.

Topology The topology is the logical manner in which nodes are linked together by
transmitting channels to form a network.

Switching and Routing The transfer of information from source to destination is
achieved through a series of switches residing at intermediate nodes and the process is
called switching. The selection of a suitable path through a network is accomplished
by means of routers and the process is referred to as routing.

Thus a switched communication network consists of an interconnected collection
of nodes, in which information streams that enter the network from a station are
routed to the destination by being switched from one transmission path to another at
a node.

13.1.2 Generic Network Categories

Networks can be divided into several broad generic categories, as Fig. 13.2 illustrates.
Note that there is nothing unique about this illustration, because it merely shows
general interconnection hierarchies. The following definitions are useful to know:

Local Area Network (LAN) A local area network (LAN) interconnects users in a
localized area such as a large room or work area, a department, a home, a building, an
office or factory complex, or a small group of buildings. A LAN employs relatively
inexpensive hardware that allows users to share common expensive resources such
as servers, high-performance printers, specialized instrumentation, or other equip-
ment. Ethernet is the most popular networking technology used in LANs. Local area
networks usually are owned, used, and operated privately by a single organization.
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Fig. 13.2 Definitions of some terms used in describing different segments of a public network

Campus Network A campus network is an extension of a LAN and can be consid-
ered as an interconnection of a collection of LANs in a localized area. Similar to
a LAN, it is an autonomous network owned and managed by a single organization
that exists within a local geographical area. In networking terminology the word
campus refers to any group of buildings that are within reasonable walking distance
of each other. Thus a campus network could be deployed in a university campus, a
business park, a government center, a research center, or a medical center. Typically
a campus network uses routers to provide an access path into a larger network, such
as a metropolitan area network or the Internet.

Metropolitan Area Network (MAN) A MAN is commonly referred to as a metro
network and spans a larger area than a LAN or a campus network. The intercon-
nected facilities could range from buildings located in several city blocks to an entire
city and the metropolitan area surrounding it. Thus the distances between central
switching offices for a metro network range from a few to several tens of kilome-
ters. Metro network resources are owned and operated by many telecommunication
organizations.

Access Network An access network lies between a metro network and a LAN or
campus network. This network category encompasses connections that extend from a
centralized switching facility to individual businesses, organizations, and homes.One
function of an access network is to concentrate the information flows that originate
in a local network and send this aggregated traffic to the switching facility. This path
is called the upstream direction. In the other transmission direction (downstream
or toward the user), the network provides voice, data, video, and other services to
subscribers. The transmission distances tend to be up to 20 km. Typically a single
telecommunication service provider owns a particular access network.
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Wide Area Network (WAN) A WAN spans a large geographical area. The trans-
mission distances can range from links between switching facilities in neighboring
cities to cross-country terrestrial or intercontinental undersea lines. The large collec-
tion of WAN resources are owned and operated by either private organizations or
telecommunication service providers.

Enterprise and Public Networks When a private organization (for example, a
company, a government entity, a medical facility, a university, or a commercial enter-
prise) owns and operates a network, it is called an enterprise network. These networks
only provide services to themembers of the organization.On the other hand, networks
that are owned by the telecom carriers provide services such as leased lines or real-
time telephone connections to the general public. These networks are referred to as
public networks, because the services are available to any users or organizations that
wish to subscribe to them.

CentralOffice Acentralized switching facility in a public network is called a central
office (CO) or a point of presence (POP). The CO houses a series of large telecom
switches that establish temporary connections for the duration of a requested service
time between subscriber lines or between users and network resources.

Backbone The term backbone means a link that connects multiple network
segments. For example, a backbone handles internetwork traffic; that is, traffic that
originates in one network segment and is transmitted to another segment. Backbones
can be short or long links.

Long-Haul Network A long-haul network interconnects distant cities or geograph-
ical regions and spans hundreds to thousands of kilometers between central offices.
For example, this could be a high-capacity link carrying terabits of information
between New York and San Francisco, between countries in Africa, or between
Australia, China, and Singapore.

Data Center Network (DCN) The exponential rise of Internet traffic resulting
from applications such as streaming video, social networking, search engines, cloud
storage, and cloud computing has created the establishment of powerful data centers.
Such a center can be a building, dedicated spacewithin a building, or a group of build-
ings used to house telecom associated components such as storage systems. These
applications are data-intensive and require high interaction between the servers in
the data center. A specialized optical network called a data center network (DCN)
is used to transmit large amounts of highly dynamic data traffic between data center
servers. Section 13.7 gives more details on configurations and operations of a DCN.

Passive Optical Network Many different transmission media can be used in an
access network, including twisted-pair copperwires, coaxial cable, optical fibers, and
radio links.Optical distribution networks that do not require any active optoelectronic
components in the access region offer a number of operating advantages over other
media. This implementation is called a passive optical network (PON) and is the
basis for the fiber-to-the-premises (FTTP) networks described in Sect. 13.8.
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13.1.3 Layered Structure Approach to Network Architectures

When discussing the design and implementation of a telecom system, the term
network architecture is used to describe the general physical arrangement and oper-
ational characteristics of communicating equipment together with a common set of
communication protocols. A protocol is a set of rules and conventions that governs
the generation, formatting, control, exchange, and interpretation of information that
is transmitted through a telecom network or that is stored in a database.

A traditional approach to setting up a protocol is to subdivide it into a number of
individual pieces or layers of manageable and comprehensible size. The result is a
layered structure of services, which is called a protocol stack. In this scheme each
layer is responsible for providing a set of functions or capabilities to the layer above
it by using the functions or capabilities of the layer below. A user at the highest layer
is offered all the capabilities of the lower levels for interacting with other users and
peripheral equipment distributed on the network.

As an example of a structured approach for simplifying the complexity of modern
networks, the International Standards Organization (ISO) developed an open system
interconnect (OSI) reference model for dividing the functions of a network into
seven operational layers [4–6]. As Fig. 13.3 illustrates, by convention these layers
are viewed as a vertical sequence with the numbering starting at the bottom layer.
Each layer performs specific functions using a standard set of protocols. A given
layer is responsible for providing a service to the layer above it by using the services
of the layer below it. Thereby an increasingly larger number of functions are provided
when moving up the protocol stack, and the level of functional abstraction increases.
The lower layers govern the communication facilities. These deal with the physical

Fig. 13.3 General structure and functions of the seven-layer OSI reference model
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connections, data link control, and routing and relaying functions that support the
actual transmission of data. The upper layers support user applications by structuring
and organizing data for the needs of the user.

In the classical OSI model, the various layers carry out the following functions:

Physical Layer The physical layer refers to a physical transmission medium, such
as a wire or an optical fiber, which can handle a certain amount of bandwidth. It
provides different types of physical interfaces to equipment, and its functions are
responsible for actual transmission of bits across an optical fiber or metallic wire.

Data Link Layer The purpose of the data link layer is to establish, maintain, and
release links that directly connect two nodes. Its functions include framing (defining
howdata is structured for transport),multiplexing, and demultiplexing of data. Exam-
ples of data link protocols include the point-to-point protocol (PPP), Ethernet, and
the high-level data link control (HDLC) protocol.

Network Layer The function of the network layer is to deliver data packets from
source to destination across multiple network links. Typically, the network layer
must find a path through a series of connected nodes, and the nodes along this path
must forward the packets to the appropriate destination. The dominant network layer
protocol is the Internet Protocol (IP).

Transport Layer The transport layer is responsible for reliably delivering the
complete message from the source to the destination to satisfy a quality of service
(QoS) requested by the upper layer. The QoS parameters include throughput, transit
delay, bit-error rate, delay time to establish a connection, cost, information security,
and message priority. The transmission control protocol (TCP) used in the Internet
is an example of a transport layer protocol.

Higher Layers The higher layers (session, presentation, application) support user
applications, which are not covered here.

Note that there is nothing inherently unique about using seven layers or about the
specific functionality in each layer. In actual applications some of the layers may be
omitted and other layers can be subdivided into further sublayers. Thus the layering
mechanism should be viewed as a framework for discussions of implementation and
not as an absolute requirement.

13.1.4 Optical Layer Functions

When dealing with optical network concepts, the term optical layer is used to
describe various network functions or services. The optical layer is a wavelength-
based concept and lies just above the physical layer, as shown in Fig. 13.4. This
means that whereas the physical layer provides a physical connection between two
nodes, the optical layer provides lightpath services over that link. A lightpath is an
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Fig. 13.4 The optical layer
describes the wavelength
connections that lie on top of
the physical layer

end-to-end optical connection that may pass through one ormore intermediate nodes.
For example, in an eight-channel WDM link there are eight lightpaths, which may
go over a single physical line. Note that for a specific multiple-segment lightpath the
wavelengths between various node pairs in the overall link may be different.

The optical layer may carry out processes such as wavelength multiplexing,
adding and dropping wavelengths, and support of optical crossconnects or wave-
length switching. Networks that have these optical-layer functions are referred to
as wavelength-routed networks. Section 13.6 has further details on these types of
networks.

13.2 Common Network Topologies

Figure 13.5 shows the four common topologies used for fiber optic networks [1,
5, 6]. These are the linear bus, ring, star, and mesh configurations. Each has its
own particular advantages and limitations in terms of reliability, expandability, and
performance characteristics.

The primary advantages of a non-optical bus network (such as coaxial cable based
Ethernet) are the passive nature of the coaxial cable transmission medium and the
ability to easily install low-loss taps on the coaxial line. In contrast, a fiber-optic-based
bus network is more difficult to implement, because there are no low-perturbation
optical-tap equivalents to coax taps for efficiently coupling optical signals into and
out of the main optical fiber trunk line. Access to the bus is achieved by means of an
optical coupling element, which can be either active or passive. An active coupler
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Fig. 13.5 Basic optical fiber network topologies: a bus, b ring, c star, and d mesh configurations

converts the optical signal on the data bus to its electric baseband counterpart before
any data processing (such as injecting additional data into the signal stream ormerely
passing on the received data) is carried out. A passive coupler employs no electronic
elements. It is used passively to tap off a portion of the optical power from the bus.
Examples of these taps are the 2 × 2 couplers described in Chap. 10.
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In a ring topology, consecutive nodes are connected by point-to-point links that
are arranged to form a single closed path. Information in the form of data packets
is transmitted from node to node around the ring. The interface at each node is an
active device that has the ability to recognize its own address in a data packet in order
to accept messages. The active node forwards those messages that do not contain its
own address on to its next neighbor.

In a star architecture, all nodes are joined at a single point called the central node
or hub. The central node can be an active or a passive device. Using an active hub,
one can control all routing of messages in the network from the central node. This
is useful when most of the communications are between the central and the outlying
nodes, as opposed to information exchange between the attached stations. If there is
a great deal of message traffic between the outlying nodes, then a heavy switching
burden is placed on an active central node. In a star network with a passive central
node, a power splitter is used at the hub to divide the incoming optical signals among
all the outgoing lines to the attached stations.

In a mesh network, point-to-point links connect the nodes in an arbitrary fashion
that can vary greatly fromone application to another. This topology allows significant
network configuration flexibility and offers connection protection in case there are
multiple link or node failures. Link protection in mesh networks is accomplished by
means of a mechanism that first determines where a failure has occurred and then
restores the interrupted services by redirecting the traffic from a failed link or node
to travel over another link in the mesh (see Sect. 3.3 for examples) [7, 8].

13.2.1 Performance of Passive Linear Buses

As shown in Fig. 13.5a, a linear bus uses a single cable, which connects all the
included nodes of the entire network. The main losses are the cable attenuations and
the optical power loss arising at each tap coupler. If a fraction Fc of optical power is
extracted at each port of the coupler, then the connecting loss Lc is

Lc = −10 log(1 − Fc) (13.1)

For example, if this fraction Fc is 20%, then Lc is about 1 dB. That is, the optical
power is reduced by 1 dB at any coupling junction. The total loss of a linear bus
increases linearly with the number of network nodes. As a result of the high signal
reduction at each node, bus topologies typically are used only when a network
installation is small, simple, or temporary.
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13.2.2 Performance of Star Networks

To see how a star coupler can be applied to a given network, consider the various
optical power losses associated with the coupler. Section 10.2.4 gives the details of
how an individual star coupler works. As a quick review, the excess loss is defined
as the ratio of the input power to the total output power. That is, it is the fraction of
power lost in the process of coupling light from the input port to all the output ports.
From Eq. (10.25), for a single input power Pin and N output powers, the excess loss
in decibels is given by

Fiber star excess loss = Lexcess = 10 log

(
Pin∑N

i=1 Pout,i

)
(13.2)

Here Pout,i is the optical power output from branch i. In an ideal star coupler the
optical power from any input is evenly divided among the output ports so that all
values of Pout,i are equal. The total loss of the device consists of its splitting loss plus
the excess loss in each path through the star. The splitting loss is given in decibels
by

Splitting loss = Lsplit = −10 log

(
1

N

)
= 10 log N (13.3)

Drill Problem 13.1 Assuming that there is no excess loss, show that the split-
ting losses of ideal 8 × 8, 16 × 16, and 32 × 32 star couplers are 9.03, 12.04,
and 15.05 dB, respectively.

To find the power-balance equation, the following parameters are used:

• PS is the fiber-coupled output power from a source in dBm

• PR is the minimum optical power in dBm required at the receiver to achieve a
specific bit-error rate

• α is the fiber attenuation
• All stations are located at the same distance

L from the star coupler
• Lc is the connector loss in decibels.

Then, the power-balance equation for a particular link between two stations in a
star network is

PS − PR = Link Loss + Margin

= Lexcess + α(2L) + 2Lc + Lsplit + Margin
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Fig. 13.6 Total optical
power loss as a function of
the number of attached
stations for linear-bus and
star architectures

= Lexcess + α(2L) + 2Lc + 10 log N + Margin (13.4)

Here, it is assumed that there are connector losses at the transmitter and the
receiver. The term “Margin” designates additional available optical power for unfore-
seen link losses. This equation shows that, in contrast to a passive linear bus where
the loss increases in direct proportion to N, for a star network the loss increases much
slower as log N. Figure 13.6 compares the performance of the two architectures.

Example 13.1 Consider two star networks that have 10 and 50 stations, respectively.
Let the optical source be an LED with a −10-dBm fiber-coupled power and assume
a receiver sensitivity of −48 dBm. Assume each station is located 500 m from the
star coupler and that the fiber attenuation is 0.4 dB/km. Assume the excess loss is
0.75 dB for the 10-station network and 1.25 dB for the 50-station network. Let the
connector loss be 1.0 dB. What is the power margin for 10 and for 50 stations?

Solution: For N = 10, from Eq. (13.4) the power margin between the transmitter
and the receiver is

PS − PR = 38 dB = [0.75 + 0.4(1.0) + 2(1.0) + 10 log 10] dB + Margin

= 13.2 dB + Margin

Therefore the power margin is 24.8 dB. For N = 50:

PS − PR = 38 dB = [1.25 + 0.4(1.0) + 2(1.0) + 10 log 50] dB + Margin

= 20.6 dB + Margin

Therefore here the power margin is 17.4 dB.
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Drill Problem 13.2 Consider a star network that operates at 1 Gb/s and uses
a 16 × 16 star coupler with an excess loss of 1.35 dB. Assume each station is
located 5 km from the star coupler and that the fiber attenuation is 0.25 dB/km
at 1550 nm. Let the connector loss at each end of the link be 1.0 dB. Suppose
the optical source emits 0 dBm into the fiber and that the pin photodetector has
a −27-dBm sensitivity at 1 Gb/s. Show that the system margin is 9.11 dB.

13.3 Basic SONET/SDH Concepts

With the advent of fiber optic transmission lines, the next step in the evolution of the
digital time-division-multiplexing (TDM) schemewas a standard signal format called
synchronous optical network (SONET) in North America and synchronous digital
hierarchy (SDH) in other parts of theworld. This section addresses the basic concepts
of SONET/SDH, its optical interfaces, and fundamental network implementations.
The aim here is to discuss only the physical-layer aspects of SONET/SDH as they
relate to optical transmission lines and optical networks. Topics such as the detailed
data format structure, SONET/SDH operating specifications, and the relationships of
switching methodologies such as carrier Ethernet service aggregation with SONET/
SDH are beyond the scope of this text. These can be found in numerous sources
[9–12].

13.3.1 SONET/SDH Frame Formats and Speeds

Figure 13.7 shows the basic structure of a SONET frame. This is a two-dimensional
structure consisting of 90 columns by 9 rows of bytes, where one byte is eight
bits. Here, in standard SONET terminology, a section connects adjacent pieces of
equipment, a line is a longer link that connects two SONET devices, and a path is
a complete end-to-end connection. The fundamental SONET frame has a 125-μs
duration. Thus, the transmission bit rate of the basic SONET signal is

STS-1 = (90 bytes/row)(9 rows/frame)

(8 bits/byte)/(125μs/frame) = 51.84Mb/s

This is called an STS-1 signal, where STS stands for synchronous transport signal.
All other SONET signals are integer multiples of this rate, so that an STS-N signal
has a bit rate equal toN times 51.84Mb/s.When an STS-N signal is used tomodulate
an optical source, the logical STS-N signal is first scrambled to avoid long strings of
ones and zeros and to allow easier clock recovery at the receiver. After undergoing
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Fig. 13.7 Basic structure of an STS-1 SONET frame

electrical-to-optical conversion, the resultant physical-layer optical signal is called
OC-N, where OC stands for optical carrier. In practice, it has become common to
refer to SONET links as OC-N links.

In SDH the basic rate is equivalent to STS-3, or 155.52 Mb/s. This is called the
synchronous transport module—level 1 (STM-1). Higher rates are designated by
STM-M. (Note: Although the SDH standard uses the notation “STM-N,” here the
designation “STM-M” is used to avoid confusion when comparing SDH and SONET
rates.) Values ofM supported by the ITU-T recommendations areM = 1, 4, 16, and
64. These are equivalent to SONET OC-N signals, where N = 3M (i.e., N = 3, 12,
48, and 192). This shows that, in practice, to maintain compatibility between SONET
and SDH, N is a multiple of three. Analogous to SONET, SDH first scrambles the
logical signal. In contrast to SONET, SDH does not distinguish between a logical
electrical signal (e.g., STS-N in SONET) and an optical signal (e.g., OC-N), so that
both signal types are designated by STM-M. Table 13.1 lists commonly used values
of OC-N and STM-M.

Referring to Fig. 13.7, the first three columns comprise transport overhead bytes
that carry network management information. The remaining field of 87 columns is

Table 13.1 Commonly used SONET and SDH transmission rates

SONET level Electrical level SDH level Line rate (Mb/s) Common rate name

OC-N STS-N – N × 51.84 –

OC-1 STS-1 – 51.84 –

OC-3 STS-3 STM-1 155.52 155 Mb/s

OC-12 STS-12 STM-4 622.08 622 Mb/s

OC-48 STS-48 STM-16 2488.32 2.5 Gb/s

OC-192 STS-192 STM-64 9953.28 10 Gb/s

OC-768 STS-768 STM-256 39813.12 40 Gb/s
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called the synchronous payload envelope (SPE) and carries user data plus nine bytes
of path overhead (POH). The POH supports performance monitoring by the end
equipment, status, signal labeling, a tracing function, and a user channel. The nine
path-overhead bytes are always in a column and can be located anywhere in the SPE.
An important point to note is that the synchronous byte-interleaved multiplexing in
SONET/SDH (unlike the asynchronous bit interleaving used in earlier TDM stan-
dards) facilitates add/drop multiplexing of individual information channels in optical
networks.

For values of N greater than 1, the columns of the frame become N times wider,
with the number of rows remaining at nine, as shown in Fig. 13.8a. Thus, an STS-
3 (or STM-1) frame is 270 columns wide with the first nine columns containing
overhead information and the next 261 columns being payload data. The basic frame

Fig. 13.8 Basic formats of a an STS-N SONET frame, b an STM-N SDH frame
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structure for SDH is shown in Fig. 13.8b. An STM-N frame has a 125-μs duration
and consists of nine rows, each of which has a length of 270 × N bytes. Because
the line and section overhead bytes differ somewhat between SONET and SDH, a
translation mechanism is needed to interconnect SONET and SDH equipment.

Drill Problem 13.3 Using Fig. 13.8 and Table 13.1, show that 37152 voice
channels (64-kb/s per voice channel) can be carried by anSTM-16SDHsystem.

13.3.2 Optical Interfaces in SONET/SDH

To ensure interconnection compatibility between equipment from different manu-
facturers, the SONET and SDH specifications provide details for the optical source
characteristics, the receiver sensitivity, and transmission distances for single-mode
fibers. Seven transmission ranges are defined with different terminology for SONET
and SDH, as Table 13.2 indicates. The ITU-T G.957 Recommendation also desig-
nates the SDH categories by codes such as I-1, S-1.1, L-.1, and so on as indicated
in the table. Table 13.3 shows the wavelength and attenuation ranges specified for
transmission distances up to 80 km.

Depending on the attenuation and dispersion characteristics for each hierarchical
level shown in Table 13.2, feasible optical sources include LEDs, multimode lasers,
and various single-mode lasers. The system objectives are to achieve a bit-error rate
(BER) of less than 10−10 for rates less than 1 Gb/s and 10−12 for higher rates and/or
higher-performance systems.

Table 13.2 Transmission
distances and their SONET
and SDH designations, where
x denotes the STM-x level

Transmission
distance

SONET terminology SDH terminology

≤2 km Short-reach (SR) Intraoffice (I-1)

15 km at
1310 nm

Intermediate-reach
(IR-1)

Short-haul (S-x.1)

15 km at
1550 nm

Intermediate-reach
(IR-2)

Short-haul (S-x.2)

40 km at
1310 nm

Long-reach (LR-1) Long-haul (L-x.1)

80 km at
1550 nm

Long-reach (LR-2) Long-haul (L-x.3)

120 km at
1550 nm

Very long-reach
(VR-1)

Very long (V-x.3)

160 km at
1550 nm

Very long-reach
(VR-2)

Ultra long (U-x.3)
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Table 13.3 Wavelength ranges and attenuation for transmission distances up to 80 km

Distance (km) Wavelength range
at 1310-nm (nm)

Wavelength range
at 1550-nm (nm)

Attenuation at
1310 nm (dB/km)

Attenuation at
1550 nm (dB/km)

≤15 1260–1360 1430–1580 3.5 Not specified

≤40 1260–1360 1430–1580 0.8 0.5

≤80 1280–1335 1480–1580 0.5 0.3

The receiver sensitivities designated in G.957 are the worst-case, end-of-life
values. They are defined as theminimum-acceptable, average, received power needed
to achieve a 10−10 BER. The values take into account extinction ratio, pulse rise
and fall times, optical return loss at the source, receiver connector degradations,
and measurement tolerances. The receiver sensitivity does not include power penal-
ties associated with dispersion, jitter, or reflections from the optical path; these are
included in the maximum optical path penalty. Table 13.4 lists the receiver sensitiv-
ities for various link configurations up through long-haul distances (80 km). Note
that the specifications and recommendations are updated periodically, so the reader
should refer to the latest version of the documents for specific details.

Longer transmission distances are possible using higher-power lasers. To comply
with eye-safety standards, an upper limit is imposed on fiber-coupled powers. If the
maximum total output power (including ASE) is set at the Class-3A laser limit of

Table 13.4 Sourceoutput, attenuation, and receiver sensitivity ranges for various rates anddistances
up to 80 km (see ITU-T G.957)

Parameter Intraoffice Short-haul (1) Short-haul (2) Long-haul (1) Long-haul (3)

Wavelength (nm) 1310 1310 1550 1310 1550

Fiber SM SM SM SM

Distance (km) ≤2 15 15 40 80

Designation I-1 S-1.1 S-1.2 L-1.1 L-1.3

Source range (dBm)

155 Mb/s −15 to −8 −15 to −8 −15 to −8 0 to 5 0 to 5

622 Mb/s −15 to −8 −15 to −8 −15 to −8 −3 to +2 −3 to +2

2.5 Gb/s −10 to −3 −5 to 0 −5 to 0 −2 to +3 −2 to +3

Attenuation (dB)

155 Mb/s 0 to 7 0 to 12 0 to 12 10 to 28 10 to 28

622 Mb/s 0 to 7 0 to 12 0 to 12 10 to 24 10 to 24

2.5 Gb/s 0 to 7 0 to 12 0 to 12 10 to 24 10 to 24

Receiver sensitivity (dBm)

155 Mb/s −23 −28 −28 −34 −34

622 Mb/s −23 −28 −28 −28 −28

2.5 Gb/s −18 −18 −18 −27 −27
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Table 13.5 Maximum
nominal optical power per
wavelength channel based on
the total optical power being
+17 dBm (see ITU-T
Recommendation G.692)

Number of wavelengths
(channels)

Nominal power per channel
(dBm)

1 17.0

2 14.0

3 12.2

4 11.0

5 10.0

6 9.2

7 8.5

8 8.0

P3A = +17 dBm, then for ITU-T G.655 fiber this allows transmission distances of
160 km for a single-channel link. Using this condition, then forM operational WDM
channels the maximum nominal channel power should be limited to Pchmax = P3A
−10 logM. Table 13.5 lists the maximum nominal optical powers per channel up to
M = 8.

13.3.3 SONET/SDH Rings

Akey characteristic of SONET and SDH is that they can be configured as either a ring
or a mesh architecture. This is done to create loop diversity for uninterrupted service
protection purposes in case of link or equipment failures. The SONET/SDH rings
are commonly called self-healing rings because the traffic flowing along a certain
path can automatically be switched to an alternate or standby path following failure
or degradation of the link segment.

Three main features, each with two alternatives, classify all SONET/SDH rings,
thus yielding eight possible combinations of ring types. First, there can be either two
or four fibers running between the nodes on a ring. Second, the operating signals
can travel either clockwise only (which is termed a unidirectional ring) or in both
directions around the ring (which is called a bidirectional ring). Third, protection
switching can be performed either via a line-switching scheme or a path-switching
scheme [13–15]. Upon link failure or degradation, line switching moves all signal
channels of an entire OC-N channel to a protection fiber. Conversely, path switching
can move individual payload channels within an OC-N channel (e.g., an STS-1
subchannel in an OC-12 channel) to another path.

Of the eight possible combinations of ring types, the following two architectures
have become popular for SONET and SDH networks:

• Two-fiber, unidirectional, path-switched ring (two-fiber UPSR).
• Two-fiber or four-fiber, bidirectional, line-switched ring (two-fiber or four-fiber

BLSR).
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The common abbreviations of these configurations are given in parentheses. They
are also referred to as unidirectional or bidirectional self-healing rings (USHRs or
BSHRs), respectively.

Figure 13.9 shows a two-fiber unidirectional path-switched ring network. By
convention, in a unidirectional ring the normal working traffic travels clockwise
around the ring, on the primary path. For example, the connection from node 1 to
node 3 uses links 1 and 2, whereas the traffic from node 3 to node 1 traverses links
3 and 4. Thus, two communicating nodes use a specific bandwidth capacity around
the entire perimeter of the ring. If nodes 1 and 3 exchange information at an OC-3
rate in an OC-12 ring, then they use one-quarter of the capacity around the ring on
all the primary links. In a unidirectional ring the counterclockwise path is used as
an alternate route for protection against link or node failures. This protection path
utilizes links 5 through 8 as indicated by the dashed lines. To achieve protection, the
signal from a transmitting node is dual-fed into both the primary and protection fibers.
This establishes a designated protection path onwhich trafficflows counterclockwise:
namely, from node 1 to node 3 via links 5 and 6, as shown in Fig. 13.9a.

Consequently, two identical signals from a particular node arrive at their destina-
tion from opposite directions, usually with different delays, as denoted in Fig. 13.9b.
The receiver normally selects the signal from the primary path. However, it contin-
uously compares the fidelity of each signal and chooses the alternate signal in case
of severe degradation or loss of the primary signal. Thus each path is individually
switched based on the quality of the received signal. For example, if path 2 breaks
or equipment in node 2 fails, then node 3 will switch to the protection channel to
receive signals from node 1.

Figure 13.10 illustrates the architecture of a four-fiber bidirectional line-switched
ring. Here, two primary fiber loops (with fiber segments labeled 1p through 8p) are
used for normal bidirectional communication, and the other two secondary fiber loops

Fig. 13.9 a Generic two-fiber unidirectional path-switched ring (UPSR) with a counter-rotating
protection path; b Flow of primary and protection traffic from node 1 to node 3



526 13 Fiber Optic Communication Networks

Fig. 13.10 Architecture of a
four-fiber bidirectional
line-switched ring (BLSR)

are standby links for protection purposes (with fiber segments labeled 1s through
8s). In contrast to the two-fiber UPSR, the four-fiber BLSR has a capacity advantage
because it uses twice as much fiber cabling and because traffic between two nodes
is sent only partially around the ring. To see this, consider the connection between
nodes 1 and 3. The traffic from node 1 to node 3 flows in a clockwise direction along
links 1p and 2p. Now, however, in the return path the traffic flows counterclockwise
from node 3 to node 1 along links 7p and 8p. Thus the information exchange between
nodes 1 and 3 does not tie up any of the primary channel bandwidth in the other half
of the ring.

To see the function and versatility of the standby links in the four-fiber BLSR,
consider first the case where a transmitter or receiver circuit card used on the primary
ring fails in either node 3 or 4. In this situation, the affected nodes detect a loss-
of-signal condition and switch both primary fibers connecting these nodes to the
secondary protection pair, as shown in Fig. 13.11. The protection segment between
nodes 3 and 4 now becomes part of the primary bidirectional loop. The exact same

Fig. 13.11 Reconfiguration
of a four-fiber BLSR under
transceiver or line failure
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Fig. 13.12 Reconfiguration
of a four-fiber BLSR under
node or fiber-cable failure

reconfiguration scenario will occur when the primary fiber connecting nodes 3 and
4 breaks. Note that in either case the other links remain unaffected.

Now suppose an entire node fails, or both the primary and the protection fibers
in a given span are severed, which could happen if they are in the same cable duct
between two nodes. In this case, the nodes on either side of the failed internodal span
internally switch the primary-path connections from their receivers and transmitters
to the protection fibers, in order to loop traffic back to the previous node. This process
again forms a closed ring, but now with all of the primary and protection fibers in
use around the entire ring, as shown in Fig. 13.12.

13.3.4 SONET/SDH Network Architectures

Commercially available SONET/SDH equipment allows the configuration of a
variety of network architectures, as shown in Fig. 13.13. For example, one can build
point-to-point links, linear chains, unidirectional path-switched rings (UPSR), bidi-
rectional line-switched rings (BLSR), and interconnected rings. The OC-192 four-
fiber BLSR could be a large national backbone network with a number of OC-48
rings attached in different cities. The OC-48 rings can have lower-capacity localized
OC-12 or OC-3 rings or chains attached to them, thereby providing the possibility of
attaching equipment that has an extremely wide range of rates and sizes. Each of the
individual rings has an independent failure-recovery mechanism and SONET/SDH
network management procedures.

A fundamental SONET/SDH network element is the add/drop multiplexer
(ADM). This piece of equipment is a fully synchronous, byte-oriented multiplexer
that is used to add and drop subchannels within an OC-N signal. Figure 13.14 shows
the functional concept of an ADM. Here, various OC-12s and OC-3s are multiplexed
into anOC-48 stream.Upon entering anADM, these subchannels can be individually
dropped by theADMand others can be added. For example, in Fig. 13.14, oneOC-12
and two OC-3 channels enter the left-most ADM as part of an OC-48 channel. The
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Fig. 13.13 Generic configuration of a large SONET or SDH network consisting of linear chains
and various types of interconnected rings

Fig. 13.14 Functional concept of an electronic add/dropmultiplexer for SONET/SDH applications

OC-12 is passed through and the two OC-3s are dropped by the first ADM. Then,
two more OC-12s and one OC-3 are multiplexed together with the OC-12 channel
that is passing through and the aggregate (partially filled) OC-48 is sent to another
ADM node downstream.

The SONET/SDH architectures can also be implemented with multiple wave-
lengths. For example, Fig. 13.15 shows a dense WDM deployment on an OC-192
trunk ring for n wavelengths (e.g., one could have n = 16). The different wavelength
outputs from each OC-192 transmitter are passed first through a variable attenu-
ator to equalize the output powers. These are then fed into a wavelength multiplexer,
possibly amplified by a post-transmitter optical amplifier, and sent out over the trans-
mission fiber. Additional optical amplifiers might be located at intermediate points
and/or at the receiving end.
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Fig. 13.15 DWDM deployment of n wavelengths in an OC-192/STM-64 trunk ring

13.4 High-Speed Lightwave Transceivers

A challenge to creating efficient and reliable optical networks that satisfy an ever-
growing demand for bandwidth is the development of high-speed optical fiber
transceivers. A variety of transceivers exist that incorporate both an optical trans-
mitter and receiver in the same miniaturized package. For example, the small form
factor pluggable (SFP) transceiver shown in Fig. 13.16 can be used for a wide range
of applications. Of interest for such devices are a hot-pluggable capability (meaning
they can be inserted and removed from transmission equipment line cards without
turning off the electric power) and the incorporation of sophisticated wavelength
control into the package. Depending on the particular internal electronics and the
type of optical connector used, these standard-sized SFP units can be designed for
systems ranging from 2.5 Gb/s over a 10-km distance using a pair of single-mode
fibers to 100 Gb/s over a 2-km distance using a multiple fiber connector.

The transmission rates and their related standards activities are changing rapidly
to accommodate more and more higher-bandwidth traffic. For example, the IEEE
802.3 Ethernet Working Group ratified the 200–400 Gb/s Ethernet specifications in
2018, and large data centers started deploying 400 Gb/s links beginning in 2020.
Further Ethernet specifications for up to 800 Gb/s and 1.6 Tb/s connectivity will be
ratified by 2023.
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≈ 5.5 cm

≈ 1.4 cm

Transmit and receive
optical connections

Fig. 13.16 A standard SFP transceiver package with transmit and receive optical connections

13.4.1 Links Operating at 10 Gb/s

Owing to product improvement efforts, several multimode fibers with different band-
width grades exist for short-distance 10-Gb/s and beyond use. To identify these
different fiber categories, the ISO/IEC 11801 Structured Cabling Standard gives four
classifications of multimode fiber in terms of bandwidth. As Table 13.6 shows, these
fibers are referred to as grades OM1 through OM5. Note that the values of the band-
width depend on the measurement standard used, and the maximum transmission
distancesmay vary depending on the exact fiber design from different manufacturers.
To summarize this table, note the following characteristics:

Table 13.6 Multimode fiber classifications and their use with 1- and 10-Gb/s Ethernet

Fiber class
and size

BW @
850 nm
(MHz-km)

BW@
1300 nm
(MHz-km)

Max distance
for 1 Gb/s @
850 nm (m)

Max distance
for 1 Gb/s @
1300 nm (m)

Max distance
for 10 Gb/s @
850 nm (m)

OM1
62.5/125

200 500 300 550 33

OM2 50/125 500 800 750 200 82

OM3 50/125 2000 500 950 600 300

OM4 50/125 4700 500 1040 600 550
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• OM1 grade fiber is the original (often called legacy) multimode fiber that was
designed for use with LEDs.Most of these legacy fibers have a 62.5-μm-diameter
core, although in some cases the early installed fibers had a 50-μm-diameter
core. The bandwidth of these fibers is 200 MHz-km at 850 nm and 500 MHz-km
at 1310 nm. The data rates with LEDs are limited to about 100 Mb/s.

• OM2grade fiber has an improved bandwidth and can be used to expand networks
that contain existing legacy 50-μm core diameter fibers. If only this fiber is used,
then at 850 nm it is possible to send 1-Gb/s signals over about 750 m distances
and 10 Gb/s over 82 m.

• OM3 grade fiber has a higher bandwidth and can support 10-Gb/s data rates over
distances up to 300 m.

• OM4 grade fiber has a bandwidth of 4700 MHz-km and increases the transmis-
sion distance to 550 m when using commercial 850-nm VCSELs for existing 1
and 10-Gb/s applications as well as for 40- and 100-Gb/s Ethernet systems.

• OM5 grade fiber has performance values similar to OM4 for insertion loss and
transmission distances. However, OM5 fiber is designed for use at wavelengths
of 850, 880, 910, and 940 nm, so that that it can support four simultaneous WDM
wavelengths. An attenuation value of 2.3 dB/km is specified for 953-nmoperation,
but testingof installed links only needs to bedone at 850 and1300nmwavelengths.

For a short-reach 10-Gb/s network to be compliant with installation standards, all
segments of the network should use the same grade of multimode fiber. However, in
some situations it may be impractical or too expensive to replace existing low-grade
multimode fiber with a higher-grade fiber. In this casemost likely a linkwill contain a
mixture of, for example,OM2andOM3fibers that are spliced together. If the link is to
transport 10-Gb/s data, then the bandwidths of the fibers will determine the resulting
effectivemaximum link length. If all geometric parameters of the interconnectedOM2
and OM3 fibers are the same, then a general expression for determining the effective
maximum length Lmax is given by

Lmax = LOM2
BWOM3

BWOM2
+ LOM3 (13.5)

where LOMx and BWOMx are the length and bandwidth, respectively, of the OMx
grade fiber. To be compliant with the maximum allowed dispersion, the effective
maximum link length calculated by Eq. (13.5) must be less than the achievable link
length if only OM3 fiber is used. For standard OM3 fiber this length is 300 m. With
OM4 fibers, the maximum length is 550 m at an 850-nm wavelength for operation
at 10 Gb/s.

Example 13.2 Anengineerwants to create a link consisting of 40mofOM2fiber that
has a 500-MHz bandwidth and 100 m of OM3 fiber that has a 2000-MHz bandwidth.
What is the effective maximum link length?

Solution: From Eq. (13.5), the effective maximum link length is
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Lmax = (40m)(2000/500) + 100m = 260m

Because the calculated length is less than 300 m, this link would comply with the
installation standard.

Drill Problem 13.4 An engineer wants to create a link consisting of 50 m of
OM2 fiber that has a 500-MHz bandwidth and 90 m of OM3 fiber that has a
1500-MHz bandwidth. Show that the effective maximum link length is 240 m.

If transmission at 10 Gb/s is attempted over legacy OM1 multimode fibers, the
signal is restricted to distances of only about 33 m. To achieve 300-m transmission
distances at 10-Gb/s over legacy multimode fibers, an alternative scheme is to send
four 3.125-Gb/s data streams over four different wavelengths. A number of manu-
facturers offer 850-nm VCSEL sources that can be modulated directly at 10 Gb/s.
Both the transmitter and receiver can be housed in the same package.

For access network applications ranging from 7 to 20 km, which the 10-GbE
specification calls long-reach (LR), the links need to use InGaAsP-based distributed
feedback (DFB) lasers operating at 1310 nm over single-mode fibers. These links
operate near the 1310-nm dispersion minimum of G.652 single-mode fibers and the
light sources can be modulated directly.

Formetro network applications ranging from40 to 80 km,which the 10-GbE spec-
ification calls extended-reach (ER), the links need to use externally modulated DFB
lasers operating at 1550nmover single-modefibers.Avariety of transceiver packages
exist for both LR and ER applications. Three of the several configurations include
the 300-pin, XFP (similar to SFP modules), and SFP modules. The 300-pin device,
shown in Fig. 13.17, is about 114 × 90 × 12 mm (L × W × H) in size and contains
other internal electronics besides the normal circuitry used for the light source and

≈ 12 mm
≈ 114 mm

≈ 90 mm

Transmit and receive
optical connections

Fig. 13.17 Example of an industry standard 300-pin optical transmit/receive module for 10 and
40 Gb/s rates
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photodetection operations. These electronics include clocking functions for transmit
and receive signals, a line loopback capability for diagnostic signals, and circuitry
for multiplexing sixteen 622-Mb/s SONET/SDH inputs into a 10-Gb/s stream, which
becomes the electric signal input to the laser. In the receive direction, a photodetector
changes the incoming 10-Gb/s optical signal to an electrical format, which then is
separated back into sixteen 622-Mb/s electrical signals. External electronics need to
provide these functions for the smaller transceiver modules.

13.4.2 Transceivers for 40 Gb/s Links

Newchallenges in terms of transceiver response characteristics, chromatic dispersion
control, and polarization-mode dispersion compensation arise when transitioning to
higher capacity links, such as 40Gb/s data rates [16–18]. For example, compared to a
10-Gb/s system, when using a conventional on-off keying (OOK)modulation format
a link operating at 40 Gb/s is sixteen times more sensitive to chromatic dispersion,
is four times more sensitive to polarization-mode dispersion, and needs an optical
signal-to-noise ratio (OSNR) that is at least 6 dB higher to reach an equivalent BER.

Therefore, alternate modulation schemes besides OOK have been considered.
One method is differential binary phase-shift keying, which is known as DBPSK or
simply DPSK (see Sect. 8.5). One advantage of DPSK is that when using a balanced
receiver the OSNR needed to reach a specific BER is about 3 dB lower than that
required for OOK. (A balanced receiver uses a pair of matched photodiodes to
achieve a higher sensitivity.) Because a factor of 3 dB means only half the amount of
optical power is needed for an equivalent BER, the lower OSNR that is needed for
DPSK can be allocated to reducing the optical power level at the receiver, to relaxing
the loss specifications for various link components, or to extending the transmission
distance. For example, the transmission distance could be doubled if there are no
other signal impairments, such as additional nonlinear effects. In addition, DPSK is
quite resilient to nonlinear effects, which are a problem when using OOK for data
rates greater than 10 Gb/s. This resilience is due to the fact that compared to OOK
the optical power is more evenly distributed in DPSK (that is, there is optical power
in each bit slot, as the next paragraph describes) and the optical peak power is 3 dB
lower for the same average optical power. These factors reduce nonlinear effects that
are dependent on the bit pattern and on optical power levels.

In contrast toOOKwhere the information is conveyed through amplitude changes,
DPSK carries the information in the optical phase. Optical power appears in each
DPSK bit slot and can occupy the entire slot for NRZ-DPSK, or it can occupy part of
the slot in the form of a pulse in an RZ-DPSK format. Binary data is encoded as either
a 0 or a π optical phase shift between adjacent slots. For example, the information
bit 1 may be transmitted by a 180° carrier phase shift relative to the carrier phase in
the previous slot, while the information bit 0 is transmitted by no phase shift relative
to the carrier phase in the previous signaling interval.
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13.4.3 Transceivers for 100 Gb/s Links

A number of different coherent, self-coherent, and direct-detection-based optical
transmission techniques have been proposed for links operating at 100 Gb/s. These
techniques typically involve a combination of polarization division multiplexing
(PDM) with differential quadrature phase-shift keying (DQPSK) or orthogonal
frequency division multiplexing (OFDM) [19]. Of these proposals, the data commu-
nications and telecom industries have selected polarization multiplexed quadrature
phase-shift keying (PM-QPSK) as the preferred format for deployment within 50-
GHz-spaced 100-Gb/s applications. This agreement arose because of the capability of
PM-QPSK-formatted signals to pass through multiple optical add/drop multiplexers
(see Sect. 13.5) and the tolerance of such signals to polarization-mode dispersion
effects.

The transceiver module for these applications is the C form-factor pluggable
(CFP) configuration, which Fig. 13.18 illustrates. The device size is about 145 ×
77 × 13.6 mm (L × W×H) and operates off a single 3.3-V power supply. This
transceiver is the result of a multiple-source agreement (MSA) between competing
manufacturers. The use of the letter “C” is derived from the Latin symbol C that
expresses the number 100, because the standard for this module form factor was
developed primarily for 100-Gb/s systems. The CFP is a hot-pluggable module that
supports awide range of 40 and 100-Gb/s applications, such as 40 and 100GEthernet,
OC-768/ STM-256, OTU3, and OTU4. Here the acronyms OTU3 (optical transport
unit 3) and OTU4 (optical transport unit 4) refer to line rates of 43 and 112 Gb/s,
respectively, that have been standardized by the ITU-T Recommendation G.709,
which is commonly called the Optical Transport Network (OTN) or digital wrapper
technology. Different CFP module versions (for example, smaller CFP2 and CFP4
formats) are available to support various link distances over either multimode or
single-mode fibers. The CFP module includes features such as advanced thermal

Fig. 13.18 Example of a
CFP optical transmit/receive
module for 100 Gb/s rates ≈ 145 mm

≈ 13.6 mm

≈ 77 mm

CFP optical
module for 

100 Gb/s use

Transmit and receive
optical connections
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management, electromagnetic interference (EMI) management, and a management
data input/output (MDIO) interface for Ethernet data management.

13.4.4 Links Operating at 400 Gb/s and Higher

Building on the success of single-channel 10-, 40-, and 100-Gb/s links, the next
development step was the creation of ultrafast gigabit and terabit links running at
400 and 800 Gb/s and higher [20–22]. The implementation of 400-Gb/s systems
achieves a spectral efficiency up to 8 b/s/Hz and provides a fourfold increase in the
transport capacity of a 100-Gb/s system. Similar to the links operating up to 100Gb/s,
the development of 400-Gb/s links is based on the standard 50-GHz DWDM grid,
therebymaking themcompatiblewith existing reconfigurable optical add/dropmulti-
plexing (ROADM) optical networks (see Sect. 13.5). The modulation techniques for
achieving such high-speed networks include various high-order quadrature amplitude
modulation (QAM) formats and the concept of optical orthogonal frequency-division
multiplexing (OFDM).

13.5 Schemes for Optical Add/Drop Multiplexing

An optical add/drop multiplexer (OADM) is a device that allows the insertion or
extraction of one or more wavelengths from a fiber at a network node. For example,
an OADM might have the capability to drop and insert three wavelengths from a
set of N being transported over a single fiber. The remaining (N – 3) wavelengths
pass unaffected through (also called express through) the OADM to the next node.
Without an OADM, if only three wavelengths out of N � 3 are needed at the local
node, then all the other wavelengths also would need to be processed there by means
of optoelectronic transceivers. This will greatly increase the equipment costs at that
node. Thus the advantage of the add/drop function is that no signal processing is
required for the set of wavelengths that passes straight through the OADM.

The OADM can reside at an optical amplifier site in a long-haul network or it
can be located at a node in a metro network. Depending on how it is designed, an
OADM can operate either statically in a fixed add/drop configuration or it can be
reconfigured dynamically from a remote network management site. A fixed optical
add/drop multiplexer is simply referred to as an OADM. A dynamic device is called
a reconfigurable OADM (ROADM) [23–25]. A fixed OADM obviously is not as
flexible as aROADMandmay require a change of hardware components if a different
set of wavelengths needs to be dropped or added.

Depending on whether an engineer is designing a metro or a long-haul network,
different performance specifications need to be addressed when implementing an
optical add/drop capability in the network. In general, because of the nature of the
services provided, changes in the add/drop configuration for a long-haul network
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occur less frequently than in a metro network where there tends to be a high turnover
rate in service requests and in wavelengths being transported. In addition, compared
to a metro network the wavelength spacing usually is much narrower in a long-haul
network and the optical amplifiers usedmust cover awider spectral band. Section 13.7
has some examples of this topic.

13.5.1 Configurations of OADM Equipment

A number of different OADM configurations are possible. Most OADMs are
constructed using the WDM elements described in Chap. 10. These can be a series
of dielectric thin-film filters, an arrayed waveguide grating, a set of liquid crystal
devices, or a series of fiber Bragg gratings used in conjunction with optical circula-
tors. The architecture selected for a particular application depends on implementation
factors such as the number of wavelengths to be dropped and added at a node, the
desired modularity of the OADM (e.g., how easy is it to upgrade this device), and
the constraint of whether random individual wavelengths or a neighboring group
of wavelengths should be processed. Here it will be assumed that N wavelengths
traveling on a single fiber enter the OADM and a subset M of them is processed at
the node. After processing, theseM wavelengths can be reinserted onto the fiber line
to rejoin the through-going N − M channels.

In the configuration illustrated in Fig. 13.19, all N incoming wavelengths are
separated into individual channels at the OADM input by means of a wavelength
demultiplexer. This gives a very versatile architecture, because any of the N wave-
lengths can be dropped, processed at the node, and then reinserted onto the outgoing
fiber by means of a second wavelength multiplexer. In the illustration given here,
M wavelengths are dropped and the remaining N − M channels individually pass
through the OADM. TheM dropped wavelengths are labeled λi through λk to indi-
cate that any combination of M wavelengths selected from the N incoming light

Fig. 13.19 Concept of a simple passive optical add/drop multiplexer
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Fig. 13.20 Modular expandable passive OADM architecture

channels can be dropped. Such a configuration is useful if a large fraction of the N
wavelengths needs to be dropped and added. However, it is not cost-effective for
dropping and adding a small fraction of the incoming wavelengths.

Figure 13.20 shows a more modular OADM architecture. Here the N incoming
light channels are split into several bands of wavelengths. This function can be
achieved using either a set of thin-film filters or an AWG. The band to be dropped
can be sent through a second demultiplexer followed by processing of the individual
wavelengths. As an example, if N = 12 and three wavelengths need to be dropped,
the incoming wavelengths can be divided into four bands of three wavelengths each.
Added lightwave channels go through two stages of multiplexing to rejoin the pass-
through bands. An advantage of this approach is that for future OADM upgrades
to drop another wavelength band at this node, network engineers can incorporate
another second-stage demultiplexer to handle the next desired wavelength band.

13.5.2 Reconfiguring OADM Equipment

The task of reconfiguring a fixed OADM manually may require several days of
planning and implementation of hardware changes. In contrast, the use of ROADMs
gives service providers the ability to reconfigure a network within minutes from
a remote network management console. The dynamic flexibility to drop and add
selected wavelengths quickly at a particular node upon customer demand for new
or expanded services is known popularly as service provisioning on the fly. This is
particularly important inmetro networkswhere changes in service requests tend to be
significantly more dynamic than in long-haul networks and clients expect very rapid
responses to their requests. Such service requests can have fairly diverse origins such
as time-varying business applications, on-demand entertainment, and emergency or
disaster-response communications.
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A variety of ROADMarchitectures are possible. This section shows three example
architectures based on wavelength blockers, arrays of small switches, and wave-
length-selective switches. Section 13.6 describes the concept of an optical cross-
connect, which uses a more complex architecture of multiple wavelength-selective
switches. Each ROADM type can have a number of alternative configurations and
different operational characteristics. The design of a particular ROADM depends
on factors such as cost, reliability, technology maturity, desired network operating
flexibility, and upgrade capability of the equipment. ROADMcharacteristics include:

• Wavelength dependence. If the architectures are wavelength-dependent they are
said to be colored or have colored ports. When the ROADM operation is inde-
pendent of wavelength, it is referred to as being colorless or having colorless
ports.

• ROADM degree. The degree of a ROADM refers to the number of bidirectional
multiple-wavelength interfaces the device supports. Thus a degree-2 ROADM
has two bidirectional WDM interfaces and a degree-4 ROADM can support up
to four bidirectional WDM interfaces, for example, in north, south, east and west
directions.

• Remote reconfiguration. The ability to change the ROADM configuration from
a remotely located network management workstation is an important feature,
because it greatly reduces operations costs by eliminating the need for a service
person to visit the ROADM site in order to manually upgrade the device.

• Express channels. The ability to have express channels that allow a selected
set of wavelengths to pass through the node without the need for optical-to-
electrical-to-optical conversion saves the expense of having optical transceivers
at the ROADM for those wavelengths.

• Modular expansion. To avoid an initial high setup cost to connect transmitters
and receivers to each add/drop port, service providers usually first activate the
minimum number of ports needed to support current traffic and then later add
more channels as the service demand increases. This is known popularly as the
pay-as-you-grow approach.

• Minimum optical impairment. Having an express wavelength feature requires
a careful engineering design to avoid the accumulation of optical signal impair-
ments as a particular wavelength set passes through several sequential ROADMs.
These include effects such as crosstalk between channels, wavelength-dependent
attenuation, ASE noise, and polarization-dependent loss.

Wavelength Blocker Configuration
Figure 13.21 shows the simplest ROADM configuration, which uses a broadcast-
and-select approach. In this degree-2 architecture a passive optical coupler splits the
incoming lightwave signal power into two paths. One branch is an express path and
the other branch is diverted to a drop site. Located in the express path is a device called
a wavelength blocker that can be configured to block those wavelengths that are to
be received at the node. The drop segment contains a 1 × N optical power splitter,
which divides and directs the light signal into N tunable filters that allow selection of
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Fig. 13.21 Example of a ROADM concept based on the use of a wavelength blocker

any desired wavelength. The add segment containsN tunable laser sources that allow
the inserted wavelengths to join the express wavelengths on the main fiber line by
means of an N × 1 optical power combiner and another passive optical coupler. An
attractive feature of this ROADM is that initially only the two passive couplers and
the wavelength blocker are needed. Later different sizes of optical power splitters
and combiners can be selected to drop and add other desired wavelengths, which
now need to be prevented from traversing the express path by proper settings of the
wavelength blocker. One drawback of this ROADM is that the losses of the optical
power splitters and combiners increase as their size grows, that is, as the number of
wavelengths to be dropped and added increases.

Switch Array Configuration
Figure 13.22 shows a colored switching-based ROADM configuration, which is also
known as a demux-switch-mux approach. Here theN incomingwavelengths first pass
through a demultiplexer. As Fig. 13.23 shows, individual 2 × 2 or 1 × 2 switches
then allow each wavelength to either bypass the node or be dropped. The dropped
wavelength can be added back onto the outgoing fiber using either the same 2 ×
2 switch as used by the incoming wavelength or a 2 × 1 switch analogous to the
drop device. After the N lightwaves emerge from the 2 × 2 or 2 × 1 switches, a
wavelength multiplexer combines them onto the outgoing fiber.

In a less versatile variation of this colored architecture, the ROADM may be
designed to express through a certain set of K wavelengths, say λ1 through λK ,
without using switches for them. One implementation alternative for this is to replace
the set of 2 × 2 switches with an N × M switch that has N ports for N incoming
wavelengths and M add and drop ports. This could be accomplished with an N ×
M array of MEMS (micro-electromechanical system) mirrors. Figure 13.24 gives an
example for a 4× 4 configuration. To drop and add a wavelength, a miniature mirror
in the switch path of that channel is set at an angle to divert the incoming light to a
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Fig. 13.22 A colored (wavelength-dependent) switching-based ROADM

Fig. 13.23 Internal connections of a 2 × 2 switch for a add/drop and b express functions

drop port and to insert the same wavelength via an add port. Figure 13.24 shows this
for port 3.

In either case (full or partial add/drop capability), a limitation of the switching-
based ROADM architecture is that it can be costly and complex to implement. If the
ROADM is designed to have a full add/drop capability of all wavelengths, then the
transceivers of all express wavelengths will not be used. In case of a partial add/drop
capability, a smaller set of transceivers is needed, but careful planning is required to
determine what the K = N − M express wavelengths should be and the ROADM
implementation becomes constrained.

Figure 13.25 shows a variation of the switching-based ROADM architecture,
which is colorless and has more design and implementation flexibility. In contrast
to the parallel architecture shown in Fig. 13.22, this is a serial configuration. This
configuration has a series ofM ≤N wavelength-tunable devices that allow any single
wavelength to be added or dropped by any device. HereM is the maximum number
of wavelengths that can be used at the node. Note that in this tuning-based ROADM
architecture, there is no constraint on which particular wavelengths are express or
add/drop channels, because the tunable elements are colorless; that is, they can be
set to any wavelength value. However, this configuration usually is limited to a small
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Fig. 13.24 Example of ROADM based on a 4 × 4 array of MEMS mirrors

Fig. 13.25 Wavelength-tunable ROADM for adding and dropping small channel counts

number of drop channels; otherwise the accumulated optical loss through the series
of switching elements may be fairly large.

Wavelength-Selective Switch Configuration
In the evolution of add/drop multiplexer technology to enable more sophisticated
mesh network applications, wavelength-selective switch (WSS) technology was
introduced [26, 27]. A key feature of a WSS is that it can direct each wavelength
entering a common input port to any one of amultiple number of output ports, as indi-
cated generically in Fig. 13.26. A basic ROADM is formed using one WSS module
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Fig. 13.26 Flexible ROADM architecture based on a pair of wavelength-selective switches

for droppingwavelengths and another for adding them. Eachmodule contains a set of
wavelength selective switches. To designate the size of such a switch, it is labeled as
a 1×M switch, whereM indicates the number of output ports to which a wavelength
can be directed. If there are N incoming wavelengths that are to be switched to any
ofM output ports, then one WSS module contains N wavelength selective switches
of size 1 × M. Available WSS configurations can send wavelengths to between four
and ten ports.

Figure 13.27 illustrates the switching concept using 16 input wavelengths (λ1

through λ16), which can be directed to any of four output lines with sixteen 1 × 4
wavelength selective switches. These four output lines include one express port for
through-going wavelengths and three ports for dropping wavelengths. In Fig. 13.27
the incoming wavelengths are divided into individual channels by a demultiplexer
and then pass through a variable optical attenuator (VOA). The function of the VOAs
is to ensure that all wavelengths leaving the ROADM have the same optical power
level. The 1 × 4 WSS following a VOA either sends a wavelength to the express
port or switches it to any of the three drop ports. A versatile feature is that any
collection of wavelengths can be switched to a given drop port simultaneously,
thereby creating an any-to-any switching capability. Because each ROADM port has
a multiple-wavelength capability, this increases the degree of aWSS-based ROADM
to more than 2.

13.6 Optical Switching Architectures

The appearance of enhanced multimedia services requiring huge bandwidths, such
as broadcast high-definition television (HDTV) and video-on-demand, created a
need for transitioning from basic interconnected rings to extremely high-capacity
rings adjoined to mesh networks that can support clusters of up to 50 nodes in
a metropolitan area. Therefore, another network element with more sophisticated
switching capabilities than a ROADM is needed. This element, which is called an
optical crossconnect (OXC), provides switched pass-through paths for express traffic
that does not terminate at the node and an interface for dropping and adding optical
signals at the node. The express traffic can be switched from any input fiber to any
output fiber. Internally such a device can have either an electrical or optical switching
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Fig. 13.27 WSS-based ROADM that can switch any combination of 16 input wavelengths
simultaneously to any output port

fabric. To understand basic optical switching technology, Sect. 13.6.1 looks at general
OXC configurations, Sect. 13.6.2 considers the performance impact when wave-
length conversion is used, and Sect. 13.6.3 describes the standard implementations
of wavelength routing or optical circuit switching.

As network traffic volume rises, the number of wavelengths per fiber will increase.
This means that changes are needed for the earlier-generation switching methods in
which optical signals are converted to electrical signals, switched electronically, and
then converted back to an optical format. The main reason is that the performance of
the electronic equipment used in this optical-to-electrical-to-optical (O/E/O) conver-
sion process is strongly dependent on the data rate and protocol. To overcome these
limitations, the concept of all-optical switching was introduced. Two approaches to
this concept are optical burst switching (OBS) and optical packet switching (OPS).
Sections 13.6.4 and 13.6.5, respectively, discuss these concepts. As a final topic,
Sect. 13.6.6 describes the elastic optical networking scheme.

13.6.1 Concept of an Optical Crossconnect

A high level of path-configuration modularity, capacity scaling, and flexibility in
adding or dropping channels at a client site can be achieved by introducing the
concept of an optical crossconnect switch in the physical path structure of an optical
network. These optical crossconnect (OXC) switches sit at junctions in ring and
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Fig. 13.28 Optical cross-connect architecture using optical space switches and no wavelength
converters

mesh networks that are interconnected throughmany hundreds of optical fibers, each
carrying dozens of wavelength channels. At such a junction anOXC can dynamically
route, set up, and take down very high-capacity lightpaths [28, 29].

To visualize the operations of an OXC, consider first the OXC architecture shown
in Fig. 13.28 that uses a switching matrix for directing the incoming wavelengths
that arrive on a series of M input fibers. The switch matrix can operate electrically
or optically; that is, it can switch the incoming signals in either the electric or the
optical domain. Each of theM input fibers carriesN wavelengths, any or all of which
could be added or dropped at a node. For illustration simplicity, here assume M =
2 and N = 4. At each fiber input, the arriving aggregate of N signal wavelengths
is demultiplexed and then enters the switch matrix. The switch matrix directs the
channels either to one of the eight output lines if it is a through-traveling signal, or
to a particular receiver attached to the OXC at output ports 9 through 12 if it has
to be dropped to a user at that node. Signals that are generated locally by a user
get connected electrically via the digital crossconnect matrix (DXC) to an optical
transmitter. From here the wavelengths enter the switchmatrix, which directs them to
the appropriate output line. TheM output lines, each carrying separate wavelengths,
are fed into a wavelength multiplexer to form a single aggregate output stream.
An optical amplifier to boost the signal level for transmission over the trunk fiber
normally follows the multiplexer.
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13.6.2 Considerations for Wavelength Conversion

Contentions for lightpath use could arise in the architecture shown in Fig. 13.28
when channels having the same wavelength but traveling on different input fibers
enter the OXC and need to be switched simultaneously to the same output fiber. This
could be resolved by assigning a fixedwavelength to each optical path throughout the
network, or by dropping one of the incoming channels at the node and retransmitting
it at another wavelength. However, in the first case, wavelength reuse and network
scalability (expandability) are reduced, and in the second case the add/drop flexibility
of the OXC is lost. Example 13.3 illustrates howwavelength conversion at any output
of the OXC can eliminate these blocking characteristics [30–32].

Example 13.3 Consider the 4 × 4 OXC shown in Fig. 13.29. Here two input fibers
are each carrying two wavelengths. Either wavelength can be switched to any of the
four output ports. The OXC consists of three 2× 2 switch elements. Here λ1 on input
fiber 1 passes through to output fiber 1 and λ2 on input fiber 2 passes through to output
fiber 2. For the other two wavelengths, suppose that λ2 on input fiber 1 needs to be
switched to output fiber 2 and that λ1 on input fiber 2 needs to be switched to output
fiber 1. This is achieved by having the first two switch elements set in the bar state
(the straight-through configuration) and the third element set in the cross state, as
indicated in Fig. 13.29. Without wavelength conversion there would be wavelength
contention at both output ports. By using wavelength converters, the cross-connected
lightwaves can be prevented from contending for the same output fiber.

To illustrate the effect of wavelength conversion, consider a simple model that is
based on standard series independent-link assumptions commonly used in circuit-
switched networks [30]. In this simplified example, during a request for establishing
a lightpath connection between two stations, the usage of a wavelength on a fiber is
statistically independent of other fiber links and other wavelengths. Here a lightpath

Input fiber 1

Input fiber 2

Output fiber 1

Output fiber 2

Fig. 13.29 Example of a simple 4 × 4 optical cross-connect architecture using optical space
switches and wavelength converters
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is defined as a temporary point-to-point optical connection. Although this model
tends to overestimate the probability that a wavelength is blocked along a path, it
provides insight into the network performance improvement when using wavelength
conversion.

First consider the network configuration shown in Fig. 13.30. Assume there are
H + 1 OXC nodes in the network, so that there are H links (or hops) between node
1 and node H + 1. Suppose the number of available wavelengths per fiber link is F,
and let ρ be the probability that a wavelength is used on any fiber link. Then, because
ρF is the expected number of busy wavelengths on any link, ρ is a measure of the
wavelength utilization along the path, and 1 − ρ is the probability that a particular
wavelength is not occupied on a given hop. Thus (1 − ρ)H is the probability that a
wavelength slot is not blocked for all H hops from the signal source to the desired
destination at node H + 1.

Without wavelength conversion, a connection request between node 1 and node
H + 1 can be honored only if there is a free wavelength along the entire lightpath,
that is, if there is a wavelength that is unused on each of the H intervening fibers.
Thus, the probability Pb that the connection request from node 1 and node H + 1 is
blocked is the probability that each wavelength is used on at least one of theH links,
so that

Pb = [
1 − (1 − ρ)H

]F
(13.6)

Now consider a network with wavelength conversion. In this case, a connection
request between node 1 and node H + 1 is blocked if one of the H intervening fibers
is full; that is, the fiber is already supporting F independent sessions on different
wavelengths. Thus, the probability Pb,conv that the connection request from node 1 to
node H + 1 is blocked is the probability that there is a fiber link in this path with all
F wavelengths in use, so that

Pb,conv = 1 − (
1 − ρF

)H
(13.7)

As a simple example, Fig. 13.31 shows the blocking probabilities as a function of
the wavelength utilization ρ for a lightpath of H = 10 hops (H + 1 nodes) without
and with wavelength conversion. In this example, the number of wavelengths is
taken to be F = 20. It is clear that wavelength conversion significantly reduces the
blocking probability. Despite its dramatic possible performance improvement, the
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Fig. 13.30 Concept of a lightpath traversing H + 1 switching nodes in H hops
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Fig. 13.31 Packet blocking probabilities with and without wavelength conversion for the case of
20 wavelengths and 10 hops

use of wavelength blocking can be expensive in large networks if it is applied to all
WDM channels and at all nodes.

13.6.3 Methodologies for Wavelength Routing

To send information quickly and reliably across a network, service providers use
various techniques to establish a circuit-switched lightpath between communicating
end equipment. An OXC is a key element to set up express paths through inter-
mediate nodes for this process. Because an OXC is a large complex switch, it is
used in extended mesh backbone networks, where there is a heavy volume of traffic
between nodes, to connect equipment such as SONET/SDH terminals, IP routers,
and ROADMs. In such a network the lightpath normally is set up for long periods
of time. Depending on the desired service running between distant nodes, this time
connection can range from minutes to months and even longer.

Lightpaths running from a source node to a destination node may traverse many
fiber link segments along the route. At intermediate points along the connection
route, the lightpaths may be switched between different links, and sometimes the
lightpath wavelength may need to be changed when entering another link segment.
As noted in Sect. 13.6.2, this wavelength conversion is necessary if two lightpaths
entering some segment happen to have the same wavelength.

The process of establishing a lightpath is called by various names, such as wave-
length routing, optical circuit switching, or lightpath switching. The more popular
terms arewavelength routing andwavelength routed network (WRN).Many different
static and dynamic approaches have been proposed and implemented for establishing
a lightpath. Because a method for setting up a lightpath requires deciding which path
to traverse and what wavelength to use, it involves a routing and wavelength assign-
ment (RWA) procedure. In general the RWA problem is fairly complex and special
software algorithms have been developed for solving it [33–35].
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13.6.4 Optical Packet Switching

The success of electronic packet-switched networks lies in their ability to achieve
reliable high packet throughputs and to adapt easily to traffic congestion and trans-
mission link or node failures. Various studies have been undertaken to extend this
capability to all-optical networks in which no O/E/O conversion takes place along a
lightpath. In the concept of an optical packet-switched (OPS) network, user traffic
is routed and transmitted through the network in the form of optical packets along
with in-band control information that is contained in a specially formatted header or
label. For OPS systems the header processing and routing functions are carried out
electronically, and the switching of the optical payloads is done in the optical domain
for each individual packet. This decoupling between header or label processing and
payload switching allows the packets to be routed independent of payload bit rate,
coding format, and packet length.

Optical label swapping (OLS) is a technique for realizing a practical OPS imple-
mentation [36–38]. In this procedure, optically formatted packets (which contain a
standard IP header and an information payload as shown in Fig. 13.32) first have an
optical label or control packet attached to them before they enter the OPS network.
Note that in some OPS schemes the wavelength used to transmit the label may be
different from that used by the packet. When the payload-plus-label packet travels
through an OPS network, the optical packet switches at intermediate nodes process
only the optical label electronically. The offset time shown in Fig. 13.32 is needed to
allow time for the optical packet switch to be set after the optical label is processed.
This is done to extract routing information for the packet and to determine other
factors such as the wavelength on which the packet is being transmitted and the bit
rate of the encapsulated payload. Because the payload remains in an optical format
as it moves through the network, it may use any modulation scheme and may be
encoded at a very high bit rate.

The limitation of anOPS network is related to the technology for creating practical
optical buffers. Similar to other switching methodologies, these buffers are needed to
store the optical packets temporarily during the time it takes to set up an output path
through an intermediate optical packet switch and to resolve any port contentions that
may arise between two or more incoming packets destined for the same output port.
This technology limitation can be circumvented through the optical burst-switching
concept described in the next section.

Fig. 13.32 Optically formatted packet used for optical label swapping
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13.6.5 Optical Burst Switching

Optical burst switching (OBS) was conceived to provide an efficient solution for
sending high-speed bursty traffic over WDM networks [39–41]. Traffic is consid-
ered as being bursty if there are long idle times between the busy periods in which
a large number of packets arrive from users. This format is typical of data traffic
in contrast to voice traffic, which is characterized by a more continuous bit stream
nature. There are two advantages to OBS. First, it offers the high bandwidth and
packet-sized granularity of optical packet-switched networks without the need for
complex optical buffering. Second, it provides the low packet-processing overhead
that is characteristic of wavelength-routed networks. Thus, the performance charac-
teristics of OBS lie between those of a wavelength-routed network and an optical
packet-switched network.

In the OBS network concept, a collection of optical burst switches are intercon-
nected with WDM links to form the central core of the network. Devices called edge
routers collect traffic flows from various sources at the periphery (edge) of a WDM
network, as illustrated in Fig. 13.33. The flows then are sorted into different classes
according to their destination address and grouped into variable-sized elementary
switching units called bursts. The characteristics of an edge router play a critical role
in an OBS system, because the overall network performance depends on how a burst
is assembled based on particular types of traffic statistics.

Before a burst is transmitted, the edge router generates a control packet and
sends it to the destination to set up a lightpath for this burst. As the control packet
travels toward the destination, each OBS along the lightpath reads the burst size and
arrival time from the control packet. Then, in advance of the burst arrival, the burst
switch schedules an appropriate time period on a wavelength that the next lightpath

Fig. 13.33 Generic structure of an optical burst switching (OBS) network
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Fig. 13.34 Timing diagram for the progression of a control packet and a burst through an OBS
network

segment will use to carry the burst. This reservation for the arriving burst is called
burst scheduling.

Figure 13.34 shows an example of a timing diagram for the connection setup
through two intermediate burst switches from source node A to destination node B.
This figure shows that following the transmission of the control packet, the burst
itself is sent after a specified delay called an offset time. The time it takes to set up
a connection depends on the end-to-end propagation time of the control packet, the
sum of all the processing delays tproc of the control packet at intermediate nodes, and
the time tconf it takes to configure the link. Once the link is configured, the travel time
for the burst to reach the destination node is equal to the propagation time, because
no further processing is required for the burst at any intermediate node. Therefore,
the start of the burst has to be delayed by an offset time following transmission of
the control packet in order to give the link enough time to be configured. If there are
N intermediate nodes in the link, then the offset time must be at least Ntproc + tconf.
Note that the edge router sends the burst immediately after expiration of the offset
time without waiting for an acknowledgment from the destination to indicate that
the link is complete. Furthermore, the burst transmission may start before the control
packet reaches its destination.

Solutions for burst-assembly algorithms include formatting a burst based on a
fixed assembly time, afixedburst length, or a hybrid time-length/burst-lengthmethod.
The main parameters are a maximum assembly time threshold T, a maximum burst
length B, and a minimum burst length Bmin. When the incoming packet flow is low,
the threshold T time ensures that a packet is not delayed too long in the assembly
queue. When the incoming packet flow is high, the upper limit B on the burst size
also limits packet delay times by restricting the time needed to assemble a burst.
Otherwise, if the burst size is not limited, long assembly times could result during
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heavy incoming traffic loads. If the assembled burst length is smaller than Bmin at the
scheduled burst transmission time, then padding bits are added to bring the length to
Bmin.

13.6.6 Elastic Optical Networks

The historical development of sophisticated dense WDM networks saw the creation
and specification of fixed spectral grids to accommodate a wide variety of data rates
and modulation formats. In the development process, the ITU-T standardization of
these grids specified increasingly narrower spectral widths moving from 200 to 100
to 50 and then to 25 GHz. These spectral widths correspond to 1.6, 0.8, 0.4, and
0.2 nm, respectively, in the 1550-nm wavelength window. Typical data rates that
can be supported by a 50-GHz grid range from 10 Gb/s to 0.8 Tb/s. As Fig. 13.35a
shows, wavelength channels carrying data rates of 10, 40, and 100 Gb/s fit into 50-
GHz fixed grid slots. Higher rates such as 400 Gb/s and 1 Tb/s have to occupy two
and three 50-GHz slots, respectively. Thus, the fixed grid scheme causes wastage of
bandwidth, especially at low bit rates.

This limitation of the fixed grid scheme can be alleviated by means of an elastic
optical network (EON) grid, which has a flexible bandwidth and an adaptive channel
spacing that changes dynamically according to the bandwidth requirement of the
transmitted client signals [42–45]. In an EON the spectrum is divided into narrow
slots with much finer granularity than the fixed ITU-T grids and optical connections
are allocated a different number of slots. Figure 13.35b shows the spectrum saving
when using the flexible grid scheme.

(a) Fixed 50-GHz time slots partially filled by data packets 

1 2 3 4

40 Gb/s 100 Gb/s10 Gb/s 400 Gb/s

Unused time-slot spectrum

(b) Elastic grid with guard bands between packets

1 2 3 4

Guard band Spectrum saving

Fig. 13.35 Illustration of spectrum saving when using an elastic optical network scheme instead
of having fixed transmission time slots
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13.7 WDM Network Implementations

This section presents some WDM network implementation examples.

13.7.1 Long-Distance WDM Networks

Long-distance or long-haul DWDM networks consist of a collection of ROADMs,
switches, and optical crossconnects interconnectedwith point-to-point high-capacity
trunk lines. This collection of equipment can be configured through any combination
of ring or mesh networks, as Fig. 13.36 shows.

Each long-haul trunk cable contains a large number of single-mode fibers, as
Fig. 13.37 illustrates. The cables often are based on fiber-ribbon configurations,
which are available with up to 864 optical fibers housed in a cable structure that is
less than one inch (24.4 mm) in diameter (see Fig. 2.30 for a cable example). The
individual fibers each can transportmany closely spacedwavelengths simultaneously,
and each of these independent lightwave channels can support multigigabit data
rates. For example, depending on the service needs, a single fiber in a standard long-
haul link can carry up to 160 channels of 2.5, 10, or 40-Gb/s of traffic using 160
individual wavelengths. In addition, transmission systems capable of sending data
rates of 400 Gb/s and 1 Tb/s per wavelength are being installed worldwide.

A long-haul trunk line also can have various ROADMs of degree-N for inserting
and extracting traffic at remote intermediate points. Standard transmission distances

Fig. 13.36 Wideband DWDM networks can be configured through any combination of ring or
mesh networks
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Fig. 13.37 Long-haul trunk cables contain a large number of high-capacity single-mode fibers

in long-haul terrestrial DWDM links are 600 km with an 80-km nominal spacing
between optical amplifiers.

If the separations in 160DWDMchannels are 50GHz, then the required frequency
span is 8 THz (8000 GHz), which is equivalent to a wavelength spectral band of
about 65 nm. This requires operation over both the C-band and either the S-band or
L-band simultaneously. Consequently the active and passive components intended
for long-haul applications must meet high performance requirements, such as the
following:

• The optical amplifiers must operate over a wide spectral band;
• The optical amplifiers need high-power pump lasers to amplify a large number of

channels;
• Each wavelength has to exit an optical amplifier with the same power level to

prevent an increasing skew in power levels from one wavelength to another as the
signals pass through successive amplifiers;

• Strict temperature stabilization and optical frequency controls are required of laser
transmitters to prevent crosstalk between lightwave channels;

• High-rate transmission over long distances requires optical signal-conditioning
techniques such as chromatic-dispersion compensation, polarization-mode
dispersion compensation, and Rayleigh backscattered noise elimination [46–49].

A typical erbium-doped fiber amplifier (EDFA) is limited to the 1530-to-1560-
nm C-band in which a standard erbium-doped fiber has a high gain response. By
adding a Raman amplification mechanism, the gain response can be extended into
both the S-band and the L-band. Figure 13.38 illustrates one amplification concept
for operation in both the C-band and S-band. Here a multiple-wavelength distributed
Raman amplifier pumpunit is added ahead of a band-splitting device,which separates
the S-band and
C-band. The Raman amplification boosts the power levels in both the S-band and the
C-band. After passing through the band splitter, the gains of the S-band wavelengths
traveling in the bottompath can be enhanced furtherwith an S-band amplifier (e.g., by
the TDFA described in Chap. 11). An EDFA boosts the power levels of the C-band
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Fig. 13.38 An optical amplification concept for combined operation in the C-band and S-band

wavelengths in the top path in Fig. 13.38. Following the amplification processes,
all the wavelengths are recombined with a wideband multiplexing unit. The gain-
flattening filters (GFFs) that are used for equalizing the final output powers of all the
wavelengths can be either passive or active devices.

A network operator can use remotely controllable degree-4 ROADMs to recon-
figure the number of added or dropped wavelengths in different parts of the network
when necessary. This function can supply another wavelength to a node for addi-
tional capacity or can shut down specific wavelength connections that no longer
need service. The degree-4 OXCs can set up new routes for specific wavelengths,
can close discontinued connections, or can reroute high-capacity lightpaths in case
of link congestion or faults.

13.7.2 Metro WDM Networks

Nominally ametro network is configured as a mesh network or a SONET/SDH bidi-
rectional, line-switched ring (BLSR), as Fig. 13.10 illustrates. A ring consists of
2.5-Gb/s or 10-Gb/s (OC-48/STM-16 or OC-192/STM-64) point-to-point connec-
tions between central offices that are spaced 10–20 km apart. A metro network may
comprise from three to eight nodes and the ring circumference nominally is less
than 80 km. At switching nodes within the metro ring, the degree-2 ROADMs allow
multiple selectedwavelengths to be extracted and inserted at themetro central offices.
A degree-2 ROADM or a degree-4 OXC provides interconnections to a long-haul
network. Within the metro central offices, the SONET/SDH equipment has STS-
1 grooming capabilities. The term grooming means that low-speed SONET/SDH
rates, such as 51.84-Mb/s STS-1 or 155.52-Mb/s STM-1 rates, are packaged into
higher-rate circuits, such as 2.5-Gb/s or 10-Gb/s.

Attached to ametro network is theaccess network, which consists of links between
end users and a central office. The access network could be either a ring or a star-
based passive optical network or PON (see Sect. 13.8). An access ring configuration
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ranges from 10 to 40 km in circumference and typically contains three or four nodes,
whereas a maximum of 32 users located up to 20 km away can be attached to a single
PON. Within the access network ring, either a fixed OADM or a ROADM provides
the capability to add or drop multiple wavelengths to local users or to other regional
networks. A degree-4 OXC provides the connection from the access ring to a metro
network.

In contrast to the stringent performance specifications imposed onwideband long-
haul DWDM systems, the shorter spans in metro and access networks relax some of
the requirements. In particular, if CWDMtechnology is employed, the 20-nmspectral
band tolerances allow the use of optoelectronic devices that are not temperature-
controlled. However, other requirements unique to metro applications arise, such as
the following:

• A high degree of connectivity is required to supportmeshed traffic inwhich various
wavelengths are inserted and extracted at different points along the path;

• Amodular and flexible switching device such as a ROADM is needed because the
wavelength add/drop patterns and link capacities vary dynamically with various
levels of new and completed service demands from different nodes;

• Because the add/drop functions can change dynamically from node to node,
special components, such as a variable optical attenuator (VOA), are needed
to equalize the power levels of newly added wavelengths with those that already
are on the fiber;

• Optical amplifiers optimized for metro network use are needed, because intercon-
nection losses can be fairly high and the power level of express wavelengths can
change as the light signal passes through successive nodes.

13.7.3 Data Center Networks

The tremendous worldwide growth of dynamic data communications and cloud-
based services created a need tomove the information products of computation inten-
sive functions from localized devices such as personal computers, cell phones, secu-
rity cameras, and environmental monitors to large centralized storage and computer
clusters. These facilities are known as data centers (also spelled “datacenters”) and
can contain thousands of servers, storage units, and network equipment that need to
be interconnected inside the data centers and also must be linked to metro and wide
area networks. The interconnections form a data center network (DCN) [50–55].

Figure 13.39 presents a high level snapshot of a traditional DCN architecture,
which consists of a three-layer tree switching topology. A typical data center contains
a large number of equipment racks that each generally hold up to 48 vertically stacked
servers. These servers are all interconnected through an edge switch that is mounted
at the top of the rack and hence is referred to as Top-of-Rack (ToR) switch. The
ToR switch is called an edge switch because it collects traffic flows from various
sources at the periphery of the DCN. As such, the ToR switches function as the
access point to other racks in the data center. At the next higher level numerous
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Fig. 13.39 Configuration of a traditional data center network

ToR switches interface to aggregation switches, which in turn are interconnected to
outside networks through core switches.

As new transmission and switching technologies andmethodologies are emerging,
the simple three-layer model shown in Fig. 13.39 continues to evolve. This entails the
replacement of legacy electronic switches in the data center with optical switching
technologies to provide larger transmission capacities and faster data rates between
the servers and the external networks. Typical data rates vary from 1 to 10 Gb/s
for interconnections between servers within a rack, from 10 to 100 Gb/s in the
aggregation layer, and from 100 Gb/s to 1 Tb/s in the core layer.

13.8 Passive Optical Networks

A passive optical network (PON) is based on using multiple wavelengths and bidi-
rectional transmission on a single optical fiber [56–61]. In a PON there are no active
components between the central office and the customer premises. Instead, only
passive optical components are placed in the network transmission path to guide the
traffic signals contained within specific optical wavelengths to the user endpoints
and back to the central office.
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13.8.1 Basic Architectures for PONs

Figure 13.40 illustrates the architecture of a basic traditional PON in which a fiber
optic network connects switching equipment in a central office with a number of
service subscribers. In the central office, data and digitized voice are combined and
sent downstream to customers over an optical link by using a 1490-nm wavelength.
The upstream (customer to central office) return path for the data and voice uses a
1310-nm wavelength on the same fiber. Video services are sent downstream using a
1550-nm wavelength. There is no video service in the upstream direction. All users
attached to a particular PON share the same 1310-nm upstream wavelength. This
requires carefully timed assignments of transmission permits to the users, so that
upstream traffic streams from different users do not interfere with each other. Note
that whereas the original PON implementation used fixedwavelengths, later versions
specified spectral bands around the three key wavelengths.

Starting at the central office, one single-mode optical fiber strand runs to a passive
optical power splitter near a housing complex, an office park, or some other campus
environment. At this point the passive splitting device simply divides the optical
power into N separate paths to the subscribers. If the splitter is designed to divide
the incident optical power evenly and if P is the optical power entering the splitter,
then the power level going to each subscriber is P/N. Designs of power dividers
with nonuniform splitting ratios are also possible depending on the application. The
number of splitting paths can vary from 2 to 64, but in a basic PON they typically
are 8, 16, or 32. From the optical splitter, individual single-mode fibers run to each
building or serving equipment. The optical fiber transmission span from the central

Fig. 13.40 Architecture of a typical passive optical network
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office to the user can be up to 20 km. Thus active devices exist only in the central
office and at the user end.

Several alternative PON implementation schemes have been used since the passive
network concept inception [61–65]. The main ones are as follows:

• Broadband PON (BPON) is based on the G.983.1 to G.983.5 series of ITU-T
Recommendations that specified the asynchronous transport mode (ATM) tech-
nique as the transport and signaling protocol. This legacy PON has been phased
out due to its relatively high cost compared to Ethernet and its incompatibility
with current IP over DWDM technology.

• Gigabit PON (GPON) was the next evolution of the BPON standard. GPON
provides downstream speeds of 2.5 Gb/s and upstream speeds of 1.25 Gb/s. It is
based on the G.984.1 to G.984.6 series of ITU-T Recommendations. Typically 32
users share the bandwidth. A drawback of GPON is that it uses an inefficient and
complicated data encapsulation method that is time-consuming and adds cost to
the terminal equipment in both the central office and at the user locations.

• Ethernet PON (EPON) or gigabit Ethernet PON (GE-PON) uses 1-Gb/s Ethernet
as the underlying protocol. The EPON operation is described in the IEEE 802.3
EPON standard (several versions of 802.3 have been ratified by IEEE during its
evolution depending on the latest data rate capabilities). Because Ethernet devices
are used universally from the home or business all the way through worldwide
backbone networks, EPONprovides efficient connectivity for any type of IP-based
traffic. Thus EPON can be much more cost-effective compared to GPON.

• Moving beyond the capabilities of EPON are the 10-Gb/s PON technologies.
The two main versions are called XG-PON (or 10G-PON) and XGS-PON. The
XG-PON version specifies an upstream rate of 2.5 Gb/s and a downstream rate
of 10 Gb/s. XGS-PON is a symmetric version that transmits at 10 Gb/s in both
the upstream and downstream directions. These versions are based on the IEEE
802.3av EPON standard and on the ITU-T Recommendation G.987 series for
sending both upstream and downstream traffic at 10 Gb/s. The 10 Gigabit PON
wavelengths are 1577 nm for downstream and 1270 nm for upstream trans-
missions. These differ from the 1490-nm downstream/1310-nm upstream wave-
lengths of GPON and EPON, thereby allowing 10G-PON systems to coexist on
the same fiber with either of the earlier PON versions.

• A further extension of PON capabilities is the NG-PON2 (Next-Generation
PON2), which operates at 40 Gb/s in both the upstream and downstream direc-
tions (IEEE 802.3ca). To enable simultaneous implementation on the same fiber
as all earlier generation PONs, the NG-PON2 wavelengths are 1524 to 1540 nm
for upstream transmissions and 1596–1603 nm for downstream traffic.

• WDM PON uses a different wavelength for each user to greatly enhance network
capacity. In this architecture a wavelength multiplexer (usually an AWG) is used
in place of the power splitter shown in Fig. 13.40. Its flexible service offering is
a major advantage of a WDM PON compared to other PON types. Because each
user has a dedicated wavelength that is not shared with others, a customer with
very high bandwidth demands can easily be



13.8 Passive Optical Networks 559

Table 13.7 A selection of acronyms for FTTx

Acronym Meaning

FTTB Fiber-to-the-building or Fiber-to-the-business
The optical fiber line reaches the boundary of a building

FTTC Fiber-to-the-curb/kerb or Fiber-to-the-cabinet
The street cabinet is within 100 m of the user premises

FTTH Fiber-to-the-home
The optical fiber reaches the outside boundary of the living space

FTTN Fiber-to-the-node or Fiber-to-the-neighborhood
The fiber ends in a street cabinet that can be several km from the user

FTTP Fiber-to-the-premises
This is a generic term covering both FTTB and FTTH

accommodated without affecting other lower-usage customers. The dedicated
wavelength also provides for a higher level of information security compared to
other PONs where users share wavelengths.

The application of PON technology for providing broadband connectivity in the
access network to homes, multiple-occupancy units, and small businesses commonly
is called fiber-to-the-x (FTTx) [56, 66, 67]. Here x is a letter indicating how close
the fiber endpoint comes to the actual user. Table 13.7 lists the acronyms for various
FTTx concepts. FTTP for fiber-to-the-premises has become the prevailing term that
encompasses the various FTTx concepts. FTTP networks can use any of the various
PON technologies.

13.8.2 Active PON Modules

This section gives a snapshot of the basic functions and compositions of the opto-
electronic equipment located in the central office and at or near the endpoint
users.

Optical Line Termination (OLT)
The optical line termination (OLT) equipment is located in a central office and
controls the bidirectional flow of information across the network. An OLT must be
able to support transmission distances of up to 20 km. In the downstreamdirection the
function of an OLT is to take in voice, data, and video traffic from a long-distance or
a metro network and broadcast it to all the users on the PON. In the reverse direction
(upstream), an OLT accepts and distributes multiple types of voice and data traffic
from the network users.

A typical OLT is designed to control more than one PON. Figure 13.41 gives
an example of an OLT that is capable of serving four independent passive optical
networks. In this case, if there are 32 connections to each PON, then the OLT can
distribute information to 128 users.
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Central office User premisesPON links

Fig. 13.41 An OLT that is capable of serving four independent passive optical networks

Simultaneous transmission of separate service types on the same PON fiber
is possible by using different wavelengths for each direction. As described in
Sect. 13.8.1, various generations of PON technology use different spectral bands
for bidirectional transmissions, so that the various PON technologies can be used
simultaneously on the same fiber. Depending on the particular PON standard being
used, the downstream and upstream transmission equipment operates at rates ranging
from1 to 40Gb/s. In some cases the transmission rates are the same in either direction
(a symmetric network). In other PON standards the downstream rate may be higher
than the upstream rate, which is called an asymmetric implementation. A number of
different transmission formats can be used for the downstream video transmission at
1550 nm.

Optical Network Termination (ONT)
The optical network termination (ONT) equipment is located directly at the customer
premises. The purpose of an ONT is to provide an optical connection to the PON
on the upstream side and to interface electrically to the local customer equipment.
Depending on the communication requirements of the customer or block of users,
the ONT typically supports a mix of telecommunication services, including various
Ethernet rates, SONET/SDH connections, and video formats.

Awide variety of ONT functional designs and chassis configurations are available
to accommodate the needs of different levels of demand. The size of an ONT can
range from a simple box that may be attached to the outside of a house to a fairly
sophisticated unit mounted in a standard indoor electronics rack for use in large
apartment complexes or office buildings. At the high-performance end, an ONT
can aggregate, groom, and transport various types of information traffic coming
from the user site and send it upstream over a single-fiber PON infrastructure. The
term grooming means that the switching equipment looks inside of a time-division
multiplexed data stream, identifies the destinations of the individual multiplexed
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channels, and then reorganizes the channels so that they can be delivered efficiently
to their destinations. In conjunctionwith theOLT, anONTallows dynamic bandwidth
allocation based on varying demands of users to enable smooth delivery of data traffic
that typically arrives in bursts from the users.

Optical Network Unit (ONU)
An optical network unit (ONU) is similar to an ONT but normally is housed in an
outdoor equipment shelter near the user premises. These installations would include
shelters located at a curb or in a centralized place within an office park. Thus the
ONU equipment must be environmentally rugged to withstand wide temperature
variations. The shelter for the outdoor ONU must be water-resistant, vandal-proof,
and able to withstand high winds. In addition, there has to be a local power source
to run the equipment, together with emergency battery power backup. The link from
the ONU to the customer premises can be a twisted-pair copper wire, a coaxial cable,
an independent optical fiber link, or a wireless connection.

13.8.3 Controlling PON Traffic Flows

Two key network functions of an OLT are to control user traffic and to assign band-
width dynamically to theONTmodules. Up to 32ONTs use the samewavelength and
share a commonoptical fiber transmission line, so some type of transmission synchro-
nizationmust be used to avoid collisions between traffic coming fromdifferentONTs.
The simplest method is to use time-division multiple access (TDMA) wherein each
user transmits information within a specific assigned time slot at a prearranged data
rate. However, this does not make efficient use of the available bandwidth because
many time slots will be empty if a number of network users do not have information
to be sent back to the central office.

A more efficient process is dynamic-bandwidth allocation (DBA), wherein time
slots of an idle or low-utilization user are assigned to a more active customer. The
exact DBA scheme implemented through an OLT in a particular network depends on
factors such as user priorities, the quality of service guaranteed to specific customers,
the desired response time for bandwidth allocation, and the amount of bandwidth
requested (and paid for) by a customer.

As shown in Fig. 13.42, the OLT uses time-division multiplexing (TDM) to
combine incoming voice and data streams that are destined for users on the PON. As
a simple example of this, if there areN independent information streams coming into
the OLT, each of which is running at a data rate of R b/s, then the TDM scheme inter-
leaves them electrically into a single information stream operating at a higher rate of
N ×Rb/s. The resultingmultiplexed downstream signal is broadcast to all the ONTs.
Each ONT discards or accepts the incoming information packets depending on the
packet header address. Encryption may be necessary to maintain privacy because the
downstream signal is broadcast, and every ONT receives all the information destined
for each end terminal.
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Fig. 13.42 Operation of a downstream time-division multiplexing process

Sending traffic in the upstream direction is more complicated because all users
have to time-share the same wavelength. To avoid collisions between the transmis-
sions of different users, the system uses a time-division multiple access (TDMA)
protocol. Figure 13.43 gives a simple example of this. The OLT controls and coordi-
nates the traffic from each ONT by sending permissions to them to transmit during
a specific time slot. The time slots must be synchronized because transit times vary
between ONTs (see Example 13.5).

Fig. 13.43 Operation of an upstream time-division multiple access protocol
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Example 13.5 Consider two ONTs located 3 and 20 km from the OLT, respectively.
For these two links, what are the roundtrip propagation times for messages coming
from and returning to the OLT? Let the speed of light in the fiber be 2 × 108 m/s.

Solution: The roundtrip propagation times are

t (3 km) = 2(3 km)/
(
2 × 108 m/s

) = 30μs

t (20 km) = 2(20 km)/
(
2 × 108 m/s

) = 200μs

Drill Problem 13.5 Because the ranging procedure in a PON has a limited
accuracy, a guard time is placed between consecutive bursts to avoid collisions
of the independent packets, as Fig. 7.18 illustrates. Verify that a 25.6-ns guard
time consumes 64 bits at a 2.488-Gb/s data rate.

13.8.4 Protection Switching for PON Configurations

The ITU-T Recommendation G.984.1 describes the use of a protection switching
mechanism. This allows several different types of PON configurations that include
redundancy of links and equipment for network protection. Among these are a fully
redundant 1 + 1 protection and a partially redundant 1:N protection. Figure 13.44
shows that in 1 + 1 protection the traffic is transmitted simultaneously over two
separate fiber lines from the source to the destination. Typically these two paths do
not overlap at any point, so that a cable cut would affect only one fiber transmission
path. In the 1 + 1 protection scheme, the receiving equipment selects one of the
links as the working fiber for reception of information. If a fiber in that link is cut
or the transmission equipment on that link fails, then the receiver switches over to
the protection fiber and continues to receive information. This protection method
provides rapid switchover during failures and does not require a protection signaling
protocol between the source and destination. However, it requires duplicate fibers
and redundant transmission equipment for each link.

Fig. 13.44 Fully redundant 1 + 1 protection of links
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Fig. 13.45 The 1:N protection procedure

The 1:N protection procedure offers a more economical use of fibers and equip-
ment. As shown in Fig. 13.45, here one protection fiber is shared among N working
fibers. This arrangement offers protection in the event that one of the working fibers
fails. For most operational networks this level of protection is adequate as failures of
multiple fibers are rare (unless all the fibers are in the same cable). In contrast to the 1
+ 1 protection method, in the 1:N protection scheme traffic is transmitted only over
the working fiber in normal operation. When there is a failure on a particular link,
the source and destination both switch over to the protection fiber. This requires an
automatic switching protocol between the endpoints to enable use of the protection
link.

13.8.5 WDM PON Architectures

The ever-increasing demand for higher-capacity services can quickly lead to demands
well in excess of 100Mb/s per subscriber. Because a standard three-wavelength FTTP
network will not be able to satisfy such demands, an enhancement is to use more
wavelengths to create a WDM PON. This method uses a separate wavelength for
each transmitting ONT, so that an ONT can send its information continuously over
the shared upstream fiber without having to wait for a specific assigned transmit time
slot [58, 65–70].
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Fig. 13.46 The basic WDM PON architecture

The basic WDM PON architecture uses a WDM mux/demux device at both the
central office and at the outside plant (OSP) distribution box, as shown in Fig. 13.46.
In the central office N laser transmitters send independent wavelengths to a WDM
multiplexer, such as an AWG. The downstream wavelengths are designated by λ1d

through λNd . TheWDMmux combines these wavelengths into a single traffic stream
to be sent over a single fiber in the downstream direction. The OSP distribution
cabinet, which normally houses the optical power splitter in a standard PON (see
Fig. 13.40), now contains a WDM demultiplexer, again such as an AWG. When
the downstream wavelengths arrive at this OSP cabinet, the demultiplexer separates
these N wavelengths into individual fibers with a unique wavelength going to each
ONT.

In the upstream direction, each ONT sends out a unique wavelength in order not to
interfere with the traffic from other ONTs. The N upstream wavelengths, designated
by λ1u through λNu, are combined onto the feeder fiber with the WDM multiplexer
located in the OSP distribution cabinet. Upon arriving at the OLT in the central office,
a WDM demultiplexer separates these N wavelengths into individual OLT optical
receivers.

Its service-offering flexibility is a major advantage of a WDM PON compared to
other PON types. Because each user has a dedicated wavelength that is not shared
with others, a customer with very high bandwidth demands can easily be accommo-
dated without affecting other lower-usage customers. The dedicated wavelength also
provides for a higher level of information security compared to other PON types.

In such a WDM PON it is desirable to have a colorless ONT, which means that
no ONT should have a fixed transmission wavelength assigned to it. An obvious
but extremely expensive solution is to use a tunable laser at each ONT, but low-cost



566 13 Fiber Optic Communication Networks

end equipment is a driving factor in PON implementations, so this is not a viable
solution. Thus a major challenge for a WDM PON implementation is to have a
low-cost, high-output optical source at each ONT.

Onemethod is to use spectral splicing of a single broadband relatively inexpensive
light source. Various techniques are being explored to achieve this. One idea is to
have each ONT contain a source with a broad optical output spectrum within the
transmitter, such as a superluminescent light emitting diode (SLED). The broad
spectral output of the source at the ONT is connected to one port on a local WDM
device, such as a thin-film filter or an AWG. Only those optical spectral components
from the SLED that can pass through theWDMchannel are transmitted through to the
central office. Although all the ONTs have identical SLEDs, each user is connected
to a different port on the local WDM device, so it is possible to slice a different part
of the available optical spectrum for each ONT. This scheme thereby provides each
ONT with a different transmitting wavelength.

Another concept is to use a broadband source (for example, a superluminescent
laser diode or a broadband EDFA source) at the central office and send the source
output downstream through an AWG. Unique spectrally sliced wavelengths travel
to individual ONTs and seed a relatively inexpensive source at each ONT, such as a
Fabry-Perot (FP) laser diode. The seeding action forces the FP laser to operate in a
quasi single mode, which is one of the oscillating modes shown in Fig. 4.23. Because
a different seed wavelength arrives at each ONT, the FP laser located at that ONT
can transmit data upstream at its uniquely locked wavelength.

13.9 Summary

Various types of optical networks have been conceived, designed, and built to satisfy
a wide range of transmission capacities and speeds. The link lengths between users
can vary from short localized connections within a building or a campus environ-
ment to networks that span continents and run across oceans. A major motivation
for developing sophisticated communication networks has been the rapid prolif-
eration of information exchange desired by institutions involved in fields such as
commerce, finance, education, scientific and medical research, health care, national
and international security, and entertainment.

The main network topologies for optical networks are the linear bus, ring, star,
and point-to-point mesh configurations. Each configuration has its own particular
advantages and limitations in terms of reliability, expandability, and performance
characteristics. Some of these configurations use basic point-to-point links, which
are simple connections between individual users or between a pair of multiplexing
equipment.

Linear bus networks using passive couplers typically are limited to connections
between several nodes because of the rapid accumulation of optical coupler losses
from node to node along the bus.
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In a ring topology, consecutive nodes are connected by point-to-point links that
are arranged to form a single closed path. Information in the form of data packets is
transmitted from node to node around the ring. The interface at each node is an active
device that has the ability to recognize its own address in a data packet in order to
accept messages. The node forwards those messages that do not contain their own
address on to their next neighbor.

In a star architecture, all nodes are joined at a single point called the central
node or hub. The hub can be an active or a passive device. Using an active hub, all
routing of messages in the network is controlled from the central node. This is useful
when most of the communications are between the central and the outlying nodes,
as opposed to information exchange between the attached stations. In a star network
with a passive central node, a power splitter is used at the hub to divide the incoming
optical signals among all the outgoing lines to the attached stations. Star topologies
are widely used in passive optical networks (PONs) and in active Ethernet networks.

In a mesh network, point-to-point links connect the nodes in an arbitrary fashion
that can vary greatly from one application to another. This topology allows signifi-
cant network configuration flexibility and offers connection protection in case there
are multiple link or node failures. Link protection is accomplished by means of a
mechanism that first determines where a failure has occurred and then restores the
interrupted services by redirecting the traffic from a failed link or node to travel over
another link in the mesh.

Problems

13.1 Consider anN-node star network in which 0 dBm of optical power is coupled
from any given transmitter into the star. Let the fiber loss be 0.3 dB/km.
Assume the stations are located 2 km from the star, the receiver sensitivity is
−38 dBm, each connector has a 1-dB loss, the excess loss in the star coupler
is 3 dB, and the
link margin is 3 dB.

(a) Show that the maximum number of stations
that can be incorporated on this network is N = 380.

(b) Show that a maximum number of N = 95 stations can be attached if the
receiver sensitivity is −32 dBm.

13.2 A two-story office building has two 10-feet-wide hallways per floor that
connect four rows of offices with eight offices per row as is shown in
Fig. 13.47. Each office is a 15 feet × 15 feet square. The office ceiling
height is 9 feet with a false ceiling hung 1 foot below the actual ceiling. Also,
as shown in Fig. 13.47, there is a wiring room for LAN interconnection and
control equipment in one corner of each floor. Every office has a local-area
network socket on each of the two walls that are perpendicular to the hallway
wall. If the cables can be run only in the walls and in the ceilings, estimate
the length of cable (in feet) that is required for the following configurations:
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Fig. 13.47 Figure 13.47 for
Problem 13.2

(a) A coaxial cable bus with a twisted-pair wire drop from the ceiling to
each outlet.

(b) A fiber optic star that connects each outlet to the wiring room on the
corresponding floor and a vertical fiber optic riser that connects the stars
in each wiring room.
[Answer: Cable/floor = 2916 ft. Total cable in the building = 5850 ft.]

13.3 Consider the M × N grid of stations shown in Fig. 13.48 that are to be
connected by a local-area network. Let the stations be spaced a distance
d apart and assume that interconnection cables will be run in ducts that
connect nearest-neighbor stations (i.e., ducts are not run diagonally in
Fig. 13.48). Show that for the following configurations, the cable length
for interconnecting the stations is as stated:

(a) (MN − l) d for a bus configuration.
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Fig. 13.48 Figure 13.48 for Problems 13.3 and 13.4

(b) MNd for a ring topology.
(c) MN(M + N − 2)d/2 for a star topology where each subscriber is

connected individually to the network hub located in one corner of
the grid.

13.4 Consider the M × N rectangular grid of computer stations shown in
Fig. 13.48, where the spacing between stations is d.Assume these stations are
to be connected by a star-configured LAN using the duct network shown in
the figure. Furthermore, assume that each station is connected to the central
star by means of its own dedicated cable.

(a) If m and n denote the relative position of the star, show that the total
cable length L needed to connect the stations is given by

L = [MN (M + N + 2)/2 − Nm × (M − m + 1) − Mn(N − n + 1)]d

(b) Show that if the star is located in one corner of the grid, then this expres-
sion becomes

L = M N (M + N − 2) d/2
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(c) Show that the shortest cable length is obtained when the star is at the
center of the grid.

13.5 In this problem do not resort to wavelength conversion but assume that wave-
lengths can be reused in different parts of a network. Show that the minimum
number of wavelengths required to connect N nodes in a WDM network are
as follows:

(a) N − 1 for a star network
(b) N(N − l)/2 for a ring network

13.6 (a) Show that the number of 64-kb/s voice channels that can be carried by
an STM-1, an STM-16, and an STM-64 system are 2322 channels, 37,152
channels, and 148,600 channels, respectively.
(b) Show that the number of 20-Mb/s digitized video channels that can
be transported over these systems are STM-1: 7 channels, STM-16: 118
channels, and STM-64: 475 channels (see Drill Problem 13.3).

13.7 Compare the system margins for 40 and 80-km long-haul OC-48 (STM-
16) links at 1550 nm for the minimum and maximum source output ranges.
Assume there is a 1.5-dB coupling loss at each end of the link.UseTables 13.3
and 13.4.
[Answers: Minimum power at 40 km: Margin = +2 dB; maximum power
at 40 km: Margin = +4 dB. Minimum power at 80 km: Margin = −2 dB;
maximum power at 80 km: Margin = +3 dB]

13.8 Verify that the maximum optical powers per wavelength channel given in
Table 13.5 yield a total power level of +17 dBm in an optical fiber.

13.9 Consider the four-node network shown in Fig. 13.49. Each node uses a
different combination of three wavelengths to communicate with the other
nodes, so that there are six different wavelengths in the network. Given that
node 1 uses λ2,λ4, andλ6 for information exchangewith the other nodes (i.e.,
these wavelengths are added and dropped at node 1, and the remaining wave-
lengths from other nodes pass through), establish wavelength assignments
for the other nodes.
[Answer: Add/drop wavelengths at node 2: 3, 5, 6; node 3: 1, 2, 3; node 4:
1, 4, 5]

13.10 Suppose an engineer wants to attach a 50-m long standard 50-μm fiber that
has a bandwidth of 500 MHz-km to a 100-m higher-grade 50-μm fiber that
has a bandwidth of 2000 MHz-km. A 10-m length of the lower grade fiber
is used at each end in order to connect to transmission equipment. Show that
this link will not work at 10 Gb/s.
[Answer: From Eq. (13.5), Lmax = 380 m > OM3 allowed 300-m limit. Thus
the link will not work at 10 Gb/s.]

13.11 Consider an OBS system in which the processing and configuration times
are both 1 ms. Similar to Fig. 13.34, suppose the burst goes between edge
routers A and B through four intermediate OXCs and that all nodes are 10 km
apart. Show that the offset time is 5 ms.
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Fig. 13.49 Figure 13.49 for Problem 13.9

13.12 Consider the passive optical network shown in Fig. 13.40. Assume the
following:

(a) Laser sources at 1310 and 1490 nm can launch optical powers of 2.0
and 3.0 dBm, respectively, into a fiber.

(b) The passive optical splitter is 10 km from the central office..
(c) The users are 5 km from the power splitter..
(d) The insertion losses are 13.5 and 16.6 dB for 1× 16 and 1× 32 splitters,

respectively.
(e) The fiber attenuation is 0.6 dB/km at 1310 nm and 0.3 dB/km at

1550 nm.
(f) For simplicity assume there are no connector, splice, or other losses in

the link.
Find the total link loss for the following four situations:

(i) A 1310-nm laser transmits upstream (user to central office) through a
1 × 16 splitter.

(ii) A 1310-nm laser transmits upstream through a 1 × 32 splitter.
(iii) A 1550-nm laser transmits downstream through a 1 × 16 splitter.
(iv) A 1550-nm laser transmits downstream through a 1 × 32 splitter

[Answers: (i) 22.5 dB; (ii) 25.6 dB; (iii) 18.0 dB; (iv) 21.1 dB].
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13.13 Suppose the optical power emerging from a feeder fiber is to be distributed
among eight individual houses. Assume that they are separated by 100 m and
lie along a straight line going out from the end of the feeder fiber. One way
to distribute the power is to use a 1 × 8 star coupler and run individual fibers
to each house. Why is this preferable to the configuration where a single
fiber runs along the line to the homes and individual tap couplers in the fiber
line each extract 10% of the power from the line for each house that the line
passes?
[Answer: The star coupler will distribute an equal amount of optical power to
each house. The other configuration results in dramatically different power
levels between the first and last houses on the line.]

13.14 Because the ranging procedure in a PON has limited accuracy, a guard time is
placed between consecutive bursts from the ONTs to avoid collisions of the
independent packets, as Fig. 7.18 illustrates. Verify that a 25.6-ns guard time
consumes 16 bits at 622Mb/s, 32 bits at 1244Mb/s, and 64 bits at 2.488Gb/s.
[Example, at 622 Mb/s one bit occupies a 1/(622 × 106) s = 1.6 ns time slot.
Thus 16 bits occupy 25.6 ns.]

13.15 An ONT intended for indoor installation requires a 12-V dc power supply
and consumes 15 W of electric power during normal operation. If there is
an electric power outage, the ONT disables nonessential services and now
consumes 7 W of power supplied by backup batteries. Using vendor data
sheets, select an indoor uninterruptible power supply (UPS) that satisfies
these requirements.

13.16 An ONT intended for outdoor installation requires a 12-V dc power supply
and consumes 15 W of electric power during normal operation. If there is
an electric power outage, the ONT disables nonessential services and now
consumes 7 W of power supplied by backup batteries. Using vendor data
sheets, select an outdoor uninterruptible power supply (UPS) that satisfies
these requirements. Assume theUPSmust operate over temperature extremes
of −25 to +35 °C.
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Chapter 14
Basic Measurement and Monitoring
Techniques

Abstract This chapter discusses measurement techniques that have been developed
for characterizing the operational behavior of devices and fibers, for ensuring that the
correct components have been selected for a particular application, and for verifying
that the network is configured properly. In addition, various operational methods
for performance monitoring are needed to verify that all the design and operating
specifications of a link are met when it is running. A wide selection of sophisticated
test equipment exists for these measurement requirements and procedures.

Engineers from many diverse disciplines need to make performance measurements
at all stages of the design, installation, and operation of an optical fiber communica-
tion network. Numerous levels of measurement techniques have been developed for
characterizing the operational behavior of devices and fibers, for ensuring that the
correct components have been selected for a particular application, and for verifying
that the network is configured properly. In addition, various methods for monitoring
operational performance are needed to verify that all the design and operating spec-
ifications of a link are met when it is running. A wide selection of sophisticated test
equipment exists for each of these measurement categories.

During the link design phase an engineer can find the operational parameters of
many passive and active components on vendor data sheets. These include fixed
parameters for fibers, passive optical devices, and optoelectronic components such
as light sources, photodetectors, and optical amplifiers. For example, fixed fiber
parameters include core and cladding diameters, refractive-index profile, mode-field
diameter, and cut-off wavelength. Once such fixed parameters are known, generally
there is no need for a link design engineer to measure them again.

However, variable parameters of communication system elements, such as opto-
electronic components, may change with operational conditions and need to be
measured before, during, and after a link is fielded. Of particular importance are
accurate and comprehensive measurements of the optical fiber, because this compo-
nent cannot be replaced readily once it has been installed. Although many physical
properties of fiber remain constant, the attenuation and dispersions of a fiber can
change during fiber cabling and cable installation. In single-mode fibers, chromatic
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Fig. 14.1 Components of a typical WDM link and some performance-measurement parameters of
user interest

and polarization-mode dispersions are important factors that can limit the transmis-
sion distance or data rate. Chromatic dispersion effects are of particular importance
in high-speed DWDM links, because their behavior depends on the link configura-
tion. Measurement and monitoring of polarization-mode dispersion is important for
data rates at and above 10 Gb/s, because its statistical behavior ultimately can limit
the highest achievable data rate.

When a link is being installed and tested, the operational parameters of interest
include bit-error rate, timing jitter, and signal-to-noise ratio as indicated by the eye
pattern. During actual operation, measurements are needed for maintenance and
monitoring functions to determine factors such as fault locations in fibers and the
status of remotely located optical amplifiers and other active devices.

This chapter discussesmeasurements and performancemonitoring tests of interest
to designers, installers, and operators of fiber optic links and networks. Of particular
interest here are measurements for WDM links. Figure 14.1 shows some of the
relevant test parameters and at what points in a WDM link they are of importance.
The operational impact or impairment for many of these factors can be accounted
for and controlled through careful network design. Other parameters may need to be
monitored and possibly compensated for dynamically during network operation. In
either case, all of these parameters must be measured at some point during the time
period ranging from network design concept to service provisioning.

First, Sect. 14.1 addresses internationally recognized measurement standards for
component and system evaluations. Next, Sect. 14.2 lists basic test instruments for
optical fiber communication link characterizations. A fundamental unit in lightwave
communications is optical power and its measurement with optical power meters,
which is the topic of Sect. 14.3. Turning to measurement techniques, Sect. 14.4 gives
an overview of methods and specialized equipment for characterizing optical fiber
parameters. In addition to determining geometric parameters, this equipment also
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can measure attenuation and chromatic dispersion. During and after link installation,
several basic parameters need to be checked. For example, the error performance
can be estimated through eye pattern measurements, which is the topic of Sect. 14.5.
The physical integrity of the fielded link typically is checked with an optical time-
domain reflectometer (OTDR), as Sect. 14.6 explains. Section 14.7 discusses optical
performance monitoring, which is essential for managing high-capacity lightwave
transmission networks. Network functions that need such monitoring include ampli-
fier control, channel identification, and assessment of the integrity of optical signals.
Section 14.8 describes some basic performance measurements procedures.

14.1 Overview of Measurement Standards

Before examining measurement techniques, it is helpful to look at what standards
exist for fiber optics.As summarized inTable 14.1, the three basic classes are primary,
component testing, and system standards.

Primary standards refer to measuring and characterizing fundamental phys-
ical parameters such as attenuation, bandwidth, mode-field diameter for single-
mode fibers, and optical power. In the United States the main group involved in
primary standards is the National Institute of Standards and Technology (NIST)
[1]. This organization carries out fiber optic and laser standardization work, and
addresses high-speed telecom measurement standards. Another goal is to support
and accelerate the development of emerging technologies. Other national organiza-
tions include the National Physical Laboratory (NPL) in the United Kingdom [2]
and the Physikalisch-Technische Bundesanstalt (PTB) in Germany [3].

As Table 14.2 summarizes, several international organizations are involved in
formulating component and system testing standards. The major organizations that
deal with measurement methods for links and networks are the Institute for Elec-
trical and Electronic Engineers (IEEE), the International Electrotechnical Commis-
sion (IEC), and the Telecommunication Standardization Sector of the International
Telecommunication Union (ITU-T).

Table 14.1 Three standards classes, the involved organizations, and their functions

Standards class Involved organizations Functions of the organizations

Primary • NIST (USA)
• NPL (UK)
• PTB (Germany)

• Characterize physical parameters
• Support and accelerate development of emerging
technologies (NIST)

Component testing • TIA
• ITU-T
• IEC

• Define component evaluation tests
• Establish equipment-calibration procedures

System testing • ANSI
• IEEE
• ITU-T

• Define physical-layer test methods
• Establish measurement procedures for links and
networks
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Table 14.2 Major standards organizations and their functions related to testing

Organization Internet address Testing-related activities

IEEE www.ieee.org Establish and publish measurement procedures for links and
networks
• Define physical-layer test methods
• IEEE 802.3ah Ethernet in First Mile (EFM)

ITU-T www.itu.int/ITU-T Create and publish standards in all areas of
telecommunications
• Series G for telecommunication transmission systems and
media, digital systems, and networks

• Series L for construction, installation, and protection of
cables and outside plant elements

• Series O for specifications of measuring equipment

TIA www.tiaonline.org Created over 200 test specifications under the designation
Fiber Optic Test Procedures (FOTP)
• Define physical-layer test methods
• TIA -455-XX or FOTP-XX documents

Component testing standards define relevant tests for fiber optic component
performance, and they establish equipment calibration procedures. A key organi-
zation for component testing is the Telecommunication Industry Association (TIA).
The TIA has a list of over 200 fiber optic test standards and specifications under the
general designation TIA-455-XX, where XX refers to a specific measurement tech-
nique. These standards are also called Fiber Optic Test Procedures (FOTP), so that
TIA-455-XX becomes FOTP-XX. These include a wide selection of recommended
methods for testing the response of fibers, cables, passive devices, and electro-optic
components to environmental factors and operational conditions. A full catalog of
TIA specifications can be found at https://www.tiaonline.org.

System standards refer to measurement methods for links and networks. Some of
the major organizations involved here are the American National Standards Institute
(ANSI), the Institute for Electrical and Electronic Engineers (IEEE), the European
Telecommunications Standards Institute (ETSI), and the ITU-T. Of special interest
for fiber optics systems are test standards and recommendations from the ITU-T that
are aimed at all aspects of optical networking.

14.2 Survey of Test Equipment

As optical signals pass through the various parts of an optical link, they need to
be measured and characterized in terms of fundamental parameters such as optical
power, polarization, and spectral content. The basic instruments for carrying out such
measurements on optical fiber components and systems include optical powermeters,
attenuators, tunable laser sources, spectrum analyzers, and optical time-domain
reflectometers. These come in a variety of capabilities, with sizes ranging from

http://www.ieee.org
http://www.itu.int/ITU-T
http://www.tiaonline.org
https://www.tiaonline.org
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portable, handheld units for field use to sophisticated bench-top or rack-mountable
instruments for laboratory and manufacturing applications. In general, the field units
do not need to have the extremely high precision of laboratory instruments, but
they need to be more rugged to maintain reliable and accurate measurements under
extreme environmental conditions of temperature, humidity, dust, and mechanical
stress. However, even the handheld instruments for field use have reached a high
degree of sophistication with automated microprocessor-controlled test features,
computer interfaces, and Internet access capabilities.

More sophisticated instruments, such as polarization analyzers and optical
communication analyzers, are available for measuring and analyzing polarization-
mode dispersion (PMD), eye diagrams, and pulse waveforms. These instruments
enable a variety of statistical measurements to be made at the push of a button, after
the user has keyed in the parameters to be tested and the desired measurement range.

Table 14.3 lists some essential test equipment and their functions for installation
and operation of optical communication systems. This section defines a selection
of the first six instruments in this table. Later sections give more details concerning
optical power meters, bit-error rate testers, and optical time-domain reflectometers.

Table 14.3 Some widely used optical-system test instruments and their functions

Test instrument Function

Test-support lasers (multiple-wavelength or
broadband)

Assist in tests that measure the
wavelength-dependent response of an optical
component or link

Optical spectrum analyzer Measures optical power as a function of
wavelength

Multifunction optical test system Factory or field instruments with exchangeable
modules for performing a variety of
measurements

Optical power attenuator Reduces power level to prevent instrument
damage or to avoid overload distortion in the
measurements

Conformance analyzer Measures optical receiver performance in
accordance with standards-based specifications

Visual fault indicator Uses visible light to give a quick indication of a
break in an optical fiber

Optical power meter Measures optical power over a selected
wavelength band

BER test equipment Uses standard eye-pattern masks to evaluate the
data-handling ability of an optical link

OTDR (field instrument) Measures attenuation, length, connector/splice
losses, and reflectance levels; helps locate fiber
breaks

Optical return loss tester Measures total reverse power in relation to total
forward power at a particular point
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Table 14.4 Characteristics of laser-source instruments used for test support

Parameter Tunable source Broadband source

Spectral output range Selectable: e.g., 1370–1495 nm or
1460–1640 nm

Peak wavelength ±25 nm

Total optical output power Up to 8 dBm >3.5 mW (5.5 dBm) over a
60-nm range

Power stability <±0.02 dB <±0.05 dB

Wavelength accuracy <±10 pm (Not applicable)

14.2.1 Lasers Used for Test Support

Specialized light sources are desirable for testing optical components. Table 14.4
lists the characteristics of two such laser source instruments used for test support.

Tunable laser sources are important instruments for measurements of the
wavelength-dependent response of an optical component or link. A number of
vendors offer such light sources that generate a true single-mode laser line for every
selected wavelength point. Typically the source is an external-cavity semiconductor
laser. A movable diffraction grating may be used as a tunable filter for wavelength
selection. Depending on the source and grating combination, an instrument may be
tunable over (for example) the 1280-to-1330-nm, the 1370-to-1495-nm, or the 1460-
to-1640-nm band.Wavelength scans can be done automatically with an output power
that is flat across the scanned spectral band. The minimum output power of such an
instrument usually is –10 dBm, and the absolute wavelength accuracy is typically
±0.01 nm (±10 pm).

A broadband incoherent light source with a high output power coupled into a
single-mode fiber is desirable to evaluate passive DWDM components. Such an
instrument can be realized by using the amplified spontaneous emission (ASE) of an
erbium-doped fiber amplifier. The power spectral density of the output is up to one
hundred times (20 dB) greater than that of edge-emitting LEDs and up to 100,000
times (50 dB) greater than white-light tungsten lamp sources. The instrument can be
specified to have a total output power of greater than 3.5 mW (5.5 dBm) over a 50 nm
rangewith a spectral density of−13dBm/nm (50μW/nm).The relatively high-power
spectral density allows test personnel to characterize devices with medium or high
insertion loss. Peak wavelengths might be 1280, 1310, 1430, 1550, or 1650 nm.

14.2.2 Optical Spectrum Analyzer

The widespread implementation ofWDM systems calls for making optical spectrum
analyses to characterize the behavior of various telecom network elements as a func-
tion of wavelength. One widely used instrument for doing this is an optical spectrum
analyzer (OSA), which measures optical power as a function of wavelength. The
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Fig. 14.2 Operation of a
grating-based optical
spectrum analyzer

most common implementation uses an optical filter based on a diffraction grating,
which yieldswavelength resolutions to less than 0.1 nm.Higher wavelength accuracy
(±0.001 nm) is achievedwithwavelengthmeters based onMichelson interferometry.

Figure 14.2 illustrates the operation of a grating-based optical spectrum analyzer.
Light emerging from a fiber is collimated by a lens and is directed onto a diffraction
grating that can be rotated. The exit slit selects or filters the spectrum of the light
from the grating. Thus it determines the spectral resolution of the OSA. The term
resolution bandwidth describes the width of this optical filter. Typical OSAs have
selectable filters ranging from10 nmdown to 0.1 nm. The optical filter characteristics
determine the dynamic range, which is the ability of the OSA to simultaneously view
large and small signals in the same sweep. The bandwidth of the amplifier is a major
factor affecting the sensitivity and sweep time of the OSA. In the O-band through
L-band the photodiode is usually an InGaAs device.

The OSA normally sweeps (scans in a certain time interval) across a spectral
band making measurements at discretely spaced wavelength points. This spacing
depends on the bandwidth-resolution of the instrument and is known as the trace-
point spacing.

14.2.3 Multipurpose Test Equipment

To reduce the number of individual pieces of test gear that a field support engineer
needs to carry around, manufacturers are producing compact test equipment with
units for multiple functions. Of particular interest are multipurpose handheld test
units for the installation, turn-up, and maintenance of optical fiber links in enterprise
networks, metro networks, and PONs. A typical single handheld instrument might
incorporate functions such as a power meter, a bidirectional dual-wavelength loss
tester, an optical return-loss tester, a visual fault indicator for locating breaks and
failures in a fiber cable, and a talk set for full-duplex communications between
field personnel. Test results can be displayed on a typical 5-in. high-resolution color
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touchscreen or they can be sent via Bluetooth links or wireless connections to storage
devices or more sophisticated data analysis instruments.

14.2.4 Optical Attenuators

In many laboratory or production tests, the characteristics of a high optical signal
level may need to be measured. For example, if the level is a strong output from
an optical amplifier, the signal may need to be attenuated precisely before being
measured. This is done to prevent instrument damage or to avoid overload distortion
in themeasurements. An optical attenuator allows a test engineer to reduce an optical
signal level up to, for example, 60 dB (a factor of 106) in precise steps at a specified
wavelength, which is usually 1310 or 1550 nm. At the lower performance end, these
attenuators are small devices (approximately 2× 5× 10 cm) intended for quick field
measurements that may only need to be accurate to 0.5 dB. Laboratory instruments
may have an attenuation precision of 0.001 dB.

14.2.5 OTN Tester for Performance Verification

Amajor concern in the implementation of an optical transport network (OTN) is how
to verify that the various network elements are functioning properly. In relation to
this, the ITU-T has published the following guidelines:

• G.709, Interfaces for the OTN (June 2020)
• G.798, Characteristics of OTN Hierarchy

Functional Blocks (Dec. 2017; Amend. 3, Jan. 2021)

Of particular importance is verification that the OTN elements that may have
been designed, produced, and installed by different vendors conform to these ITU-T
recommendations. Such tests, which are known as conformance tests, include the
following:

• Verifying the correctness of the interface specifications of the elements
• Checking the correct responses of the device under test (DUT)
• Verifying the correct behavior of forward-error-correcting (FEC) modules
• Examining that mapping of client signals are performed correctly

Multifunction, multiport, multiuser portable laptop-sized instruments for field
conformance testing can characterize parameters such as physical-layer jitter,
wander, and bit-error rate testing from 1.5Mb/s to 100Gb/swith the results displayed
in various formats on a 9-in. or larger screen.
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14.2.6 Visual Fault Indicator

A visual fault locator (VFL) is a handheld pen-sized instrument that uses a visible
laser light source to locate events such as fiber breaks, overly tight bends in a fiber
(for example, in an equipment rack), or poorly mated connectors. The source emits
a bright beam of red light (e.g., 650 nm) into a fiber, thereby allowing the user to
see a fiber fault or a high-loss point as a glowing or blinking red light. In using such
a device, the events must occur where the fiber or connector is in the open so that
visual observation of the emitted red light is possible.

The nominal light output is 1 mW, so the light will be visible through a fiber jacket
at a fault point. This power level allows a user to detect a fiber fault visually. The
device generally is powered by one 1.5-V size AA battery and operates in either a
continuously on or a blinking mode.

14.3 Optical Power Measurement Methods

Optical power measurement is the most basic function in fiber optic metrology.
However, this parameter is not a fixed quantity and can vary as a function of other
parameters such as time, distance along a link, wavelength, phase, and polarization.

14.3.1 Physical Basis of Optical Power

To get an understanding of optical power, it is instructive to look at its physical basis
and how it relates to other optical quantities such as energy, intensity, and radiance.

• Light particles, called photons, have a certain energy associated with them, which
changes with wavelength. The relationship between the energy E of a photon and
its wavelength λ is given by the equation E = hc/λ, which is known as Planck’s
Law. In terms of wavelength (measured in units of μm), the energy in electron
volts is given by the expressionE(eV)= 1.2406/λ (μm).Note that 1 eV= 1.60218
× 10–19 J.

• Optical power P measures the rate at which photons arrive at a detector. Thus it is
a measure of energy transfer per time. Because the rate of energy transfer varies
with time, the optical power is a function of time. It is measured in watts or joules
per second (J/s).

• As noted in Chap. 4, radiance is a measure, in watts, of how much optical power
radiates into a designated solid angle per unit of emitting surface.

Because optical power canvarywith time, itsmeasurement also changeswith time.
Figure 14.3 shows a plot of the power level in a signal pulse stream as a function
of time. Different instantaneous power level readings are obtained depending on the
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Fig. 14.3 Peak and average
powers in a series of general,
NRZ, and RZ optical pulses

exact instant when the measurement is made. Therefore, two standard classes of
power measurements can be specified in an optical system. These are the peak power
and the average power. The peak power is the maximum power level in a pulse,
which might be sustained for only a very short time.

The average power is a measure of the power level averaged over a relatively
long time period compared to the duration of an individual pulse. For example, the
measurement time period could be one second, which contains many signal pulses.
As a simple example, in a nonreturn-to-zero (NRZ) data stream there will be an
equal probability of 1 and 0 pulses over a long time period. In this case, as shown
in Fig. 14.3, the average power is half the peak power. If a return-to-zero (RZ)
modulation format is used, the average power over a long sequence of pulses will be
one-fourth the peak power because there is no pulse in a 0 time slot and a 1 time slot
is only half filled.

The sensitivity of a photodetector normally is expressed in terms of the average
power level impinging on it, because the measurements in an actual fiber optic
system are done over many pulses. However, the output level for an optical trans-
mitter normally is specified as the peak power. This means that the average power
coupled into a fiber, which is the power level that a photodetector measures, is at
least 3 dB lower than if the link designer uses the peak source output in power-budget
calculations as the light level entering the fiber.
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14.3.2 Optical Power Meters

The function of an optical power meter is to measure total power over a selected
wavelength band. Some form of optical power detection is in almost every piece of
lightwave test equipment. Handheld instruments come in a wide variety of types with
different levels of capability. Multiwavelength optical power meters using several
photodetectors are the most common instrument for measuring optical signal power
levels. Usually the meter outputs are given in dBm (where 0 dBm = 1 mW) or dBμ

(where 0 dBμ = l μW).
For example, using a Ge photodetector typically allows a measuring range of

+18 to −60 dBm in the 780-to-1600-nm wavelength band, whereas an InGaAs
photodetector allows a measuring range of +3 to −73 dBm in the 840-to-1650-nm
wavelength band. In each case, the power measurements can be made at a number
of calibrated wavelengths (for example, 11 calibrated wavelengths). User-selectable
threshold settings can let the instrument showapass/fail on a built-in display.Connec-
tions can be made to a smart app via a USB port or a Bluetooth interface for data
reporting from the field, cloud storage, and workflow management. Interfaces for
email or messaging are other connection options.

14.4 Characterization of Optical Fibers

Many millions of kilometers of optical fibers have been fabricated and installed
worldwide. Various types of equipment for factory use have been developed to char-
acterize the physical and performance parameters of these fibers. Whereas early
equipment tended to specialize on measuring only one or two parameters, modern
sophisticated instruments require only one simple fiber preparation to characterize
optical fibers accurately during themanufacturing process. These parameters include
mode-field diameter, attenuation, cut-off wavelength, chromatic dispersion versus
wavelength, refractive-index profile, effective area, and geometric properties such as
core and cladding diameters, core-to-cladding concentricity error, and fiber circu-
larity. The two basic measurement methods used by this specialized equipment are
the refracted near-fieldmethod and the transmitted near-field techniques. This section
first describes these two techniques and then looks at some standard ways to measure
attenuation.

14.4.1 Refracted Near-Field Method

The refracted near-field measurement method is recommended by the ITU-T and
TIA for determining the refractive-index profile (RIP) [4]. This method determines
the index profile by moving a focused laser across the fiber end face and examining
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the distribution of the light that is refracted sideways out of the core as a function of
the radial position of the laser spot. The variation in the detected optical signal level is
proportional to the index change at the fiber end face. The RIP parameter can be used
to calculate the geometrical parameters of a fiber and to estimate all transmission
properties (e.g., chromatic dispersion and the cut-off wavelength) except attenuation
and polarization-mode dispersion.

14.4.2 Transmitted Near-Field Technique

The transmitted near-field measurement method is recommended by the ITU-T and
TIA for measuring mode-field characteristics [5, 6]. Knowledge of the mode-field
diameter (MFD) is important because it describes the radial optical field distribution
across the fiber core. Detailed information of the MFD enables one to calculate
characteristics such as source-to-fiber coupling efficiency, splice and joint losses,
microbending loss, and dispersion. A transmitted near-field scan directly provides
the intensity distribution E2(r) at the fiber exit. From this distribution one then can
calculate the MFD using the Petermann II equation. The Petermann II expression is
given by Eq. (2.73) in terms of the field intensity distribution as [7, 8]

MFD = 2

[
2

∫ ∞
0 E2(r)r3dr∫ ∞
0 E2(r)rdr

]1/2

(14.1)

Because it is easy to program this equation, the measurement equipment software
can calculate the MFP directly from the near-field data.

14.4.3 Optical Fiber Attenuation Measurements

Attenuation of optical power in a fiber waveguide is a result of absorption processes,
scattering mechanisms, and waveguide effects. The manufacturer is generally inter-
ested in the magnitude of the individual contributions to attenuation, whereas the
system engineer who uses the fiber is more concerned with the total transmission
loss of the fiber. Here only measurement techniques for total transmission loss are
treated.

Three basic methods are available for determining attenuation in fibers. The
earliest devised and most common approach involves measuring the optical power
transmitted through a long and a short length of the same fiber using identical input
couplings. This method is known as the cutback technique. A less accurate but
nondestructive method is the insertion-loss method, which is useful for cables with
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Fig. 14.4 Schematic experimental setup for determining fiber attenuation by the cutback technique

connectors on them. These two methods are described in this section. Section 14.6
describes the third technique, which involves the use of an OTDR.

The Cutback Technique
The cutback technique [9], which is a destructive method requiring access to both
ends of the fiber, is illustrated in Fig. 14.4. Measurements may be made at one or
more specific wavelengths, or, alternatively, a spectral response may be required
over a range of wavelengths. To find the transmission loss, the optical power is first
measured at the output (or far end) of the fiber. Then, without disturbing the input
condition, the fiber is cut off a few meters from the source, and the output power at
this near end is measured. If PF and PN represent the output powers of the far and
near ends of the fiber, respectively, the average loss α in decibels per kilometer is
given by

α = 10

L
log

PN

PF
(14.2)

where L (in kilometers) is the separation of the two measurement points. The reason
for these steps is that it is extremely difficult to calculate the exact amount of optical
power launched into a fiber. By using the cutbackmethod, the optical power emerging
from the short fiber length is the same as the input power to the fiber of length L.
The function of the mode stripper in Fig. 14.4 is to remove cladding modes that can
interfere with the measurement of attenuation in the core.

Example 14.1 An engineer wants to find the attenuation at 1310 nm of a 4.95-
km long fiber. The only available instrument is a photodetector, which gives an
output reading in volts. Using this device in a cutback-attenuation setup, the engineer
measures an output of 6.58 V from the photodiode at the far end of the fiber. After
cutting the fiber 2 m from the source, the output voltage from the photodetector now
reads 2.21 V. What is the attenuation of the fiber in dB/km?

Solution Because the output voltage from the photodetector is proportional to the
optical power, Eq. (14.2) can be written as

α = 10

L1 − L2
log

V2

V1
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where L1 is the length of the original fiber, L2 is the length after cut off, and V 1

and V 2 are the voltage output readings from the long and short lengths, respectively.
Then the attenuation in decibels is

α = 10

4.950 − 0.002
log

6.58

2.21
= 0.95 dB/km

Drill Problem 14.1 A technician plans to use the cutback method to measure
the attenuation at 1550 nm of a 9.60-km long single-mode fiber. The measured
optical power at the far end is 410 μW. After cutting the fiber 2 m from the
source, the optical output measured is 680 μW. Show that the attenuation of
the fiber at this wavelength is 0.229 dB/km.

In carrying out this measurement technique, special attention must be paid to
how optical power is launched into the fiber because in a multimode fiber different
launch conditions can yield different loss values. The effects of modal distributions
in the multimode fiber that result from different numerical apertures and spot sizes
on the launch end of the fiber are shown in Fig. 14.5. If the spot size is small and
its NA is less than that of the fiber core, the optical power is concentrated in the

Fig. 14.5 The effects of launch numerical aperture and spot size on the modal distribution: a under-
filling the fiber excites only lower-order modes; b an overfilled fiber has excess attenuation from
higher-order mode loss
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center of the core, as Fig. 14.5a shows. In this case, the attenuation contribution
arising from higher-order mode power loss is negligible. In Fig. 14.5b the spot size
is larger than the fiber core and the spot NA is larger than that of the fiber. For this
overfilled condition, those parts of the incident light beam that fall outside the fiber
core and outside the fiber NA are lost. In addition, there is a large contribution to the
attenuation arising from higher-mode power loss (see Sects. 5.1 and 5.3).

Steady-state equilibrium-mode distributions are typically achieved by the
mandrel-wrap method. In this procedure, excess higher-order cladding modes that
are launched by initially overexciting the fiber are filtered out by wrapping several
turns of fiber around a mandrel, which is about 1.0–1.5 cm in diameter. In single-
mode fibers, this type of mode filter or mode stripper is used to eliminate cladding
modes from the fiber.

Insertion-Loss Method
For cables with connectors, one cannot use the cutback method. In this case, one
commonly uses an insertion-loss technique [9]. This is less accurate than the cutback
method but is intended for field measurements to give the total attenuation of a cable
assembly in decibels.

The basic setup is shown in Fig. 14.6, where the launch and detector couplings
are made through connectors. The wavelength-tunable light source is coupled to a
short length of fiber that has the same basic characteristics as the fiber to be tested.
For multimode fibers, a mode scrambler is used to ensure that the fiber core contains
an equilibrium-mode distribution. In single-mode fibers, a cladding mode stripper is
employed so that only the fundamental mode is allowed to propagate along the fiber.
A wavelength-selective device, such as an optical filter, is generally included to find
the attenuation as a function of wavelength.

Fig. 14.6 Test setup for using the insertion-loss technique to measure attenuation of cables that
have attached connectors
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To carry out the attenuation tests, the connector of the short-length launching
fiber is attached to the connector of the receiving system and the launch power level
P1(λ) is recorded. Next, the cable assembly to be tested is connected between the
launching and receiving systems, and the received power level P2(λ) is recorded.
The attenuation of the cable in decibels is then

A = 10 log
P1(λ)

P2(λ)
(14.3)

This attenuation is the sumof the loss of the cabledfiber and the connector between
the launch connector and the cable.

Example 14.2 The insertion-loss technique also can be used for measuring the loss
through an optical device that has fiber flyleads attached. Suppose an optical filter
with attached flyleads is inserted into the link in Fig. 14.6a. Consider the case when
the power at the photodetector prior to inserting the filter is P1 = 0.51 mW and the
power level with the optical filter in the link is P2 = 0.43 mW. What is the insertion
loss of the device?

Solution From Eq. (14.3)
Insertion loss = 10 log P1/P2 = 10 log 0.51/0.43 = 0.74 dB.

14.5 Concept of Eye Diagram Tests

The use of an eye diagram is a traditional technique for quickly and intuitively
assessing the quality of a received signal. Modern bit-error rate (also called bit-
error ratio) measurement instruments construct such eye diagrams by generating a
pseudorandom pattern of ones and zeros at a uniform rate but in a random manner.
When the pulses in this pattern are superimposed simultaneously, an eye pattern
as shown in Fig. 14.7 is formed [10, 11]. The word pseudorandom means that the
generated combination or sequence of ones and zeros will eventually repeat but that
it is sufficiently random for test purposes. A pseudorandom binary sequence (PRBS)
comprises sequences of 2N differentN-bit long combinations. For example, these can
be four different 2-bit long combinations, eight different 3-bit long combinations,
sixteen different 4-bit long combinations, etc. up to a limit set by the instrument.
These combinations are randomly selected. The PRBS pattern length is of the form
2N – 1, where N is an integer. This choice assures that the pattern-repetition rate is
not harmonically related to the data rate. Typical values of N are 7, 10, 15, 20, 23,
and 31. After this limit has been reached, the data sequence will repeat.

Ideally, if the signal impairments are small, the received pattern should look like
that shown in Fig. 14.7. However, time-varying signal impairments in the trans-
mission path can lead to amplitude variations within the signal and timing skews
between the data signal and the associated clock signal. Note that a clock signal,
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Fig. 14.7 General configuration of a fairly clean eye diagram showing definitions of fundamental
measurement parameters

which typically is encoded within a data signal, is used to help the receiver interpret
the incoming data correctly. Thus, in an actual link the received pattern will become
wider or distorted on the sides and on the top and bottom, as shown in Fig. 14.8.

Fig. 14.8 Signal-distorting
effects cause the eye opening
to get smaller
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14.5.1 Standard Mask Testing

Interpretation of the characteristics of a distorted eye diagram is done by means of
mask testing. Depending on which protocol standard is used, industry-defined masks
can take the shape of a polygon or a square, which must fit within the eye diagram
opening as shown in Fig. 14.9. In some cases (e.g., 622-Mb/s SONET) the mask
is a six-sided polygon sitting in the middle of the eye, whereas for other protocols
the mask shape is a rectangle (e.g., OC-48 and OC-192) or a diamond (e.g., Gigabit
Ethernet). The mask height is sized in proportion to the power level of the signal.
This height indicates the minimum separation that is needed between the logic 1 and
0 levels in order to achieve a specific bit-error rate, as can be derived from the Q
factor described in Chap. 7. The slopes of the polygon edges indicate the allowed
10-to-90% rise and fall times. The mask width is proportional to the bit rate; that
is, the width is narrower for higher bit rates. This is related to the jitter parameter
shown in Fig. 14.9, which is half the peak-to-peak jitter tolerance associated with the
signal. The overshoot and undershoot parameters bound the amplitudes in terms of
the logic 1 and 0 levels, respectively. In Fig. 14.9 the eye measurement parameters
are defined as follows:

• P1 is the mean optical power level associated with a long string of 1 bits
• P0 is the mean optical power level associated with a long string of 0 bits
• A is the lowest inner upper eye level
• B is the highest inner lower eye level.

The operating software of most modern bit-error rate test instruments has a wide
selection of built-in masks for different protocols. In addition, the instrument user
can key in custom masks for any application or to check the test results differently.
Table 14.5 lists the five mask-parameter values of several protocols. The parameter
values are given in terms of unit intervals (UI), where the pattern height (P1 – P0)

Fig. 14.9 The two bars and the six-sided polygon define the eye-pattern mask
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Table 14.5 StandardNRZeye-mask parameters for several protocols given in terms of unit intervals

Protocol Jitter Rise time Eye height Overshoot Undershoot

OC-3 0.15 0.200 0.60 0.20 0.20

OC-12 0.25 0.150 0.60 0.20 0.20

OC-48/192 0.40 0.000 0.50 0.25 0.25

Gigabit Ethernet 0.22 0.155 0.60 0.30 0.20

Fibre Channel 0.15 0.200 0.60 0.30 0.20

has UI = 1.0. Note that the rise-time parameter for OC-48 is zero, because the mask
is a rectangle.

14.5.2 Stressed Eye Opening

The standards for many high-speed transmission protocols specify a test that uses
what is called a stressed eye. Among these standards are Gigabit Ethernet, 10-Gigabit
Ethernet (l0GigE), Fibre Channel, and SONET OC-48 and OC-192. The concept of
this test is to assume that all different possible jitter and intersymbol-interference
impairments that might occur to a signal in a fielded link will close the eye down to
a diamond shape, as shown in Fig. 14.10. If the eye opening of the optical receiver
under test is greater than this diamond-shaped area of assured error-free operation,
then it is expected to operate properly in an actual fielded system. The stressed-
eye template height typically is between 0.10 and 0.25 UI. See Sect. 14.8.4 for a
discussion of stressed eye tests.

Diamond-shaped 
eye opening

Fig. 14.10 The inclusion of all possible signal distortion effects results in a stressed eye with only
a small diamond-shaped opening, which defines the mask area
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14.5.3 BER Contours

Associated with the stressed eye is a parameter called the BER contour. Basically
the BER contours are analogous to geographical contours that indicate the height
and steepness profile of a hill. As indicated in Fig. 14.11, the BER contours show
different levels of error probability within an eye diagram. From such a plot it can be
seen that the different BER contours get closer to each other as the slope becomes
steeper. This means that errors are more likely to occur if the receiver operates close
to the edge of such a steep contour plot. Thus the farther a receiver decision point is
within a contour boundary, the better its performance will be. This is referred to as
having a healthier eye.

14.6 Optical Time-Domain Reflectometer

An optical time-domain reflectometer (OTDR) is a versatile portable instrument that
is used widely to evaluate the characteristics of an installed optical fiber link. In
addition to identifying and locating faults or anomalies within a link, this instru-
ment measures parameters such as fiber attenuation, length, optical connector and
splice losses, and light reflectance levels (see Ref. [12] and also vendor websites for
descriptions and operations).

An OTDR is fundamentally an optical radar. As shown in Fig. 14.12, the OTDR
operates by periodically launching narrow laser pulses into one end of a fiber under
test by using either a directional coupler or a circulator. The properties of the optical
fiber link then are determined by analyzing the amplitude and temporal characteristics
of the waveform of the reflected and back-scattered light. A typical OTDR consists of

Fig. 14.11 An eye-contour diagram gives a three-dimensional view of the BER
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Fig. 14.12 Operational principle of an OTDR using an optical circulator

a light source and receiver, data acquisition and processing modules, an information
storage unit for retaining data either in the internal memory or on an external disk,
and a display.

14.6.1 OTDR Trace Characterization

Figure 14.13 shows a typical trace as seen on the display screen of an OTDR. The
scale of the vertical axis is logarithmic and measures the returning (back-reflected)
signal in decibels. The horizontal axis denotes the distance between the instrument
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Fig. 14.13 Representative trace of backscattered and reflected optical power as displayed on an
OTDR screen and the meanings of various trace features; Note Points where there are connectors,
splices, fiber breaks, or other physical changes in the link are called “events”
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and the measurement point in the fiber. In addition to the trace, an OTDR can place
a number next to an event on the display and give a list of these numbers and their
corresponding measurement information in a table below the trace.

The backscattered waveform has four distinct features:

• A large initial pulse resulting from Fresnel reflection at the input end of the fiber
• A long decaying tail resulting from Rayleigh scattering in the reverse direction

as the input pulse travels along the fiber
• Abrupt shifts in the curve caused by optical loss at joints or connectors in the fiber

line
• Positive spikes arising from Fresnel reflection at the far end of the fiber, at fiber

joints, and at fiber imperfections.

Fresnel reflection and Rayleigh scattering principally produce the backscattered
light.Fresnel reflection occurs when light enters amedium having a different index of
refraction. For a glass–air interface, when light of power P0 is incident perpendicular
to the interface, the reflected power Pref is

Pref = P0

(
n f iber − nair

n f iber + nair

)2

(14.4)

where nfiber and nair are the refractive indices of the fiber core and air, respectively.
A perfect fiber end reflects about 4% of the power incident on it. However, because
fiber ends generally are not polished perfectly flat and perpendicularly to the fiber
axis, the reflected power tends to be much lower than the maximum possible value.
In particular, this is the case if an angle-polished connector (APC) is used.

The detection and measurement accuracy of an event depend on the SNR that an
OTDRcan achieve at that point. This is defined as the ratio between the back-reflected
signal and the noise level. TheSNRdepends on factors such as theOTDRpulsewidth,
how often the OTDR samples the signal, and the distance to the measurement point.

Two important performance parameters of an OTDR are dynamic range and
measurement range. Dynamic range is defined as the difference between the initial
backscatter power level at the front connector and the noise level peak at the far end
of the fiber. It is expressed in decibels of one-way fiber loss. Dynamic range provides
information on the maximum fiber loss that can be measured and denotes the time
required to measure a given fiber loss. A basic limitation of an OTDR is the tradeoff
between dynamic range and event location resolution. For high spatial resolution, the
pulse width has to be as small as possible. However, this reduces the signal-to-noise
ratio and thus lowers the dynamic range. Typical distance resolution values range
from 8 cm for a 10-ns pulse to 5 m for a 50 μs pulse.

Measurement range deals with how far away an OTDR can identify events in the
link, such as splice points, connection points, or fiber breaks. The maximum range
Rmax depends on the fiber attenuation α and on the pulsewidth, that is, on the dynamic
range DOTDR. If the attenuation is given in dB/km, then the maximum range in km is
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Rmax = DOT DR/α (14.5)

Example 14.3 Consider an OTDR that has a dynamic range of 36 dB. If a cable
installation engineer wants to use this instrument to characterize a fiber with an
0.5-dB/km attenuation, what is the maximum fiber range Rmax that can be tested?

Solution From Eq. (14.5) the maximum range is Rmax = DOTDR/α = 72 km.

14.6.2 Attenuation Measurements with an OTDR

Rayleigh scattering reflects light in all directions throughout the length of the fiber.
This factor is the dominant loss mechanism in most high-quality fibers. The optical
power that is Rayleigh-scattered in the reverse direction inside the fiber can be used
to determine attenuation.

The optical power at a distance x from the input coupler can be written as

P(x) = P(0)exp

⎡
⎣−

x∫
0

β(y)dy

⎤
⎦ (14.6)

Here, P(0) is the fiber input power and β(y) is the fiber loss coefficient in km–1,
whichmay be position-dependent; that is, the lossmay not be uniform along the fiber.
The parameter 2β can be measured in natural units called nepers, which are related
to the loss α(y) in decibels per kilometer through the relationship (see Appendix B)

β
(
km−1

) = 2β(nepers) = α(d B)

10 log e
= α(d B)

4.343
(14.7)

Under the assumption that the scattering is the same at all points along the optical
waveguide and is independent of the modal distribution, the power PR (x) scattered
in the reverse direction at the point x is

PR(x) = S P(x) (14.8)

Here, S is the fraction of the total power that is scattered in the backward direction
and trapped in the fiber. Thus the backscattered power from point x that is seen by
the OTDR photodetector is

PD(x) = PR(x)exp

⎡
⎣−

x∫
0

βR(y)dy

⎤
⎦ (14.9)
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where βR(y) is the loss coefficient for the reverse-scattered light. Because the modes
in the fiber excited by the backscattered light can be different from those launched
in the forward direction, the parameter βR (y) may be different from β(y).

Substituting Eqs. (14.7) and (14.8) into Eq. (14.9) yields

PD(x) = S P(0)exp

[
− 2α(x)x

10 log e

]
(14.10)

where the average attenuation coefficient α(x) of the forward and reverse losses is
defined as

α(x) = 1

2x

x∫
0

[α(y) + αR(y)]dy (14.11)

Using this equation, the average attenuation coefficient can be found from a data
trace such as the one shown in Fig. 14.13. For example, the average attenuation
between two points x1 and x2, where x1 > x2, is

α = −10
[
log PD(x2) − log PD(x1)

]
2(x2 − x1)

(14.12)

Example 14.4 An OTDR is used to measure the attenuation of a long length of
fiber. If the optical power level measured by the OTDR at the 8-km point is 0.5 of
the measured value at the 3-km point, what is the fiber attenuation?

Solution Eq. (14.12) can be expressed as

α =
10 log

[
PD(x2)
PD(x1)

]
2(x2 − x1)

= 10 log 0.5

2(8 − 3)
= 0.3 dB/km

Drill Problem 14.3 An OTDR is used to measure the attenuation of a 300-m
long plastic optical fiber. If the optical power level measured at the 300-m
point is 0.025 of the power measured at the 100-m point, show that the fiber
attenuation is 0.040 dB/m or 40 dB/km.

14.6.3 OTDR Dead Zone

The concept of a dead zone is another important OTDR specification. Dead zone is
the distance over which the photodetector in an OTDR is saturated momentarily after
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Fig. 14.14 Two specifications for dead zone are the event dead zone and the attenuation dead zone

it measures a strong reflection. As Fig. 14.14 shows, there are two specifications for
dead zone. An event dead zone specifies the minimum distance over which an OTDR
can detect a reflective event that follows another reflective event. Typically vendors
specify this as the distance between the start of a reflection and the −1.5-dB point
on the falling edge of the reflection. A short pulse width is used when measuring
the event dead zone. For example, a 30-ns pulse width would give a 3-m event dead
zone.

The attenuation dead zone indicates over what distance the photodetector in an
OTDR needs to recover following a reflective event before it is again able to detect a
splice. This means that the receiver has to recover to within 0.5 dB of the backscatter
value. Nominal attenuation dead zones range from 10 to 25 m.

Typically an OTDR dead zone is the same length as the distance that the optical
pulse covers in a fiber plus a fewmeters. ThusOTDRvendors have started employing
a special length of fiber called an optical pulse suppressor (OPS), which is inserted
between the OTDR and the fiber. The OPS moves the dead zone from the beginning
of the fiber under test to this special fiber. This can reduce the event dead zone to
about 1 m, so that anomalies occurring within a short distance, for example, within
the cabling system of a central office, may be detected and measured.

14.6.4 Locating Fiber Faults

To locate breaks and imperfections in an optical fiber, the fiber length L (and, hence,
the position of the break or fault) can be calculated from the time difference between
the pulses reflected from the front of the fiber and the event location. If this time
difference is t, then the length L is given by

L = ct

2n1
(14.13)
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where n1 is the core refractive index of the fiber. The number “2” in the denominator
accounts for the fact that light travels a length L from the source to the break point
and then another length L on the return trip back to the source.

Example 14.5 Consider a long optical fiber with a core refractive index n1 = 1.460.
Suppose that an engineer uses OTDR to locate a break in the fiber. If the break is
located 15 km away, what is the return time of an OTDR test pulse?

Solution Using Eq. (14.13) the return time is.

t = 2n1L

c
= 2(1.460)(15 km)

3 × 105 km/s
= 0.146ms

The fault-location accuracy dL of an OTDR can be found by differentiating
Eq. (14.13) to get

d L = c

2n1
dt (14.14)

Here dt is the accuracy to which the time difference between the original and
reflected pulses must be measured. For dL ≤ 0.5 m and with n1 = 1.480, it is
necessary to have.

dt = 2n1

c
d L ≤ 2(1.480)

3 × 108 m/s
(0.5) = 4.9 ns

To measure dt to this accuracy, the pulse width must be ≤ 0.5dt (because the
time difference is measured between the original and reflected pulse widths). Thus
a pulse width of 2.5 ns or less is needed to locate a fiber fault within 0.5 m of its true
position.

14.6.5 Measuring Optical Return Loss

Reflections of the light in a backward direction occur at various points in optical
links that use laser transmitters. This can occur at connectors, fiber ends, optical
coupler interfaces, and within the fiber itself due to Rayleigh scattering. The percent
of power reflected back from a particular point in a light path is called back reflection.
If it is not controlled, the back reflections can cause optical resonance in the laser
source and result in erratic operation and increased laser noise. In addition, the back
reflections can undergo multiple reflections in the transmission line and increase the
bit-error rate when they enter the receiver.

Therefore it is desirable to measure the optical return loss (ORL), which is the
percent of total reverse power in relation to total forward power at a particular point.
The ORL is expressed as a ratio of reflected power Pref to incident power Pinc
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ORL = 10 log(Pref/Pinc) (14.15)

One can use either anOTDRor anORLmeter tomeasure this parameter. Although
an OTDR can give precise reflectance values at individual events along a fiber trans-
mission path, it has a limitation in measuring the back reflections near and within
the OTDR dead zone. Because such an event can be a major contributor to ORL, it is
better to use a return loss meter. Such meters are available commercially as compact
handheld devices.

14.7 Optical Performance Monitoring

Modern communication networks have become an essential part of society with
applications ranging anywhere from simple web browsing to high-profile business
transactions. Due to the importance of these networks to everyday life, users have
come to expect the network to always be available and to function properly. To offer
services with an extremely high degree of reliability, operators need to have a means
tomonitor the health and status of all parts of their network continuously. In amodern
network this monitoring function is the performance management subset of a larger
set of network management functions. Basically the network health is assessed by
means of a continuous inline BER measurement. The information obtained from
this test is used to assure that the quality-of-service (QoS) requirements are met. In
addition, another standard network management function is fault monitoring, which
checks to see where and why a network failure has occurred or is about to take place.

Optical performance monitoring (OPM) adds to these standard network manage-
ment concepts by checking the status of elements in the physical layer to examine
the temporal behavior of the basic performance factors that affect the signal quality.
Dependingon the desired network control complexity and the systemcost constraints,
optical performance monitoring can range anywhere from simply checking the
optical power level of each WDM channel to a highly sophisticated system that
identifies the origins of a wide range of signal impairments and assesses their impact
on network performance [13–15].

First Sect. 14.7.1 gives an overview of generic network management functions to
show their relationship to OPM. Then Sect. 14.7.2 discusses management functions
defined by the ITU-T for the multiple wavelengths in the optical layer. These func-
tions are an extension of the standard SONET/ SDH procedures used for managing a
single wavelength. Next Sect. 14.7.3 describes three levels of monitoring functions
that can be carried through different categories of OPM. Sections 14.7.4 through
14.7.5 then give some general examples of OPM procedures. These include network
maintenance, faultmanagement, andOSNRmonitoring. Section 14.8 describes some
specific measurement methods.
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14.7.1 Network Management Systems and Functions

Once the hardware and software elements of an optical network have been installed
properly and integrated successfully, they need to be managed to ensure that the
required level of network performance is being met. In addition, the network devices
must be monitored to verify that they are configured properly and to ensure that
corporate policies regarding network use and security procedures are being followed.
This is carried out through network management, which is a service that uses a variety
of hardware and software tools, applications, and devices to assist human network
managers in monitoring and maintaining networks.

Figure 14.15 shows the components of a typical network management system and
their relationships. The network management console is a specialized workstation
that serves as the interface for the human network manager. There can be several
of these workstations that perform different functions in a network. From such a
console a network manager can view the health and status of the network to verify
that all devices are functioning properly, that they are configured correctly, and that
their application software is up to date. A network manager also can see how the
network is performing, for example, in terms of traffic loads and fault conditions. In
addition, the console allows control of the network resources.

The managed elements are network components, such as optical transmitters and
receivers, optical amplifiers, optical add/drop multiplexers (OADMs), and optical
crossconnects (OXCs). Each such device is monitored and controlled by its element
management system (EMS). Management software modules, called agents, residing
in a microprocessor within the elements continuously gather and compile informa-
tion on the status and performance of the managed devices. The agents store this

Network Management System (NMS)

Element Management System (EMS)
Network

management
console

Optical
network

OADM

Supervisory links

Managed 
elements

Transceivers TransceiversAmplifiers

Management 
information 
Base (MIB)

Fig. 14.15 Components of a typical network management system and their relationships
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information in a management information base (MIB), and then provide the data to
management entities within a network management system (NMS) that resides in the
management workstation. A MIB is a logical base of information that defines data
elements and their appropriate syntax and identifier, such as the fields in a database.
This information may be stored in tables, counters, or switch settings. The MIB
does not define how to collect or use data elements. It only specifies what the agent
should collect and how to organize these data elements so that other systems can
use them. The information transfer from the MIB to the NMS is done via a network
management protocol such as the widely used simple network management protocol
(SNMP).

When agents notice problems in the element they aremonitoring (for example, link
or component faults, wavelength drifts, reduction in optical power levels, or excessive
bit-error rates), they send alerts to the management entities. Upon receiving an alert,
themanagement entities can initiate one ormore actions such as operator notification,
event logging, system shutdown, or automatic attempts at fault isolation or repair.
The EMS also can query or poll the agents in the elements to check the status of
certain conditions or variables. This polling can be automatic or operator-initiated.
In addition, there are management proxies that provide management information on
behalf of devices that are not able to host an agent.

Network management functions can be classified into the five generic categories
listed in Table 14.6. These are performance, configuration, accounting, fault, and
security management.

Table 14.6 The purposes of five basic network management functions

Management function Purpose

Performance management Monitor and control parameters that are essential to the proper
operation of a network in order to guarantee a specific quality
of service to network users

Configuration management Monitor network setup information and network device
configurations to track and manage the effects on network
operation of the various hardware and software elements

Accounting management Measure network-utilization parameters so that individuals or
groups of users on the network can be regulated and billed for
services appropriately

Fault management Detect fault or degradation symptoms, determine the origin
and possible cause of faults, issues instructions on how to
resolve the fault

Security management Develop security policies, set up a network security
architecture, implement firewall and virus-protection software,
establish access-authentication procedures
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14.7.2 Optical Layer Management

To deal with standardized management functions in the optical layer, the ITU-T
defined a three-layer optical transport network (OTN) model in ITU-T Rec. G.709,
which also is referred to as the Digital Wrapper standard. Just as the SONET/SDH
standard enabled the management of single-wavelength optical networks using
equipment frommany different vendors, the G.709 standard enables the broad adop-
tion of technology formanagingmultiwavelength optical networks. The structure and
layers of the OTN closely parallel the path, line, and section sublayers of SONET.

The model is based on a client/server concept. The exchange of information
between processes running in two different devices connected through a network
may be characterized by a client/server interaction. The terms client and server
describe the functional roles of the elements in the network, as Fig. 14.16 illustrates.
The process or element that requests or receives information is called the client, and
the process or element that supplies the information is called the server.

Figure 14.17 illustrates the three-layer model for a simple link. Client signals such
as IP, Ethernet, or OC-N/STM-M are mapped from an electrical digital format into
an optical format in an optical channel (OCh) layer. The OCh deals with single wave-
length channels as end-to-end paths or as subnetwork connections between routing
nodes. The optical multiplex section (OMS) layer represents a link carrying groups
of wavelengths between multiplexing equipment or OADMs. The optical transport
section (OTS) layer relates to a link between two optical amplifiers. Figure 14.18
shows where these sections fit into a link.

The OCh is divided further into the three sublayers shown in Fig. 14.17: the
optical channel transport unit (OTU), the optical channel data unit (ODU), and the
optical channel payload unit (OPU). Each of these sublayers has specific functions
and associated overhead, which are as follows.

Fig. 14.16 The terms client and server describe the functional roles of communicating elements
in the network; here the browser is the client
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Fig. 14.17 Three-layer model for a simple link in an OTN and the three OCh sublayers
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Fig. 14.18 TheOMS layer represents a link carryingwavelengths betweenmultiplexers orOADMs;
the OTS layer relates to a link between two optical amplifiers

Optical channel payload unit The OPU frame structure contains the client signal
payload and the overhead necessary for mapping any client signal into the OPU.
Mapping of client signalsmay include rate adaptation of the client signal to a constant
bit-rate signal. Examples of common signals are IP, various forms of Ethernet,
Fibre Channel, and SONET/SDH. The three payload rates associated with the OPU
sublayer are 2.5, 10, and 40 Gb/s. These correspond to standard SONET/SDH data
rates (OC-48/STM-16, OC-192/STM-64, and OC-768/STM-256, respectively) but
may be used for any client signal.

Optical channel data unit The ODU is the structure used to transport the OPU.
The ODU consists of the OPU and the associated ODU overhead and provides path-
layer connectionmonitoring functions. TheODUoverhead contains information that
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enables maintenance and operation of optical channels. This information includes
maintenance signals, path monitoring, tandem connection monitoring, automatic
protection switching, and designation of fault type and location.

Optical channel transport unit The optical channel transport unit (OTU) contains
the ODU frame structure, the OTU overhead, and appended forward error correction
(FEC).TheOTUchanges the digital format of theODUinto a light signal for transport
over an optical channel. It also provides error detection and correction and section
layer connection monitoring functions.

14.7.3 Fundamental OPM Function

The fundamental function of optical performance monitoring is to examine the
temporal behavior of performance factors that may affect the health of an optical
signal. This process involves checking the operational status of elements in the phys-
ical layer and assessing the quality of the optical signals in each WDM channel.
OPM can be viewed by means of the following three layers.

Transport-layer monitoring deals with optical-domain characteristics that relate to
WDM channel management. This involves real-time examinations of factors such as
the presence of a channel, whether the wavelength has been registered by the system,
and the optical power level, spectral content, and OSNR of each WDM channel.

Optical signal monitoring examines the quality of each WDM channel. This
measurement function examines the signal quality features of an individual channel.
These features include the Q factor, the electronic SNR, and various eye-diagram
statistics such as openness and distortions resulting from dispersion or nonlinear
effects.

Protocol performancemonitoring deals with digital measurements such as the BER.
Themain factors thatOPM iswatching for are component faults and signal impair-

ments. Component faults can result from malfunctions or degradations of elements,
improperly installed or configured equipment, or damage to a network (such as a
backhoe digging up a cable or a storm destroying a fiber line). Signal impairments
can arise from many diverse factors. Among these are noises and transients from
optical amplifiers, chromatic and polarization-mode dispersions, nonlinear effects,
and timing jitter.

All these factors taken together present a big challenge to devising a comprehen-
sive OPM system. However, a single OPM system does not need to check all possible
degradation mechanisms. In fact, cost constraints prevent the deployment of such a
super-sophisticated performance monitoring procedure. In a practical network, the
simplest OPM systemmight monitor only the optical power levels of each channel at
a particular point in a WDM network. Advanced OPM systems will include using a
miniaturized spectrometer to control the outputs of devices such as optical amplifiers
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and variable optical attenuators. More complex OPM systems are needed in recon-
figurable networks to track the amount of accumulated dispersion on a per channel
basis, because the effect on system performance of this impairment will vary as the
network configuration changes.

14.7.4 OPM Architecture for Network Maintenance

An OPM taps off a small portion of the light signals in a fiber and separates
the wavelengths or scans them onto a detector or detector array. This enables the
measurement of individual channel powers, wavelength, and OSNR. These devices
have an important role in controlling DWDM networks. For example, as shown
in Fig. 14.19, most long-haul DWDM networks incorporate automated end-to-end
power-balancing algorithms that use a high-performanceOPM tomeasure the optical
power level of each wavelength at optical amplifiers and at the receiver and to adjust
the individual laser outputs at the transmitter. This information is exchangedbymeans
of a separate supervisory channel, which uses a wavelength that lies outside of the
signal spectrum but within the response band of the amplifier. In addition, manufac-
turers may embed an OPM function into dynamic elements such as an EDFA, an
OADM, or an OXC to provide feedback for active control of total output power and
to balance the power levels between channels. Other functions of an OPM include
determining if a particular channel is active, verifying whether wavelengths match
the specified channel plan, and checking whether optical power and OSNR levels
are sufficient to meet the QoS requirements.

An OPM may have the following operational characteristics:

• Measures absolute channel power to within ± 0.5 dBm
• Identifies channels without prior knowledge of the wavelength plan
• Makes full S-, C-, or L-band measurements in less than 0.5 s
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Fig. 14.19 DWDM networks might use an automated OPM to measure the light level of each
wavelength at various network points and to adjust the individual laser outputs at the transmitter
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• Measures center wavelength accuracy to better than ±50 pm
• Determines OSNR with a 35-dB dynamic range to a ±0.1-dB accuracy.

14.7.5 Detecting Network Faults

Faults in a network, such as physical cuts in a fiber transmission line or failure of a
circuit card or optical amplifier, can cause portions of a network to be inoperable.
Because network faults can result in system downtime or unacceptable network
degradation, fault management is one of the most widely implemented and essential
networkmanagement functions. As Fig. 14.20 illustrates, fault management involves
the following processes:

Network fault management system
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• View of network map
• Alarm surveillance
• Alarm correlation
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• Fault isolation
• Fault resolution

Alarm
log

Trouble ticket
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• Issuing trouble tickets
• Logging of
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Automatic
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Trouble 
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?

Fig. 14.20 Functions and interactions of a network fault management system
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• Detecting faults or degradation symptoms. This can be done with alarm surveil-
lance, which involves reporting alarms that may have different levels of severity
and indicating possible causes of these alarms. Fault management also provides
a summary of unresolved alarms and allows the network manager to retrieve and
view the alarm information from an alarm log.

• Determining the origin and possible cause of faults either automatically or through
the intervention of a network manager. To determine the location or origin of
faults, the management systemmight use fault-isolation techniques such as alarm
correlation from different parts of the network and diagnostic testing.

• After the faults are isolated, the system issues trouble tickets that indicate what the
problem is and possiblemeans of how to resolve the fault. These tickets go to either
a technician for manual intervention or an automatic fault-correction mechanism.
When the fault or degradation is corrected, this fact and the resolution method are
indicated on the trouble ticket, which then is stored in a database.

• After the problem has been fixed, the repair is operationally tested on all major
subsystems of the network. Operational testing involves requesting performance
tests, tracking the progress of these tests, and recording the results. The classes of
tests that might be performed include echo tests and connectivity examinations.

A basic factor in troubleshooting faults is to have a comprehensive physical and
logical map of the network. Ideally this map should be part of a software-based
management system that can show the network connectivity and the operational
status of the constituent elements of the network on a display screen. With such a
map, failed or degraded devices can be viewed easily and corrective action can be
taken immediately.

14.8 Optical Fiber Network Performance Testing

The evolution of optical fiber communication technology has resulted in highly
reliable telecom transmission systems for applications that include high-capacity
long-distance links and optical metro, access, and in-building networks. A wide
variety of communication protocols, data modulation formats, performance moni-
toring techniques, and performance testing methods have been devised to keep these
systems running smoothly and reliably. In terms of performance testing, the major
measurement methods include the bit-error rate (BER), the optical signal-to-noise
ratio (OSNR), the Q factor, timing jitter, and the optical modulation amplitude. This
section provides an overview of these techniques. Further extensive details can be
found in the literature [13–20].
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14.8.1 BER Measurements

The BER is an important performance quality indicator of a digital communication
link. Because BER is a statistical parameter, its value depends on the measurement
time and on the factors that cause the errors, such as signal dispersion, accumulated
excess noise, and timing jitter. When BERmeasurements are made, both the number
of misinterpreted bits and the total number of received bits are counted in a specific
time window �T, which is called the gating time. If the errors are due to Gaussian
noise in a relatively stable transmission link, then the BER does not fluctuate signif-
icantly over time, as is illustrated in Fig. 14.21a. In this case, a gating time window
in which about 100 errors occur is needed to ensure a statistically valid BER. When
bursts of errors occur, as shown in Fig. 14.21b, longer measurement times may be
needed to accumulate 100 errors in order for the test to be statistically accurate.

From Eq. (7.5) it follows that when Ne errors occur in a time window �T at a bit
rate B, then the BER is given by

Fig. 14.21 Sequence of bit periods with a a relatively stable BER and b a bursty BER
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B E R = Ne

B �T
(14.16)

Thus the gating time window needed to measure Ne = 100 errors is �T =
100/(BER × B). For high- speed communications greater than 1 Gb/s, the required
bit-error rate typically needs to be 10–12 or lower.

Example 14.6 A given 10-Gb/s link is designed to operate with a 10–12 BER. What
is the gating time window for accumulating 100 bit errors?

Solution From Eq. (14.16) the gating time is �T = 100/(BER × B) = 100/(10–12

× 1010) = 104 s ≈ 2.7 h.

However, a 10–12 BER level may be unacceptable for a 10-Gb/s data rate, so
even lower bit-error rates, such as 10–15, may be required to assure customers of
a high grade of service. To accumulate 100 errors for such a BER would require
over 100 days of measurement time. Because this is not practical, modern BER
measuring instruments add an extra precisely calibrated amount of noise into the
system, thereby accelerating the occurrence of errors. The extra noise decreases the
receiver threshold, which increases the probability of errors and thus greatly reduces
the gating time window. Although some accuracy is lost in this method, it reduces
the test times to minutes instead of hours or days.

Example 14.7 In a real communication system, network operators also are interested
in the frame error rate Pframe. If the total number of bits in a frame is k and Pe is the
BER, then the probability that no bit in the frame has an error is.

1 − Pframe = (1 − Pe)
k ≈ 1 − Pek (14.17)

where the approximation results from the condition that Pe � 1. If Pe = 10–12, what
is the frame-error rate for an Ethernet frame length of 1518 bytes?

Solution Because there are 8 bits per byte, this frame has 12,144 bits. From
Eq. (14.17) it follows that Pframe = Pe k = (10–12) × 12,144 = 1.2144 × 10–8.

14.8.2 OSNR Measurements

Measuring the SNR and its associated BER is straightforward for single-wavelength
links with no optical amplifiers. However, in multispan optically amplified DWDM
networks, the system performance is limited by the OSNR rather than by the optical
signal power that arrives at the receiver.Althoughone could demultiplex the incoming
DWDM traffic and then do BER estimates on each individual wavelength channel, an
optical spectrum measurement can be performed with an optical spectrum analyzer
(OSA) to derive the OSNR for each individual channel. The OSNR derived from
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the optical spectrum is an average-power, low-speed measurement, so it does not
give information about the effects of temporal impairments on channel performance.
However, because it can be correlated to the BER, the OSNR provides indirect BER
information for preliminary performance diagnosis of a multichannel system or for
giving advance warning of a possible BER degradation on a given DWDM channel.

As described in Sect. 11.5, the OSNR is given by

OSNR = Pave

PASE
(14.18)

or in decibels,

OSNR(dB) = 10 log
Pave

PASE
(14.19)

Example 14.8 Consider an optical signal level of −15 dBm (32 μW) arriving at a
pin optical receiver in a 10-Gb/s link. If the noise power is −34.5 dBm (0.35 μW),
what is the OSNR?

Solution From Eq. (14.18) it follows that OSNR = 32/0.35 = 91 or, in decibels,
OSNR(dB) = 10 log 91 = 19.6 dB.

The OSNR does not depend on factors such as the data format, pulse shape, or
optical filter bandwidth, but only on the average optical signal power Pave measured
by the OSA and on the average ASE noise power PASE. OSNR is a metric that can
be used for performance verification in the design and installation of networks, as
well as to check the health and status of individual optical channels. Sometimes an
optical filter is used to significantly reduce the total ASE noise seen by the receiver.
Typically such a filter has an optical bandwidth that is large compared to the signal,
so that it does not affect the signal, yet that is narrow compared to the bandwidth
associated with the ASE background. The ASE noise filter does not change the
OSNR. However, it reduces the total power in the ASE noise to avoid overloading
the receiver front end.

The IEC Standard 61280-2-9 defines the OSNR as the ratio of the signal power
at the peak of a channel to the noise power interpolated at the position of the peak.
This document defines OSNR by the following equation

OSNR = 10 log
Pi

Ni
+ 10 log

Bm

B0
(14.20)

where

• Pi is the optical signal power in watts in the ith channel,
• Ni is the interpolated value of the noise power in watts measured in the resolution

bandwidth Bm at the midchannel spacing point,
• Bm is the resolution bandwidth of the measurement,
• Bo is the reference optical bandwidth, which typically is chosen to be 0.1 nm.
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The second term in Eq. (14.20) is used to give an OSNR value that is independent
of the resolution bandwidthBm of the instrument. This allows a comparison of OSNR
results that may have been obtained with different OSA instruments. The IEC 61280-
2-9 standard also notes that in order to achieve an adequate OSNR measurement,
the wavelength measurement range of the OSA must be wide enough to include all
DWDM channels plus one-half of an ITU-T grid spacing at each end of the spectral
range. In addition, the resolution bandwidth must be wide enough to include the
entire signal power spectrum of each modulated channel because this has a direct
impact on the accuracy of the noise measurement.

14.8.3 Q Factor Estimation

As noted by Eq. (7.13), the probability of error Pe in a digital communication link
is related to the Q factor through the expression

Pe = B E R = 1

2
er f c

(
Q√
2

)
= 1

2

[
1 − er f

(
Q√
2

)]

≈ 1√
2π

1

Q
exp

(−Q2/2
)

(14.21)

Recall from Eq. (7.14) that Q is proportional to the power difference between the
logic 1 and 0 levels. Thus a simple way to examine the error probability versus the Q
factor is to vary Q by changing the optical power level at the receiver. For a clear eye
diagram, the decision threshold is midway between the 0 and 1 levels, and the noise
variance contributed by the receiver remains constant as the input power is varied.
These conditions generally hold for pin optical receivers where thermal noise in a
transimpedance amplifier is the dominant noise.

A different approach is needed when the eye pattern is distorted. In this case, the
eye-pattern mask technique described in Sect. 14.5.1 can be used to estimate system
performance. This is particularly useful in multispan optically amplified DWDM
networks in which the system performance is limited by the OSNR. When optical
amplifiers are used in a transmission link, the optical power level at the receiver
usually is high enough so that thermal noise and dark current noise can be neglected
compared to the signal-ASE noise and the ASE-ASE beat noise. For a distorted eye
pattern, the Q factor can be expressed as [20]

Q = 2R(A − B)Pave√
(G1A + G2)Be + √

(G1B + G2)Be
(14.22)

where G1 = 4R(q+R SASE)Pave and G2 = (SASE R)2(2Bo – Be). The dimensionless
parameters A and B are the upper and lower eye mask boundaries, respectively, as
illustrated in Fig. 14.9. Furthermore, Pave = (P1 + P2)/2,R is the responsively, SASE
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is the power spectral density of the ASE noise (see Sect. 11.4), Be is the receiver
electrical bandwidth, and Bo is the optical bandwidth, which usually is taken to be
0.1 nm.

ForOSNRvalues greater than about 15 dB, the signal-ASEnoise is the dominating
noise factor, so that the contributions from ASE-ASE beat noise and shot noise can
be neglected. In this case, the Q factor for a distorted eye pattern can be expressed
by the simplified relationship [20]

Q =
(√

A − √
B

)√
Pave√

SASE Be
=

(√
A − √

B
)

√
Be

√
O SN R (14.23)

where the relationship between Pave and OSNR is given by Eqs. (11.24) and (11.36).

Example 14.9 Consider an amplified transmission link for which the receiver Q
factor expression for a distorted eye pattern is given by Eq. (14.23) when OSNR >
15 dB. For an OSNR value of 16, compare the values of the Q factor when (a) there
is no eye closure penalty, that is, A = 1 and B = 0 and (b) with an eye closure penalty
that has A = 0.81 and B = 0.25.

Solution From Eq. (14.23) it follows that

(a) Q = 1 × 4√
Be

(b) Q = (0.9 − 0.5) × 4√
Be

= 0.4 × 4√
Be

.

14.8.4 OMA Measurement Method

Compared to long-haul lightwave networks, a different approachmust be takenwhen
testing optical Ethernet links that are based on the 10-Gb/s IEEE 802.3ae standard.
One reason is that the lasers used for long-haul links usually are high-quality devices
that operate with high extinction ratios. Therefore, in the long-haul case, to char-
acterize the sensitivity of an optical receiver to input signals, engineers simply can
use a slow responding power meter to measure the average optical signal power and
hence determine the BER.

In contrast, the need to reduce cost in optical Ethernet links means that often
one needs to use less expensive lasers that have lower extinction ratios but provide
adequate performance at 10-Gb/s in metro, access, and campus networks. In this
case, the low extinction ratio will result in the stressed (partially closed) eye shown
in Fig. 14.22, and an average optical powermeasurement does not give a good indica-
tion of receiver performance. Consequently, the traditional tests used to characterize
long-haul receivers need to be modified for 10-Gb/s optical Ethernet links. This
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Fig. 14.22 Definitions of measurement parameters for analyzing a stressed eye

requirement led to the concept of using an optical modulation amplitude (OMA)
method to measure the characteristics of a stressed eye.

The parameters formeasuring the stressed eye are shown in Fig. 14.22. Tomeasure
theOMA, a transmitter puts out a repetitive square-wavepattern of typically five1bits
and five 0 bits (…11111000001111100000…). The three key parameters derived
from this pattern at the receiver are:

• A logic 1 amplitude P1, which is taken from a histogram mean across the middle
bit of the run of 1 bits. Only the middle bit of each sequence of 1 bits is selected
so that the measured data points are far from any bit edge.

• A logic 0 amplitude P0, which is taken from a histogram mean across the middle
bit of the run of 0 bits when using the above repetitive square-wave pattern.

• A0 is the height of the eye opening.

The optical modulation amplitude is defined as the difference between the high
and low power levels:

OMA = P1−P0 (14.24)

The metric spelled out in the IEEE 802.3ae standard for characterizing optical
receivers is the vertical eye closure penalty (VECP). TheVECPmeasures the vertical
opening at the center 1%of the eye, which is given by the parameterA0, and compares
that value to the measured OMA value. Thus in decibels,

VECP = 10 log

(
OMA

A0

)
(14.25)
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Table 14.7 Some IEEE
802.3 receiver test
requirements

10G Ethernet type 10G-Base-S 10G-Base-L 10G-Base-E

Extinction ratio (dB) 3.0 3.5 3.0

VECP (dB) 3.5 2.2 2.7

Table 14.7 lists the stressed receiver extinction ratio and VECP requirements for
short-reach, long-reach, and extended-reach 10-Gb/s Ethernet receivers, which are
designated by 10G-Base-S, 10G-Base-L, and 10G-Base-E, respectively.More exten-
sive details on additional test parameters and methods are given in the IEEE802.3ae
standard.

14.8.5 Measurement of Timing Jitter

In digital communication systems, time jitter, also called timing jitter or simply jitter,
is defined as an instantaneous unintentional deviation in the ideal timing between
binary symbols. Basically jitter occurs when the transition from one symbol state
to the next state occurs earlier or later than the exact end of the bit time interval.
Many different factors can contribute to jitter, including random amplitude and noise
variations in a signal, periodic noise from switching power supplies, and charge
storage mechanisms in circuits and photonic components.

Timing jitter is an especially important issue for high-speed optical fiber transmis-
sion systems because pulses are spaced very close together. In this case, incorrect
interpretation of the edges of bit periods can lead to high BER values. In digital
transmission systems timing jitter can be random or deterministic. Random jitter is
caused by noises such as thermal and shot noises in the receiver, and fromASE noise
accumulated throughout the transmission link.Deterministic jitter arises frompattern
distorting effects due to factors such as chromatic dispersion, self-phase modulation,
and interchannel crosstalk.

For a bit sequence with a data rate B, a jittered waveform can be expressed as

Pjitter (t) = P

[
t + �ϕ(t)

2π B

]
= P[t + �t (t)] (14.26)

Here�ϕ(t) is the phase variation introducedby time jitter,which canbedesignated
in degrees or radians, and P(t) is the waveform in the absence of time jitter. The time
deviation �t, which is given by,

�t (t) = �ϕ(T )

2π B
(14.27)

can be expressed in a convenientmeasure called the unit interval (UI). This parameter
is the ratio between the time jitter and the bit period T = 1/B, and is given by
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�tU I = �ϕ(T )

2π
(14.28)

A number of different techniques can be used to measure jitter, including the
use of BER testers, sampling oscilloscopes, and jitter detectors. Instruments such
as a network performance analyzer have built-in highly accurate jitter measure-
ment capabilities that satisfy the jitter test conditions specified in the ITU-T O.172
Recommendation.

14.9 Summary

Numerous levels of measurement techniques have been developed for character-
izing the operational behavior of devices and fibers, for ensuring that the correct
components have been selected for a particular application, and for verifying that the
network is configured properly. In addition, various operational methods for perfor-
mancemonitoring are needed to verify that all the design and operating specifications
of an optical link are met when it is running.

Optical power measurement is the most basic function in fiber optic metrology.
However, this parameter is not a fixed quantity and can vary as a function of other
parameters such as time, distance along a link, wavelength, phase, and polarization.
Because optical power can vary with time, different instantaneous power level read-
ings are obtained depending on the exact instant when the measurement is made. The
two standard classes of power measurements are the peak power and the average
power. The peak power is the maximum power level in a pulse, which might be
sustained for only a very short time. The average power is a measure of the power
level averaged over a relatively long time period compared to the duration of an
individual pulse.

The use of an eye diagram is a traditional technique for quickly and intuitively
assessing the quality of a received signal. Modern BER measurement instruments
construct such eye diagrams by generating a pseudorandom pattern of ones and
zeros at a uniform rate but in a random manner. When the pulses in this pattern
are superimposed simultaneously, an eye pattern is formed on a display screen.
Interpretation of the characteristics of a distorted eye diagram is done by means of
mask testing. The operating software of most modern BER instruments has a wide
selection of built-in masks for different protocols. In addition, the instrument user
can key in custom masks for any application or to check the test results differently.

An optical time-domain reflectometer (OTDR) is a versatile portable instrument
that is used to evaluate the characteristics of an installed optical fiber link. In addition
to identifying and locating faults or anomalies within a link, this instrument measures
parameters such as fiber attenuation, length, optical connector, and splice losses, and
light reflectance levels.

To offer services with an extremely high degree of reliability, communication
network operators need to have a means to continuously monitor the health and
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status of all parts of their network. Basically the network health is assessed by means
of a continuous in-line BER measurement. The information obtained from this test
is used to assure that the quality-of-service (QoS) requirements are met. Another
standard network management function is fault monitoring, which checks to see
where and why a network failure has occurred or is about to take place.

Optical performance monitoring (OPM) adds to these standard network manage-
ment concepts by checking the status of elements in the physical layer to examine
the temporal behavior of the basic performance factors that affect signal quality.
Dependingon the desired network control complexity and the systemcost constraints,
optical performance monitoring can range anywhere from simply checking the
optical power level of each WDM channel to a highly sophisticated system that
identifies the origins of a wide range of signal impairments and assesses their impact
on network performance.

Problems

14.1 Consider the NRZ and RZ waveforms shown in Fig. 14.3. If the peak power
in each waveform is 0.5 mW, show that the average powers are 0.25 and
0.125 mW for the NRZ and RZ patterns, respectively.

14.2 An engineer wants to find the attenuation at 1310 nm of an 1895-m long
fiber. The only available instrument is a photodetector, which gives an output
reading in volts. Using this device in a cutback-attenuation setup, the engineer
measures an output of 3.31 V from the photodiode at the far end of the fiber.
After cutting the fiber 2 m from the source, the output voltage from the
photodetector now reads 3.78 V. Show that the attenuation of the fiber is
0.31 dB/km.

14.3 A field engineer has a 2400-m long optical cable that has connectors on
both ends. Using an insertion loss technique and an optical power meter, the
emerging optical power at the output end of the fiber is measured as 0.150
mW. If the power launched into the fiber is 0.65 mW, show that the cable
attenuation (including connectors) is 6.37 dB.

14.4 Suppose an optical network element with attached flyleads is inserted into the
link in Fig. 14.6a. Assume the flyleads are terminatedwith optical connectors.
Consider the case when the power at the photodetector prior to inserting the
component is P1 = 0.42 mW and the power level with the optical element in
the link is P2 = 0.35 mW. Show that the insertion loss of the network element
is 0.79 dB.

14.5 The optical power in a fiber at a distance x from the input end is given by
Eq. (14.6). By assuming that the loss coefficient is uniform along the fiber,
use this equation to derive Eq. (14.2).

14.6 Assuming that Rayleigh scattering is approximately isotropic (uniform in all
directions), show that the fraction S of scattered light trapped in a multimode
fiber in the backward direction is given by
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S = π(NA)2

4πn2
= 1

4

(
NA

n

)2

where NA is the fiber numerical aperture, n is the core refractive index, and
NA/n represents the half-angle of the cone of captured rays. If NA = 0.20
and n = 1.50, show that fraction of the scattered light that is recaptured by
the fiber in the reverse direction is S = 0.004.

14.7 Suppose a single-mode OTDR has a usable dynamic range of 30 dB.
Assuming typical fiber attenuation of 0.20 dB/km at 1550 nm and splices
every 2 km (loss of 0.1 dB per splice), show that such a unit will be able to
accurately certify distances of up to 120 km.

14.8 Three 5-km-long fibers have been spliced together in series and an OTDR
is used to measure the attenuation of the resultant fiber. The reduced data of
the OTDR display is shown in Fig. 14.23. (a) What are the attenuations in
decibels per kilometer of the three individual fibers? (b) What are the splice
losses in decibels? (c)What are some possible reasons for the large splice loss
occurring between the second and third fibers? [Answers: (a) Attenuations:
0.40 dB/km for fiber 1, 0.36 dB/km for fiber 2, and 0.59 dB/km for fiber 3;
(b) Splice losses: –0.5 dB for splice 1 and –2.0 dB for splice 2; (c) Large
splice losses could occur because of mismatched fiber geometries or poor
fiber end-face preparation.]

14.9 Let α be the attenuation of the forward-propagating light, αs the attenuation of
the backscattered light, and S the fraction of the total output power scattered in
the backward direction, as described in Eq. (14.8). Show that the backscatter
response of a rectangular pulse of width W from a point a distance L down
the fiber is

PS(L) = S
αS

α
P0e−2αL

(
1 − e−αW

)

Fig. 14.23 OTDR trace for
Problem 14.8
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when L ≥ W/2, and

PS(L) = S
αS

α
P0e−αW

(
1 − e−2αL

)
for 0 ≤ L ≤ W /2.

14.10 Using the expression given in Prob. 14.9 for the backscattered power PS (L)
from a rectangular pulse of width W, show that for very short pulse widths
the backscattered power is proportional to the pulse duration. Note: This is
the basis of operation of an OTDR.
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Appendix A
International Units and Physical Constants

International Units

Quantity Unit Symbol Dimensions

Length Meter m

Mass Kilogram kg

Time Second s

Temperature Kelvin K

Current Ampere A

Frequency Hertz Hz 1/s

Force Newton N (kg-m)/s2

Pressure Pascal Pa N/m2

Energy Joule J N·m

Power Watt W J/s

Electric charge Coulomb C A·s

Potential Volt V J/C

Conductance Siemens S A/V

Resistance Ohm � V/A

Capacitance Farad F C/V

Magnetic flux Weber Wb V·s

Magnetic induction Tesla T Wb/m2

Inductance Henry H Wb/A

Physical Constants

Constant Symbol Value (mks units)

Speed of light in vacuum c 2.99793 × 108 m/s

Electron charge q 1.60218 × 10−19 C

(continued)
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(continued)

Constant Symbol Value (mks units)

Planck’s constant h 6.6256 × 10−34 J·s

Boltzmann’s constant kB 1.38054 × 10−23 J/K

kBT/q at T = 300 K – 0.02586 eV

Permittivity of free space ε0 8.8542 × 10−12 F/m

Permeability of free space μ0 4π × 10−7 N/A2

Electron volt eV 1 eV = 1.60218 × 10−19 J

Angstrom unit Å 1 Å = 10−4 μm = 10−8 cm

Base of natural logarithm e 2.71828

Pi π 3.14159



Appendix B
Decibels

B.1 Definition

In designing and implementing an optical fiber link, it is of interest to establish,
measure, and/or interrelate the signal levels at the transmitter, at the receiver, at the
cable connection and splice points, at the input and output of a link component, and
in the cable. A convenient method for this is to reference the signal level either to
some absolute value or to a noise level. This is normally done in terms of a power
ratio measured in decibels (dB) defined as

Power ratio in dB = 10 log
P2
P1

(B.1)

where P1 and P2 are electric or optical powers.
The logarithmic nature of the decibel allows a large ratio to be expressed in

a fairly simple manner. Power levels differing by many orders of magnitude can
be compared easily when they are in decibel form. Some very helpful figures to
remember are given in Table B.1. For example, doubling the power means a 3-dB
gain (the power level increases by 3 dB), halving the power means a 3-dB loss (the
power level decreases by 3 dB), and power levels differing by factors of 10N or 10−N

have decibel differences of +10N dB and −10N dB, respectively.

Table B.1 Examples of decibel measures of power ratios

Power ratio 10N 10 2 1 0.5 0.1 10−N

dB +10N +10 +3 0 −3 −10 −10N
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Table B.2 Examples of dBm units (decibel measure of power relative to 1 mW)

Power (mW) 100 10 2 1 0.5 0.1 0.01 0.001

Value (dBm) +20 +10 +3 0 −3 −10 −20 −30

B.2 The dBm

The decibel is used to refer to ratios or relative units. For example, one can say that
a certain optical fiber has a 6-dB loss (the power level gets reduced by 75% in going
through the fiber) or that a particular connector has a 1-dB loss (the power level gets
reduced by 20% at the connector). However, the decibel gives no indication of the
absolute power level. One of the most common derived units for doing this in optical
fiber communications is the dBm. This is the decibel power level referred to 1 mW.
In this case, the power in dBm is an absolute value defined by

Power level = 10 log
P

1 mW
(B.2)

A useful relationship to remember is that 0 dBm= 1mW. Negative dBm numbers
designate power levels less than 1 mW, whereas positive dBm values indicate power
levels greater than 1 mW. Some examples are shown in Table B.2.

B.3 The Neper

The neper (N) is an alternative unit that is sometimes used instead of the decibel. If
P1 and P2 are two power levels, with P2 > P1, then the power ratio in nepers is given
as the natural (or naperian) logarithm of the power ratio:

Power ratio in nepers =
1

2
ln

P2
P1

(B.3)

where ln e = ln 2.71828 = 8.686.
To convert nepers to decibels, multiply the number of nepers by
20 log e = 8.686.
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Acronyms

AGC Automatic gain control

AM Amplitude modulation

ANSI American National Standards Institute

APD Avalanche photodiode

ARQ Automatic repeat request

ASE Amplified spontaneous emission

ASK Amplitude shift keying

ATM Asynchronous transfer mode

AWG Arrayed waveguide grating

BER Bit error rate

BH Buried heterostructure

BLSR Bidirectional line-switched ring

BPON Broadband PON

BS Base station

CAD Computer-aided design

CATV Cable TV

CNR Carrier-to-noise ratio

CO Central office

CRC Cyclic redundancy check

CRZ Chirped return-to-zero

CS Control station

CSO Composite second order

CTB Composite triple beat

(continued)
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(continued)

CW Continuous wave

CWDM Course wavelength division multiplexing

DBA Dynamic bandwidth assignment

DBR Distributed Bragg reflector

DCE Dynamic channel equalizer

DCF Dispersion compensating fiber

DCM Dispersion compensating module

DFA Doped-fiber amplifier

DFB Distributed feedback (laser)

DGD Differential group delay

DGE Dynamic gain equalizer

DPSK Differential phase-shift keying

DQPSK Differential quadrature phase-shift keying

DR Dynamic range

DS Digital system

DSF Dispersion-shifted fiber

DUT Device under test

DWDM Dense wavelength division multiplexing

DXC Digital cross-connect matrix

EAM Electro-absorption modulator

EDFA Erbium-doped fiber amplifier

EDWA Erbium-doped wave guide amplifier

EH Hybrid electric-magnetic mode

EHF Extremely high frequency (30-to-300 GHz)

EIA Electronics Industries Alliance

EM Electromagnetic

EMS Element management system

EO Electro-optical

EPON Ethernet PON

ER Extended reach

FBG Fiber Bragg grating

FDM Frequency division multiplexing

FEC Forward error correction

FM Frequency modulation

FOTP Fiber Optic Test Procedure

FP Fabry-Perot

FSK Frequency shift keying

(continued)
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(continued)

FSR Free spectral range

FTTH Fiber to the home

FTTP Fiber to the premises

FTTx Fiber to the x

FWHM Full-width half-maximum

FWM Four-wave mixing

GE-PON Gigabit Ethernet PON

GFF Gain-flattening filter

GPON Gigabit PON

GR Generic Requirement

GUI Graphical user interface

GVD Group velocity dispersion

HDLC High-Level Data Link Control

HE Hybrid magnetic-electric mode

HFC Hybrid fiber/coax

IEC International Electrotechnical Commission

IEEE Institute for Electrical and Electronic Engineers

ILD Injection laser diode

IM Intermodulation

IMD Intermodulation distortion

IM-DD Intensity-modulated direct-detection

IP Internet Protocol

ISI Intersymbol interference

ISO International Standards Organization

ITU International Telecommunications Union

ITU-T Telecommunication Sector of the ITU

LAN Local area network

LEA Large effective area

LED Light-emitting diode

LO Local oscillator

LP Linearly polarized

MAN Metro area network

MCVD Modified chemical vapor deposition

MEMS Micro electro-mechanical system

MFD Mode-field diameter

MIB Management information base

MQW Multiple quantum well

(continued)
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(continued)

MZI Mach-Zehnder interferometer

MZM Mach-Zehnder modulator

NA Numerical aperture

NF Noise figure

NIST National Institute of Standards and Technology

NMS Network management system

NPL National Physical Laboratory

NRZ Nonreturn-to-zero

NZDSF Non-zero dispersion-shifted fiber

O/E/O Optical-to-electrical-to-optical

OADM Optical add/drop multiplexer

OBS Optical burst switching

OC Optical carrier

ODU Optical channel data unit

OLS Optical label swapping

OLT Optical line terminal

OMA Optical modulation amplitude

OMI Optical modulation index

OMS Optical multiplex section

ONT Optical network terminal

ONU Optical network unit

OOK On-off keying

OPM Optical performance monitor

OPS Optical pulse suppressor

OPS Optical packet switching

OPU Optical channel payload unit

ORL Optical return loss

OSA Optical spectrum analyzer

OSI Open system interconnect

OSNR Optical signal-to-noise ratio

OST Optical standards tester

OTDM Optical time-division multiplexing

OTDR Optical time domain reflectometer

OTN Optical transport network

OTS Optical transport section

OTU Optical channel transport unit

OVPO Outside vapor-phase oxidation

(continued)
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(continued)

OXC Optical crossconnect

P2P Point-to-point

PBG Photonic bandgap fiber

PC Personal computer

PCE Power conversion efficiency

PCF Photonic crystal fiber

PCVD Plasma-activated chemical vapor deposition

PDF Probability density function

PDH Plesiochronous digital hierarchy

PDL Polarization-dependent loss

PHY Physical layer

pin (p-type)-intrinsic-(n-type)

PLL Phase-locked loop

PM Phase-modulation

PMD Polarization mode dispersion

PMMA Polymethylmethacrylate

POF Polymer (plastic) optical fiber

POH Path overhead

PON Passive optical network

POP Point of presence

PPP Point-to-point protocol

PRBS Pseudorandom binary sequence

PSK Phase shift keying

PTB Physikalisch-Technische Bundesanstalt

PVC Polyvinyl chloride

QCE Quantum conversion efficiency

QoS Quality of service

RAPD Reach-through avalanche photodiode

RC Resistance-capacitance

RF Radio-frequency

RFA Raman fiber amplifier

RIN Relative intensity noise

RIP Refractive index profile

rms Root mean square

ROADM Reconfigurable OADM

ROF Radio-over-fiber

RS Reed-Solomon

(continued)
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(continued)

RWA Routing and wavelength assignment

RZ Return-to-zero

SAM Separate-absorption-and-multiplication (APD)

SBS Stimulated Brillouin scattering

SCM Subcarrier modulation

SDH Synchronous digital hierarchy

SFDR Spur-free dynamic range

SFF Small-form-factor

SFP Small-form-factor (SFF) pluggable

SHF Super-high frequency (3-to-30 GHz)

SLED Superluminescent light emitting diode

SLM Single longitudinal mode

SNMP Simple network management protocol

SNR Signal-to-noise ratio

SOA Semiconductor optical amplifier

SONET Synchronous optical network

SOP State of polarization

SPE Synchronous payload envelope

SPM Self-phase modulation

SRS Stimulated Raman scattering

SSMF Standard single mode fiber

STM Synchronous transport module

STS Synchronous transport signal

SWP Spatial walk-off polarizer

TCP Transmission control protocol

TDFA Thulium-doped fiber amplifier

TDM Time-division multiplexing

TDMA Time-division multiple access

TE Transverse electric

TEC Thermoelectric cooler

TFF Thin-film filter

TIA Telecommunications Industry Association

TM Transverse magnetic

UHF Ultra-high frequency (0.3-to-3 GHz)

UI Unit interval

UPSR Unidirectional path-switched ring

VAD Vapor-phase axial deposition

(continued)
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(continued)

VCSEL Vertical-cavity surface-emitting laser

VECP Vertical eye-closure penalty

VFL Visual fault locator

VOA Variable optical attenuator

VSB Vestigial-sideband

WAN Wide area network

WDM Wavelength-division multiplexing

WRN Wavelength routed network

WSS Wavelength-selective switch

XPM Cross-phase modulation

YIG Yttrium iron garnet
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List of Important Roman Symbols

Symbol Definition

a Fiber radius

Aeff Effective area

B Bandwidth

Be Receiver electrical bandwidth

Bo Optical bandwidth

c Speed of light = 2.99793 × 108 m/s

Cj Detector junction capacitance

d Hole diameter in a PCF

D Dispersion

Dmat Material dispersion

Dn Electron diffusion coefficient

Dp Hole diffusion coefficient

Dwg Waveguide dispersion

DR Dynamic range

E Energy (E = hν)

E Electric field

Eg Bandgap energy

ELO Local oscillator field

f Frequency of a wave

F Finesse of a filter

F(M) Noise figure for APD with gain M

f(s) Probability density function

FEDFA EDFA noise figure

g Gain coefficient (Fabry-Perot cavity)
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(continued)

Symbol Definition

G Amplifier gain

gB Brillouin gain coefficient

h Planck’s constant = 6.6256 × 10−34 J-s = 4.14 eV-s

H Magnetic field

I Optical field intensity

iB Bias current

iD Photodetector bulk dark current

IDD Directly detected optical intensity

iM Multiplied photocurrent

ip Primary photocurrent

ip(t) Signal photocurrent

ith Threshold current
〈
i2s

〉
Mean-square signal current

〈
i2shot

〉
Mean-square shot-noise current

〈
i2dark

〉
Mean-square detector dark noise current

〈
i2th

〉
Mean-square thermal noise current

J Current density

Jth Threshold current density

k Wave propagation constant (k = 2π/λ)

K Stress intensity factor

kB Boltzmann’s constant = 1.38054 × 10−23 J/K

L Fiber length

Lc Connection loss

Ldisp Dispersion length

Leff Effective length

LF Fiber coupling loss

Li Intrinsic loss

Ln Electron diffusion length

Lp Hole diffusion length

Lperiod Soliton period

Lsplit Splitting loss

Ltap Tap loss

m Modulation index or Modulation depth

m Order of a grating

M Avalanche photodiode gain

M Number of modes

me Effective electron mass

(continued)
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(continued)

Symbol Definition

mh Effective hole mass

n Index of refraction

N Average number of electron-hole pairs

NA Numerical aperture

ni Intrinsic n-type carrier concentration

Nph Photon density

nsp Population inversion factor

P Optical power

P0(x) Probability distribution for a 0 pulse

P1(x) Probability distribution for a 1 pulse

Pamp,sat Amplifier saturation power

PASE ASE noise power

Pe Probability of error

pi Intrinsic p-type carrier concentration

Pin Incident optical power

PLO Local oscillator optical power

Ppeak Soliton peak power

PPx Power penalty for impairment x

Pref Reflected power

Psensitivity Receiver sensitivity

Pth SBS threshold power

q Electron charge = 1.60218 × 10−19 C

Q BER parameter

Q Q factor of a grating

R Bit rate or Data rate

R Reflectivity or Fresnel reflection

r Reflection coefficient

R Responsivity

RAPD APD responsivity

Rnr Nonradiative recombination rate

Rr Radiative recombination rate

Rsp Spontaneous emission rate

S(λ) Dispersion slope

T Period of a wave

T Absolute temperature

T10–90 10-to-90% rise time

Tb Bit interval, Bit period, or Bit time

(continued)
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(continued)

Symbol Definition

tGVD Rise time from GVD

trx Receiver rise time

tsys System rise time

V Mode V number



Appendix E
List of Important Greek Symbols

Symbol Definition

α Refractive index profile shape

α Optical fiber attenuation

α Laser linewidth enhancement factor

αs(λ) Photon absorption coefficient at a wavelength λ

β Mode propagation factor

β3 Third-order dispersion

� Optical field confinement factor

� Core-cladding index difference

�L Array waveguide path difference

�νB Brillouin linewidth

�νopt Optical bandwidth

η Light coupling efficiency

η Quantum efficiency

ηext External quantum efficiency

ηint Internal quantum efficiency

θA Acceptance angle

λ Wavelength

� Period of a grating

� Hole spacing or pitch of a PCF

λB Bragg wavelength

λc Cutoff wavelength

ν Frequency

σdark Detector dark noise current variance

σs Signal current variance
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(continued)

Symbol Definition

σshot Shot noise current variance

σT Thermal noise current variance

σwg Waveguide-induced pulse spreading

τ Carrier lifetime

τph Photon lifetime

ϕ Phase of a wave

ϕc Critical angle

F Photon flux
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