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Preface

Logic appears in a “sacred” and in a “profane” form; the sacred form is dominant in
proof theory, the profane form in model theory. The phenomenon is not unfamiliar,
one also observes this dichotomy in other areas, e.g. set theory and recursion the-
ory. Some early catastrophes, such as the discovery of the set theoretical paradoxes
(Cantor, Russell), or the definability paradoxes (Richard, Berry), make us treat a
subject for some time with the utmost awe and diffidence. Sooner or later, how-
ever, people start to treat the matter in a more free and easy way. Being raised in
the “sacred” tradition, my first encounter with the profane tradition was something
like a culture shock. Hartley Rogers introduced me to a more relaxed world of logic
by his example of teaching recursion theory to mathematicians as if it were just an
ordinary course in, say, linear algebra or algebraic topology. In the course of time
I have come to accept this viewpoint as the didactically sound one: before going
into esoteric niceties one should develop a certain feeling for the subject and obtain
a reasonable amount of plain working knowledge. For this reason this introductory
text sets out in the profane vein and tends towards the sacred only at the end.

The present book has developed from courses given at the Mathematics Depart-
ment of Utrecht University. The experience drawn from these courses and the re-
action of the participants suggested strongly that one should not practice and teach
logic in isolation. As soon as possible examples from everyday mathematics should
be introduced; indeed, first-order logic finds a rich field of applications in the study
of groups, rings, partially ordered sets, etc.

The role of logic in mathematics and computer science is twofold—a tool for
applications in both areas, and a technique for laying the foundations. The latter
role will be neglected here, we will concentrate on the daily matters of formalized
(or formalizable) science. Indeed, I have opted for a practical approach—I will cover
the basics of proof techniques and semantics, and then go on to topics that are less
abstract. Experience has taught us that the natural deduction technique of Gentzen
lends itself best to an introduction; it is close enough to actual informal reasoning
to enable students to devise proofs by themselves. Hardly any artificial tricks are
involved, and at the end there is the pleasing discovery that the system has striking
structural properties; in particular it perfectly suits the constructive interpretation of
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logic and it allows normal forms. The latter topic has been added to this edition in
view of its importance in theoretical computer science. In Chap. 4 we already have
enough technical power to obtain some of the traditional and (even today) surprising
model theoretic results.

The book is written for beginners without knowledge of more advanced topics;
no esoteric set theory or recursion theory is required. The basic ingredients are natu-
ral deduction and semantics, and the latter is presented in constructive and classical
form.

In Chap. 6 intuitionistic logic is treated on the basis of natural deduction without
the rule of reductio ad absurdum, and of Kripke semantics. Intuitionistic logic has
gradually freed itself from the image of eccentricity and now it is recognized for its
usefulness in e.g. topos theory and type theory; hence its inclusion in an introduc-
tory text is fully justified. The chapter on normalization has been added for the same
reasons; normalization plays an important role in certain parts of computer science.
Traditionally normalization (and cut elimination) belong to proof theory, but grad-
ually applications in other areas have been introduced. In Chap. 7 we consider only
weak normalization, and a number of easy applications are given.

Various people have contributed to the shaping of the text at one time or another;
Dana Scott, Jane Bridge, Henk Barendregt and Jeff Zucker have been most helpful
for the preparation of the first edition. Since then many colleagues and students
have spotted mistakes and suggested improvements; this edition benefited from the
remarks of Eleanor McDonnell, A. Scedrov and Karst Koymans. To all of these
critics and advisers I am grateful. Progress has dictated that the traditional typewriter
should be replaced by more modern devices; this book has been redone in IATEX by
Addie Dekker and my wife, Doke. Addie led the way with the first three sections
of Chap. 2 and Doke finished the rest of the manuscript; I am indebted to both of
them, especially to Doke who found time and courage to master the secrets of the
IATEX trade. Thanks go to Leen Kievit for putting together the derivations and for
adding the finer touches required for a I&TEX manuscript. Paul Taylor’s macro for
proof trees has been used for the natural deduction derivations.

June 1994 Dirk van Dalen

The conversion to TgX has introduced a number of typos that are corrected in
the present new printing. Many readers have been kind enough to send me their col-
lection of misprints, and I am grateful to them for their help. In particular I want
to thank Jan Smith, Vincenzo Scianna, A. Ursini, Mohammad Ardeshir and Nori-
hiro Kamide. Here in Utrecht my logic classes have been very helpful; in particular
Marko Hollenberg, who taught part of a course, has provided me with useful com-
ments. Thanks go to them too.

I have used the occasion to incorporate a few improvements. The definition of
“subformula” has been streamlined—together with the notion of positive and neg-
ative occurrence. There is also a small addendum on “induction on the rank of a
formula”.

January 1997 Dirk van Dalen
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At the request of users I have added a chapter on the incompleteness of arithmetic. It
makes the book more self-contained, and adds useful information on basic recursion
theory and arithmetic. The coding of formal arithmetic makes use of the exponen-
tial; this is not the most efficient coding, but for the heart of the argument that is not
of the utmost importance. In order to avoid extra work the formal system of arith-
metic contains the exponential. As the proof technique of the book is that of natural
deduction, the coding of the notion of derivability is also based on it. There are of
course many other approaches. The reader is encouraged to consult the literature.

The material of this chapter is by and large that of a course given in Utrecht in
1993. Students have been most helpful in commenting on the presentation, and in
preparing TgX versions. W. Dean has kindly pointed out some more corrections in
the old text.

The final text has benefited from the comments and criticism of a number of
colleagues and students. I am grateful for the advice of Lev Beklemishev, John
Kuiper, Craig Smoryniski and Albert Visser. Thanks are due to Xander Schrijen,
whose valuable assistance helped to overcome the TEX problems.

May 2003 Dirk van Dalen

A number of corrections have been provided by Tony Hurkens; furthermore, I am
indebted to him and Harold Hodes for pointing out that the definition of “free for”
was in need of improvement. Sjoerd Zwart found a nasty typo that had escaped me
and all (or most) readers.

April 2008 Dirk van Dalen

To the fifth edition a new section on ultraproducts has been added. The topic has a
long history and it presents an elegant and instructive approach to the role of models
in logic.

Again I have received comments and suggestions from readers. It is a pleasure
to thank Diego Barreiro, Victor Krivtsov, Einam Livnat, Thomas Opfer, Masahiko
Rokuyama, Katsuhiko Sano, Patrick Skevik and Iskender Tasdelen.

2012 Dirk van Dalen
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Chapter 1
Introduction

Without adopting one of the various views advocated in the foundations of mathe-
matics, we may agree that mathematicians need and use a language, if only for the
communication of their results and their problems. While mathematicians have been
claiming the greatest possible exactness for their methods, they have been less sen-
sitive as to their means of communication. It is well known that Leibniz proposed
to put the practice of mathematical communication and mathematical reasoning on
a firm base; it was, however, not before the nineteenth century that those enterprises
were (more) successfully undertaken by G. Frege and G. Peano. No matter how
ingeniously and rigorously Frege, Russell, Hilbert, Bernays and others developed
mathematical logic, it was only in the second half of this century that logic and its
language showed any features of interest to the general mathematician. The sophis-
ticated results of Godel were of course immediately appreciated, but for a long time
they remained technical highlights without practical use. Even Tarski’s result on the
decidability of elementary algebra and geometry had to bide its time before any
applications turned up.

Nowadays the applications of logic to algebra, analysis, topology, etc. are nu-
merous and well recognized. It seems strange that quite a number of simple facts,
within the grasp of any student, were overlooked for such a long time. It is not pos-
sible to give proper credit to all those who opened up this new territory. Any list
would inevitably show the preferences of the author, and neglect some fields and
persons.

Let us note that mathematics has a fairly regular, canonical way of formulating
its material, partly by its nature, partly under the influence of strong schools, like
the one of Bourbaki. Furthermore the crisis at the beginning of this century has
forced mathematicians to pay attention to the finer details of their language and to
their assumptions concerning the nature and the extent of the mathematical universe.
This attention started to pay off when it was discovered that there was in some cases
a close connection between classes of mathematical structures and their syntactical
description. Here is an example:

It is well known that a subset of a group G which is closed under multiplication
and inverse, is a group; however, a subset of an algebraically closed field F which

D. van Dalen, Logic and Structure, Universitext, DOI 10.1007/978-1-4471-4558-5_1, 1
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is closed under sum, product, minus and inverse, is in general not an algebraically
closed field. This phenomenon is an instance of something quite general: an axioma-
tizable class of structures is axiomatized by a set of universal sentences (of the form
Vxi, ..., Xx,@, with ¢ quantifier free) iff it is closed under substructures. If we check
the axioms of group theory we see that indeed all axioms are universal, while not all
the axioms of the theory of algebraically closed fields are universal. The latter fact
could of course be accidental, it could be the case that we were not clever enough to
discover a universal axiomatization of the class of algebraically closed fields. The
above theorem of Tarski and Los tells us, however, that it is impossible to find such
an axiomatization!

The point of interest is that for some properties of a class of structures we have
simple syntactic criteria. We can, so to speak, read the behavior of the real mathe-
matical world (in some simple cases) from its syntactic description.

There are numerous examples of the same kind, e.g. Lyndon’s theorem: an axiom-
atizable class of structures is closed under homomorphisms iff it can be axiomatized
by a set of positive sentences (i.e. sentences which, in prenex normal form with the
open part in disjunctive normal form, do not contain negations).

The most basic and at the same time monumental example of such a connec-
tion between syntactical notions and the mathematical universe is of course Godel’s
completeness theorem, which tells us that provability in the familiar formal systems
is extensionally identical with #ruth in all structures. That is to say, although prov-
ability and truth are totally different notions (the first is combinatorial in nature, the
latter set theoretical), they determine the same class of sentences: ¢ is provable iff
@ is true in all structures.

Given the fact that the study of logic involves a great deal of syntactical toil, we
will set out by presenting an efficient machinery for dealing with syntax. We use the
technique of inductive definitions and as a consequence we are rather inclined to see
trees wherever possible; in particular we prefer natural deduction in the tree form to
the linear versions that are here and there in use.

One of the amazing phenomena in the development of the foundations of math-
ematics is the discovery that the language of mathematics itself can be studied by
mathematical means. This is far from a futile play: Godel’s incompleteness theo-
rems, for instance, lean heavily on a mathematical analysis of the language of arith-
metic, and the work of Godel and Cohen in the field of the independence proofs
in set theory requires a thorough knowledge of the mathematics of mathematical
language. Set theory remains beyond the scope of this book, but a simple approach
to the incompleteness of arithmetic has been included. We will aim at a thorough
treatment, in the hope that the reader will realize that all these things which he sus-
pects to be trivial, but cannot see why, are perfectly amenable to proof. It may help
the reader to think of himself as a computer with great mechanical capabilities, but
with no creative insight, in those cases where he is puzzled because “why should
we prove something so utterly evident”! On the other hand the reader should keep
in mind that he is not a computer and that, certainly when he gets beyond Chap. 3,
certain details should be recognized as trivial.
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For the actual practice of mathematics predicate logic is doubtlessly the perfect
tool, since it allows us to handle individuals. All the same we start this book with an
exposition of propositional logic. There are various reasons for this choice.

In the first place propositional logic offers in miniature the problems that we
meet in predicate logic, but there the additional difficulties obscure some of the rele-
vant features; e.g. the completeness theorem for propositional logic already uses the
concept of “maximal consistent set”, but without the complications of the Henkin
axioms.

In the second place there are a number of truly propositional matters that would
be difficult to treat in a chapter on predicate logic without creating a impression of
discontinuity that borders on chaos. Finally it seems a matter of sound pedagogy
to let propositional logic precede predicate logic. The beginner can, in a simple
context, get used to the proof theoretical, algebraic and model theoretic skills that
would be overbearing in a first encounter with predicate logic.

All that has been said about the role of logic in mathematics can be repeated for
computer science; the importance of syntactical aspects is even more pronounced
than in mathematics, but it does not stop there. The literature of theoretical com-
puter science abounds with logical systems, completeness proofs and the like. In
the context of type theory (typed lambda calculus) intuitionistic logic has gained an
important role, whereas the technique of normalization has become a staple diet for
computer scientists.



Chapter 2
Propositional Logic

2.1 Propositions and Connectives

Traditionally, logic is said to be the art (or study) of reasoning; so in order to describe
logic in this tradition, we have to know what “reasoning” is. According to some
traditional views reasoning consists of the building of chains of linguistic entities
by means of a certain relation ... follows from ...”, a view which is good enough
for our present purpose. The linguistic entities occurring in this kind of reasoning
are taken to be senfences, i.e. entities that express a complete thought, or state of
affairs. We call those sentences declarative. This means that, from the point of view
of natural language, our class of acceptable linguistic objects is rather restricted.

Fortunately this class is wide enough when viewed from the mathematician’s
point of view. So far logic has been able to get along pretty well under this restric-
tion. True, one cannot deal with questions, or imperative statements, but the role
of these entities is negligible in pure mathematics. I must make an exception for
performative statements, which play an important role in programming; think of
instructions as “goto, if ... then, else ...”, etc. For reasons given below, we will,
however, leave them out of consideration.

The sentences we have in mind are of the kind “27 is a square number”, “every
positive integer is the sum of four squares”, “there is only one empty set”. A com-
mon feature of all those declarative sentences is the possibility of assigning them
a truth value, frue or false. We do not require the actual determination of the truth
value in concrete cases, such as for instance Goldbach’s conjecture or Riemann’s
hypothesis. It suffices that we can “in principle” assign a truth value.

Our so-called two-valued logic is based on the assumption that every sentence is
either true or false; it is the cornerstone of the practice of truth tables.

Some sentences are minimal in the sense that there is no proper part which is also
asentence, e.g. 5 € {0, 1,2, 5,7}, or 242 = 5; others can be taken apart into smaller
parts, e.g. “c is rational or c is irrational” (where ¢ is some constant). Conversely,
we can build larger sentences from smaller ones by using connectives. We know
many connectives in natural language; the following list is by no means meant to be
exhaustive: and, or, not, if ... then ..., but, since, as, for, although, neither ... nor

D. van Dalen, Logic and Structure, Universitext, DOI 10.1007/978-1-4471-4558-5_2, 5
© Springer-Verlag London 2013


http://dx.doi.org/10.1007/978-1-4471-4558-5_2

6 2 Propositional Logic

... . In ordinary discourse, and also in informal mathematics, one uses these con-
nectives incessantly; however, in formal mathematics we will economize somewhat
on the connectives we admit. This is mainly for reason of exactness. Compare, for
example, the following two sentences: “x is irrational, but it is not algebraic”, “Max
is a Marxist, but he is not humorless”. In the second statement we may discover a
suggestion of some contrast, as if we should be surprised that Max is not humorless.
In the first case such a surprise cannot be so easily imagined (unless, e.g. one has
just read that almost all irrationals are algebraic); without changing the meaning one
can transform this statement into “r is irrational and s is not algebraic”. So why
use (in a formal text) a formulation that carries vague, emotional undertones? For
these and other reasons (e.g. of economy) we stick in logic to a limited number of
connectives, in particular those that have shown themselves to be useful in the daily
routine of formulating and proving.

Note, however, that even here ambiguities loom. Each of the connectives already
has one or more meanings in natural language. We will give some examples:

John drove on and hit a pedestrian.

John hit a pedestrian and drove on.

If I open the window then we’ll have fresh air.
If I open the window then 1 + 3 =4.

If 1 + 2 =4, then we’ll have fresh air.

John is working or he is at home.

Euclid was a Greek or a mathematician.

N kE LD~

From 1 and 2 we conclude that “and” may have an ordering function in time. Not
so in mathematics; “mr is irrational and 5 is positive” simply means that both parts
are the case. Time just does not play a role in formal mathematics. We could not
very well say “m was neither algebraic nor transcendent before 1882”. What we
would want to say is “before 1882 it was unknown whether = was algebraic or
transcendent”.

In examples 3—5 we consider the implication. Example 3 will be generally ac-
cepted, it displays a feature that we have come to accept as inherent to implication:
there is a relation between the premise and conclusion. This feature is lacking in
examples 4 and 5. Nonetheless we will allow cases such as 4 and 5 in mathematics.
There are various reasons to do so. One is the consideration that meaning should be
left out of syntactical considerations. Otherwise syntax would become unwieldy and
we would run into an esoteric practice of exceptional cases. This general implica-
tion, in use in mathematics, is called material implication. Some other implications
have been studied under the names of strict implication, relevant implication, etc.

Finally 6 and 7 demonstrate the use of “or”. We tend to accept 6 and to reject 7.
One mostly thinks of “or” as something exclusive. In 6 we more or less expect John
not to work at home, while 7 is unusual in the sense that we as a rule do not use “or”
when we could actually use “and”. Also, we normally hesitate to use a disjunction
if we already know which of the two parts is the case, e.g. “32 is a prime or 32 is
not a prime” will be considered artificial (to say the least) by most of us, since we
already know that 32 is not a prime. Yet mathematics freely uses such superfluous
disjunctions, for example “2 > 2” (which stands for “2 > 2 or 2 = 2”).
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In order to provide mathematics with a precise language we will create an arti-
ficial, formal language, which will lend itself to mathematical treatment. First we
will define a language for propositional logic, i.e. the logic which deals only with
propositions (sentences, statements). Later we will extend our treatment to a logic
which also takes properties of individuals into account.

The process of formalization of propositional logic consists of two stages:
(1) present a formal language, (2) specify a procedure for obtaining valid or true
propositions.

We will first describe the language, using the technique of inductive definitions.
The procedure is quite simple: First give the smallest propositions, which are not
decomposable into smaller propositions; next describe how composite propositions
are constructed out of already given propositions.

Definition 2.1.1 The language of propositional logic has an alphabet consisting of

(i) proposition symbols: po, p1, p2, ...,
(ii) connectives: A,V,—,—, <, L,
(iii) auxiliary symbols: (,).

The connectives carry traditional names:

A —and — conjunction

V —or — disjunction

— —if..., then... —implication

— —not — negation

< —iff — equivalence, bi-implication
1 —falsity — falsum, absurdum

The proposition symbols and L stand for the indecomposable propositions,
which we call atoms, or atomic propositions.

Definition 2.1.2 The set PROP of propositions is the smallest set X with the prop-
erties

(i) pieX@ieN), LeX,

(i) o, v eX=(@AY), (V) (9> V), (¢ ¥) €X,
(i) p € X = (—¢p) € X.

The clauses describe exactly the possible ways of building propositions. In order
to simplify clause (ii) we write ¢, ¥ € X = (pU¢) € X, where U is one of the
connectives A, V, —, <>.

A warning to the reader is in order here. We have used Greek letters ¢, ¥ in the
definition; are they propositions? Clearly we did not intend them to be so, as we want
only those strings of symbols obtained by combining symbols of the alphabet in a
correct way. Evidently no Greek letters come in at all! The explanation is that ¢ and
Y are used as variables for propositions. Since we want to study logic, we must use
a language in which to discuss it. As a rule this language is plain, everyday English.
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We call the language used to discuss logic our meta-language and ¢ and  are meta-
variables for propositions. We could do without meta-variables by handling (ii) and
(iii) verbally: if two propositions are given, then a new proposition is obtained by
placing the connective A between them and by adding brackets in front and at the
end, etc. This verbal version should suffice to convince the reader of the advantage
of the mathematical machinery.

Note that we have added a rather unusual connective, L. It is unusual in the
sense that it does not connect anything. Logical constant would be a better name.
For uniformity we stick to our present usage. L is added for convenience; one could
very well do without it, but it has certain advantages. One may note that there is
something lacking, namely a symbol for the true proposition; we will indeed add
another symbol, T, as an abbreviation for the “true” proposition.

Examples

(p7— po), ((LV p32) A (—p2)) € PROP,
p1 < p7, ==L, ((= A EPROP.

It is easy to show that something belongs to PROP (just carry out the construction
according to Definition 2.1.2); it is somewhat harder to show that something does
not belong to PROP. We will do one example:

—— 1 ¢ PROP.

Suppose —— L e X and X satisfies (i), (ii), (iii) of Definition 2.1.2. We claim that
Y = X — {—— 1} also satisfies (i), (ii) and (iii). Since L, p; € X, also L, p; € Y.
If o, €7, then ¢,y € X. Since X satisfies (ii) (¢Uy) € X. From the form of
the expressions it is clear that (pUy) £ —— L (look at the brackets), so (pJy) €
X — {—— 1} =Y. Likewise one shows that Y satisfies (iii). Hence X is not the
smallest set satisfying (i), (ii) and (iii), so —— _L cannot belong to PROP.

Properties of propositions are established by an inductive procedure analogous
to Definition 2.1.2: first deal with the atoms, and then go from the parts to the com-
posite propositions. This is made precise in the following theorem.

Theorem 2.1.3 (Induction Principle) Let A be a property, then A(p) holds for all
¢ € PROP if

(1) A(pi),foralli,and A(L),
(i) A(p), A(W) = A((pU¥)),
(i) A(p) = A((—¢)).

Proof Let X = {¢ € PROP | A(¢)}, then X satisfies (i), (ii) and (iii) of Defini-
tion 2.1.2. So PROP C X, i.e. for all ¢ € PROP A(gp) holds. O

We call an application of Theorem 2.1.3 a proof by induction on ¢. The reader
will note an obvious similarity between the above theorem and the principle of com-
plete induction in arithmetic.
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The above procedure for obtaining all propositions, and for proving properties of
propositions is elegant and perspicuous; there is another approach, however, which
has its own advantages (in particular for coding): Consider propositions as the result
of a linear step-by-step construction. For example ((—po) —_L) is constructed by
assembling it from its basic parts by using previously constructed parts: pg... L
...(=po)...((—=po) —L). This is formalized as follows.

Definition 2.1.4 A sequence ¢y, ..., ¢, is called a formation sequence of ¢ if
¢n = ¢ and for all i <n ¢; is atomic, or

@i = (p;0¢y) for certain j, k <i, or

@i = (—¢;) forcertain j <i.

Observe that in this definition we are considering strings ¢ of symbols from the
given alphabet; this mildly abuses our notational convention.

Examples L, py, p3, (L Vp2), (—=(L Vvp2)), (—=p3) and p3, (—p3) are both forma-
tion sequences of (—p3). Note that formation sequences may contain “garbage”.

We now give some trivial examples of proof by induction. In practice we actually
only verify the clauses of the proof by induction and leave the conclusion to the
reader.

1. Each proposition has an even number of brackets.

Proof

(i) Each atom has 0 brackets and 0 is even.
(ii) Suppose ¢ and i have 2n, resp. 2m brackets, then (¢UOv) has 2(n +m + 1)
brackets.
(iii) Suppose ¢ has 2n brackets, then (—¢) has 2(n + 1) brackets. O

2. Each proposition has a formation sequence.

Proof

(i) If ¢ is an atom, then the sequence consisting of just ¢ is a formation sequence
of ¢.

(i) Let ¢, ..., ¢, and ¥y, ..., ¥, be formation sequences of ¢ and i, then one
easily sees that ¢, ..., ¢n, Y0,..., ¥m, (@,00%,) is a formation sequence of
(Uy).

(iii) This is left to the reader. Il

We can improve on 2.

Theorem 2.1.5 PROP is the set of all expressions having formation sequences.
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Proof Let F be the set of all expressions (i.e. strings of symbols) having formation
sequences. We have shown above that PROP C F.

Let ¢ have a formation sequence ¢y, ..., ¢,, we show ¢ € PROP by induction
onn.

n =0:¢ = ¢o and by definition ¢ is atomic, so ¢ € PROP.

Suppose that all expressions with formation sequences of length m < n are in
PROP. By definition ¢, = (¢;0g;) for i, j <n, or ¢, = (—¢;) for i < n, or g,
is atomic. In the first case ¢; and ¢; have formation sequences of length i, j < n,
so by the induction hypothesis ¢;, ¢; € PROP. As PROP satisfies the clauses of
Definition 2.1.2, also (¢;Ug;) € PROP. Treat negation likewise. The atomic case is
trivial. Conclusion F € PROP. [l

Theorem 2.1.5 is in a sense a justification of the definition of formation sequence.
It also enables us to establish properties of propositions by ordinary induction on the
length of formation sequences.

In arithmetic one often defines functions by recursion, e.g. exponentiation is
defined by x° =1 and x¥*! = x¥ - x, or the factorial function by 0! = 1 and
x+DI=x!-x+1).

The justification is rather immediate: each value is obtained by using the preced-
ing values (for positive arguments). There is an analogous principle in our syntax.

Example The number b(¢) of brackets of ¢, can be defined as follows:

b(p) =0 for ¢ atomic,
b((pU)) = b(p) +b(Y) + 2,
b((—¢p)) =b(p) +2.

The value of b(¢) can be computed by successively computing b(yr) for its sub-
formulas .

We can give this kind of definition for all sets that are defined by induction. The
principle of “definition by recursion” takes the form of “there is a unique function
such that ...”. The reader should keep in mind that the basic idea is that one can
“compute” the function value for a composition in a prescribed way from the func-
tion values of the composing parts.

The general principle behind this practice is laid down in the following theorem.

Theorem 2.1.6 (Definition by Recursion) Let mappings Hm : A> — A and
H-: A — A be given and let Hy; be a mapping from the set of atoms into A, then
there exists exactly one mapping F : PROP — A such that

F(p) = Hy (p)  for ¢ atomic,
F((eO¥)) = Ho(F(p), F(¥)),
F((—=¢)) = H-(F(p)).

In concrete applications it is usually rather easily seen to be a correct principle.
However, in general one has to prove the existence of a unique function satisfying
the above equations. The proof is left as an exercise, cf. Exercise 11.
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Here are some examples of definition by recursion.

1. The (parsing) tree of a proposition ¢ is defined by

T(p) = +¢ for atomic ¢
T ((pUy)) = NDV/)
T(p) TW)

T((—¢) = I (—¢)

T (p)
Examples
T((p1 = (L V(=p3))); T(=(=(p1 A (=p1))))
(p1 = (L V (=p3))) (=(=(p1 A (=p1))))
(LV (=ps)) (=(p1 A (=p1)))
" (-ps) (01 A (=p1))
h
(=p1)
ps3 P1
P1

A simpler way to exhibit the trees consists of listing the atoms at the bottom, and
indicating the connectives at the nodes.

— -
V AN
T(p1) - T(p2) :
D1
1 D1
b3 P1
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2. The rank r(¢) of a proposition ¢ is defined by

r(p) =0 for atomic ¢,
r((py)) = max(r(p), r(¥)) + 1,
r((=p)) =r(p) + 1.

We now use the technique of definition by recursion to define the notion of subfor-
mula.

Definition 2.1.7 The set of subformulas Sub(y) is given by

Sub(p) = {¢p} for atomic ¢

Sub(p10gr) = Sub(p1) U Sub(g2) U {1 Oes}
Sub(—¢) = Sub(p) U {—¢}.

We say that ¢ is a subformula of ¢ if ¥ € Sub(p).

Examples p; is a subformula of ((p7 V (—p2)) = p1); (p1 — 1) is a subformula
of (((p2 V (p1 A po)) < (p1 —L1)).

Notational Convention In order to simplify our notation we will economize on
brackets. We will always discard the outermost brackets and we will discard brack-
ets in the case of negations. Furthermore we will use the convention that A and Vv
bind more strongly than — and <> (cf. - and + in arithmetic), and that — binds more
strongly than the other connectives.

Examples
—p Ve stands for ((—¢) V @),
—(———pA L) stands for (=((—(=(=@))A 1)),
oVY — @ stands for ((¢p V ¥) — ¢),

©—> @V (¥ — x) stands for (p — (¢ V (¥ — x))).
Warning Note that those abbreviations are, properly speaking, not propositions.

In the proposition (p; — p1) only one atom is used to define it; however it is used
twice and it occurs at two places. For some purpose it is convenient to distinguish
between formulas and formula occurrences. Now the definition of subformula does
not tell us what an occurrence of ¢ in ¥ is, we have to add some information. One
way to indicate an occurrence of ¢ is to give its place in the tree of v, e.g. an
occurrence of a formula in a given formula V is a pair (¢, k), where k is a node
in the tree of 1. One might even code k as a sequence of 0’s and 1’s, where we
associate to each node the following sequence: ( ) (the empty sequence) to the top
node, (so, ..., Sy—1,0) to the left immediate descendant of the node with sequence
(s0,...,8p—1) and (sg,...,S,—1,1) to the second immediate descendant of it (if
there is one). We will not be overly formal in handling occurrences of formulas (or
symbols, for that matter), but it is important that it can be done.
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The introduction of the rank function above is not a mere illustration of the “def-
inition by recursion”, it also allows us to prove facts about propositions by means
of plain complete induction (or mathematical induction). We have, so to speak, re-
duced the tree structure to that of the straight line of natural numbers. Note that
other “measures” will do just as well, e.g. the number of symbols. For completeness
we will spell out the Rank-Induction Principle:

Theorem 2.1.8 (Rank-Induction Principle) If for all ¢ [A(Y) for all ¥ with rank
less than r (p)] = A(p), then A(p) holds for all ¢ € PROP.

Let us show that induction on ¢ and induction on the rank of ¢ are equivalent.!

First we introduce a convenient notation for the rank induction: write ¢ < ¥
(p 2y) forr(p) <r(¥) (r(e) =r(y)). So V¢ < 9A(y) stands for “A(yr) holds
for all ¥ with rank at most r(¢)”.

The Rank-Induction Principle now reads

Yo(VY <9 A(Y) = Alp)) = Vo A(p)

We will now show that the rank-induction principle follows from the induction prin-
ciple. Let

Yo(VY < 9 A(Y) = A(p)) 2.1)

be given. In order to show Yp A(¢) we will indulge in a bit of induction loading. Put
B(p) :=V¢¥ < pA(Y). Now show Yo B(p) by induction on ¢.

1. For atomic ¢ V¢ < ¢ A(v) is vacuously true, hence by (2.1) A(¢) holds. There-
fore A(yr) holds for all ¢ with rank < 0. So B(¢).

2. ¢ = ¢1Ugy. Induction hypothesis: B(¢1), B(¢2). Let p be any proposition
with r(p) = r(¢) = n + 1 (for a suitable n). We have to show that p and
all propositions with rank less than n + 1 have the property A. Since r(¢) =
max(r(¢1), r(¢2)) + 1, one of ¢; and ¢, has rank n—say ¢;. Now pick an ar-
bitrary ¢ with r(¢) < n, then ¥ < ¢;. Therefore, by B(¢1), A(¥). This shows
that Vi < pA(Y), so by (2.1) A(p) holds. This shows B(gp).

3. ¢ = —¢y. Similar argument.

An application of the induction principle yields Vo B(¢), and as a consequence
Yo A(p).

Conversely, the rank-induction principle implies the induction principle. We as-
sume the premises of the induction principle. In order to apply the rank-induction
principle we have to show (2.1). Now pick an arbitrary ¢; there are three cases:

1. ¢ atomic. Then (2.1) holds trivially.

2. ¢ = ¢1Ug,. Then ¢1, @2 < ¢ (see Exercise 6). Our assumption is Vi < ¢ A(Y),
so A(p1) and A(¢y). Therefore A(p).

3. ¢ = —¢y. Similar argument.

This establishes (2.1). So by rank induction we get Vo A(p).

I'The reader may skip this proof at first reading. He will do well to apply induction on rank naively.
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Exercises
1. Give formation sequences of

(mp2— (p3 VvV (p1 < p2))) A—p3,
(p7 =~ L)< ((pa A—p2) = p1),
(((p1 = p2) = p1) = p2) = p1.

2. Show that ((— ¢ PROP.
3. Show that the relation “is a subformula of™ is transitive.
4. Let ¢ be a subformula of ¢. Show that ¢ occurs in each formation sequence of
v.
5. If ¢ occurs in a shortest formation sequence of ¥ then ¢ is a subformula of .
6. Let r be the rank function.
(a) Show that r(¢) < number of occurrences of connectives of ¢.
(b) Give examples of ¢ such that < or = holds in (a).
(c) Find the rank of the propositions in Exercise 1.
(d) Show that r(¢) < r(y) if ¢ is a proper subformula of .
7. (a) Determine the trees of the propositions in Exercise 1.
(b) Determine the propositions with the following trees.

- -

1 Po P1 P1 P1

8. Let #(T (¢)) be the number of nodes of T (¢). By the “number of connectives
in ¢” we mean the number of occurrences of connectives in ¢. (In general #(A)
stands for the number of elements of a (finite) set A.)

(a) If ¢ does not contain L, show: number of connectives of ¢ + number of
atoms of ¢ <#(T (¢)).
(b) #(sub(p)) <#(T'(¢)).
(c) A branch of a tree is a maximal linearly ordered set.
The length of a branch is the number of its nodes minus one. Show that
(@) is the length of a longest branch in T (¢).
(d) Let ¢ not contain L. Show: the number of connectives in ¢ + the number
of atoms of ¢ < 2@+ _ 1.
9. Show that a proposition with n connectives has at most 2n + 1 subformulas.
10. Show that for PROP we have a unique decomposition theorem: for each non-
atomic proposition o either there are two propositions ¢ and v such that
o = Uy, or there is a proposition ¢ such that o = —g.
11. (a) Give an inductive definition of the function F, defined by recursion on
PROP from the functions H,;, H, H-, as a set F* of pairs.
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(b) Formulate and prove for F* the induction principle.

(¢) Prove that F'* is indeed a function on PROP.

(d) Prove that it is the unique function on PROP satisfying the recursion equa-
tions.

2.2 Semantics

The task of interpreting propositional logic is simplified by the fact that the entities
considered have a simple structure. The propositions are built up from rough blocks
by adding connectives.

The simplest parts (atoms) are of the form “grass is green”, “Mary likes Goethe”,
“6 — 3 =27, which are simply true or false. We extend this assignment of truth val-
ues to composite propositions, by reflection on the meaning of the logical connec-
tives.

Let us agree to use 1 and O instead of “true” and “false”. The problem we are
faced with is how to interpret @1y, —¢, given the truth values of ¢ and .

We will illustrate the solution by considering the in-out table for Messrs. Smith
and Jones.

Conjunction A visitor who wants to see both Smith and Jones wants the table to be
in the position shown here, i.e.

n | out .. [ .
- “Smith is in” A “Jones is in” is true iff
Smith | x e . R
Smith is in” is true and “Jones is in” is true.
Jones | x

We write v(p) = 1 (resp. 0) for “p is true” (resp. false). Then the above con-
sideration can be stated as v(p A ¥) =1 iff v(p) =v(¥) =1, or v(p A ) =
min(v(g), v(¥)).

One can also write it in the form of a truth table:

A0 1
0|00
1101

One reads the truth table as follows: the first argument is taken from the leftmost
column and the second argument is taken from the top row.

Disjunction If a visitor wants to see one of the partners, no matter which one, he
wants the table to be in one of the positions

in | out in | out in | out
Smith | x Smith X Smith | x
Jones X Jones X Jones | x

In the last case he can make a choice, but that is no problem; he wants to see at
least one of the gentlemen, no matter which one.
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In our notation, the interpretation of V is given by
vipviy)=1 iff v(p)=1 or v(p)=1.

Shorter: v(¢ V ¥) = max(v(p), v(¥)).
In truth table form:

v |0
001
11

Negation The visitor who is solely interested in our Smith will state that “Smith is
not in” if the table is in the position:

in | out
Smith X

So “Smith is not in” is true if “Smith is in” is false. We write this as v(—¢) =1
iff v(p) =0, or v(—=¢) =1 —v(p).
In truth table form:

01
1|0

Implication Our legendary visitor has been informed that “Jones is in if Smith is
in”. Now he can at least predict the following positions of the table:

in | out in | out
Smith | x Smith X
Jones | X Jones X

If the table is in the position

in | out
Smith | x
Jones X

then he knows that the information was false.
The remaining case,

in | out
Smith X
Jones | x

cannot be dealt with in such a simple way. There evidently is no reason to consider
the information false, rather “not very helpful”, or “irrelevant”. However, we have
committed ourselves to the position that each statement is true or false, so we decide
to call “If Smith is in, then Jones is in” true also in this particular case. The reader
should realize that we have made a deliberate choice here; a choice that will prove a
happy one in view of the elegance of the system that results. There is no compelling
reason, however, to stick to the notion of implication that we just introduced. Various
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other notions have been studied in the literature; for mathematical purposes our
notion (also called “material implication”) is, however, perfectly suitable.

Note that there is just one case in which an implication is false (see the truth
table below), and one should keep this observation in mind for future application —
it helps to cut down calculations.

In our notation the interpretation of implication is given by v(¢ — ¥) = 0 iff
v(p)=1and v(yy) =0.

Its truth table is:

—
0
1

OSI—= |

1

Equivalence If our visitor knows that “Smith is in if and only if Jones is in”,
then he knows that they are either both in, or both out. Hence v(p < ¢) =1 iff
v(p) =v(¥).

The truth table of <> is:

<~ 0 1
0 1 0
1 0 1

Falsum An absurdity, such as “0 # 07, “some odd numbers are even”, “I am not
myself”, cannot be true. So we put v(L) =0.

Strictly speaking we should add one more truth table, i.e. the table for T, the
opposite of falsum.

Verum This symbol stands for a manifestly true proposition such as 1 = 1; we put
v(T) =1 for all v.

We collect the foregoing in the following definition.

Definition 2.2.1 A mapping v : PROP — {0, 1} is a valuation if

v(p AY) = min(v(p), v(¥)),
v(p V) =max(v(e), v(¥)),
vie—>Y)=0 < v(p)=1landv(¥)=0,
vpeyY)=1 < v =v{),
v(—p) =1—-v(p)
v(l)=0.

If a valuation is only given for atoms then it is, by virtue of the definition by
recursion, possible to extend it to all propositions. Hence we get the following.

Theorem 2.2.2 [f v is a mapping from the atoms into {0, 1}, satisfying v(L) =0,
then there exists a unique valuation [-]y, such that [¢], = v(@) for atomic ¢.
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It has become common practice to denote valuations as defined above by [¢], so
we will adopt this notation. Since [-] is completely determined by its values on the
atoms, [¢] is often denoted by [¢],. Whenever there is no confusion we will delete
the index v.

Theorem 2.2.2 tells us that each of the mappings v and [-],, determines the other
one uniquely, therefore we also call v a valuation (or an atomic valuation, if neces-
sary). From this theorem it appears that there are many valuations (cf. Exercise 4).

It is also obvious that the value [¢], of ¢ under v only depends on the values of
v on its atomic subformulas.

Lemma 2.2.3 Ifv(p;) = V' (p;) for all p; occurring in ¢, then [¢]y = [¢] -
Proof An easy induction on ¢. O

An important subset of PROP is that of all propositions ¢ which are always true,
i.e. true under all valuations.

Definition 2.2.4

(i) ¢ is a tautology if [¢], = 1 for all valuations v.
(i1) = @ stands for “g is a tautology”.
(iii) Let I be a set of propositions, then I" |= ¢ iff for all v: ([y], = 1 for all

Wef)i[[w]]u:l-

In words: I = ¢ holds iff ¢ is true under all valuations that make all ¢ in I”
true. We say that ¢ is a semantical consequence of I". We write I" f= @ if I’ = ¢ is
not the case.

Convention ¢i, ..., o, = ¥ stands for {¢1,..., 0.} E V.

Note that “[¢], = 1 for all v is another way of saying “[¢] = 1 for all valua-
tions”.

Examples
) Fe—>9, Eo—0, EoVy oy Ve,
i) o, v EeAY;, o,0>YEY;, o>, - E—o.

One often has to substitute propositions for subformulas; it turns out to be suffi-
cient to define substitution for atoms only.

We write ¢[y/ p;] for the proposition obtained by replacing all occurrences of p;
in ¢ by Y. As a matter of fact, substitution of v for p; defines a mapping of PROP
into PROP, which can be given by recursion (on ¢).

Definition 2.2.5

o _Je ifgatomicand ¢ # p;
(P[W/Pt]—{w ifo— p;
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(o102 [/ pil = @1 ¥/ pi10¢2 [V / pi]
=¥/ pil = —ol¥/ pil.

The following theorem spells out the basic property of the substitution of equiv-
alent propositions.

Theorem 2.2.6 (Substitution Theorem) If = ¢1 < @2, then = ¥le1/p] <
Ylw2/pl, where p is an atom.

The substitution theorem is actually a consequence of a slightly stronger one.

Lemma 2.2.7 [¢; < @2y < [Vle1/p] < ¥le2/pl]y and = (91 < ¢2) —
Wle1/pl < Yle2/p)).

Proof Induction on 1. We only have to consider [¢; <> ¢2], = 1 (why?).

e 1 atomic. If ¥ = p, then ¥ [¢;/p] = ¢; and the result follows immediately. If
¥ # p, then Ylgi/pl= ., and [¥[1/p]l < ¥ie2/pllv =¥ < ¥]o = L.

e Y = ¥10y». Induction hypothesis: [ [¢1/p1]ly = [¥ilg2/pl]v. Now the value
of [(¥10Ov2)[wi/pllv = [¥1lei/ p10V2[@i/ pl]v is uniquely determined by its

parts [ [¢:/ pl]v, hence [(¥10v2) @1/ pllo = [(¥10¥2) 92/ plo-
o 1y = —rq. Left to the reader.

The proof of the second part essentially uses the fact that = ¢ — ¢ iff
[e]v < [¥]v for all v (cf. Exercise 6). O
The proof of the substitution theorem now immediately follows. g

The substitution theorem says in plain English that parts may be replaced by
equivalent parts.

There are various techniques for testing tautologies. One such (rather slow) tech-
nique uses truth tables. We give one example:

(p=>Vv)o Y = —9)

o v o —e Y o=V Yoo (9> Y) o (Y > )
0 0 1 1 1 1 1
0 1 1 0 1 1 1
1 0 0 1 0 0 1
11 0 0 1 1 1

The last column consists of 1’s only. Since, by Lemma 2.2.3 only the values of ¢
and ¥ are relevant, we had to check 22 cases. If there are n (atomic) parts we need
2" lines.

One can compress the above table a bit, by writing it in the following form:
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o = ¥ < ¥ = -9

—_—— O O
-0 = O

1
1
1
1

S = O =
—_— O = =
O O ==

1
1
0
1

Let us make one more remark about the role of the two O-ary connectives,
1 and T. Clearly, = T < (L—_L1), so we can define T from L. On the other
hand, we cannot define L from T and —; we note that from T we can never get
anything but a proposition equivalent to T by using A, VvV, —, but from L we can
generate L and T by applying A, Vv, —.

Exercises

1. Check by the truth table method which of the following propositions are tautolo-
gies:
@ (me VY)Y — o),
®) o= (¥ —>0)—> (¢ = ¢) > (p > 0))),
©) (¢ = —p) < g,
(d) —(¢ — —o),
© (p—> W —>0) < (pAy)—>o),
() @ Vv =@ (principle of the excluded third),
(&) Lo (9 A ),
(h) L— ¢ (ex falso sequitur quodlibet).
2. Show
@) ¢E=e,
(b) g =y and ¥ Fo =g o,
© Fe—yYvooEY.
3. Determine ¢[—po — p3/pol for ¢ = p1 A po — (po = p3); ¢ = (p3 <> po) V

(p2 — —po).
4. Show that there are 280 valuations.

5. Show

[o An¥]v=1¢lv- [¥]0,
lo vl =lelo + [¥]v —[e]v - [¥]o,
[o = ¥]v=1-1l¢lv + el - [¥]0.
[o < v]v=1—1lelv — [V]ul-

- Show [p — ¥Jv =1 [ < [V]o-

@)}

2.3 Some Properties of Propositional Logic

On the basis of the previous sections we can already prove a lot of theorems about
propositional logic. One of the earliest discoveries in modern propositional logic
was its similarity with algebras.
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Following Boole, an extensive study of the algebraic properties was made by a
number of logicians. The purely algebraic aspects have since then been studied in
Boolean algebra.

We will just mention a few of those algebraic laws.

Theorem 2.3.1 The following propositions are tautologies:

(V) VooV vo) (pAY)AT <A AO)
associativity
pVY oY Ve Ay oY A
commutativity
eV no)>(@Vy)nlpvo) oA Vo) (@AY)V(pno)
distributivity
(V) o—pr=y —(@AY) o —o VY
De Morgan’s laws
PNV (AN el
idempotency
72

double negation law

Proof Check the truth tables or do a little computation. For example, De Morgan’s
law: [V )] =1&pvy]=0s[¢]=[¥]=0«[]=[-¥]=1«
[~ A=y =1
So [=(¢ v )] = [-~¢ A =] for all valuations, i.e. == (¢ V ) <> =@ A =Y.
The remaining tautologies are left to the reader. U

In order to apply the previous theorem in “logical calculations” we need a few
more equivalences. This is demonstrated in the simple equivalence = ¢ A (¢ V
Y¥) < ¢ (an exercise for the reader). For, by the distributive law =@ A (¢ V ) <
(ere)VAYy)and E(@A@) V(9 AY) <@V (¢ AY), by idempotency and
the substitution theorem. So =@ A (¢ V ¥) <> ¢ V (¢ A ¥). Another application of
the distributive law will bring us back to start, so just applying the above laws will
not eliminate !

Therefore, we list a few more convenient properties.

Lemma 2.3.2 If =¢ — V, then

EoAYy <@ and
FeVvy <y

Proof By Exercise 6 of Sect. 2.2 = ¢ — ¢ implies [¢], < [¥], for all v. So

[[‘l/i A Y]y =min([@]v, [¥]v) = [¢]v and [o v ¥y = max([e]v. [¥]v) = [¥]v fODr
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Lemma 2.3.3

@ Fo=FEoAy o,
b Fo=F—9oVvy <y,
© ElLVvy <y,

d ETAY <.

Proof Left to the reader. O

The following theorem establishes some equivalences involving various connec-
tives. It tells us that we can “define” up to logical equivalence all connectives in
terms of {V, =}, or {—, =}, or {A, =}, or {—, L}

That is, we can find e.g. a proposition involving only Vv and —, which is equivalent
to ¢ < ¥, etc.

Theorem 2.3.4

@ F@eov)<o@=>v)AW — ),
b) El@p—=> ) < (—e V),

© FEeVvy <o (—p—>v),

d EoVy < (g A—y),

© EoAd < —(-p V),

) E—p<(p—>1),

@ EleopA—g.

Proof Compute the truth values of the left-hand and right-hand sides. g

We now have enough material to handle logic as if it were algebra. For conve-
nience we write ¢ X i for =@ < V.

Lemma 2.3.5 = is an equivalence relation on PROP, i.e.
(reflexivity),

pr
ey = YR (symmetry),
pxYyandy~o = @=o (transitivity).

Proof Use = ¢ < ¢ iff o], = [¥], for all v. O

We give some examples of algebraic computations, which establish a chain of
equivalences.
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L Elpg—>W—o)lelpny —>ol,
o—> W —>o)x—-pV@—o0), (Theorem 2.3.4(b))
V(@ >o0)x -9V (=¥ Vo), (Theorem 2.3.4(b)and Subst. Thm.)
—pV (Y Vo)X (mpV oY) Vo, (ass)
(—meVvV-Y)Vor—-(pAY) Vo, (De Morgan and Subst. Thm.)
—(pAY)Vo=x(pAY)— o, (Theorem 2.3.4(b))
Sop—> (Y —>o)= (@A) > o.

We now leave out the references to the facts used, and make one long string. We
just calculate until we reach a tautology.
2. El@—=>9) e (Y ——e),
Y D DR YN DY RY NV R DoV R —> Y
3. Fe—=> W —o9),
P> >RV (Y V)R (T Vo)V Y.

We have seen that v and A are associative, therefore we adopt the convention,
also used in algebra, to delete brackets in iterated disjunctions and conjunctions; i.e.
we write @1 V @2 V @3 V @4, etc. This is all right, since no matter how we restore
(syntactically correctly) the brackets, the resulting formula is determined uniquely
up to equivalence.

Have we introduced all connectives so far? Obviously not. We can easily invent
new ones. Here is a famous one, introduced by Sheffer: ¢ |1 stands for “not both ¢
and . More precise: |y is given by the following truth table:

Sheffer stroke

[ T0]1
011
1[1]0

Let us say that an n-ary logical connective $ is defined by its truth table, or by its
valuation function, if [$(p1, ..., p.)] = f([pi]. -- ., [px]) for some function f.

Although we can apparently introduce many new connectives in this way, there
are no surprises in stock for us, as all of those connectives are definable in terms of
Vv and —.

Theorem 2.3.6 For each n-ary connective $ defined by its valuation function,
there is a proposition t, containing only pi, ..., pn, V and —, such that =t <

$(p1,..., pn)-

Proof Induction on n. For n = 1 there are 4 possible connectives with truth tables

$; $2 $3 $4
010 0 1 010 0 1
1 0 1 1 1 1 1 0

One easily checks that the propositions =(p vV —=p), p V —p, p and —p will meet
the requirements.
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Suppose that for all n-ary connectives propositions have been found.
Consider $(p1, - .., pu, Pnt+1) With truth table:

Pt DP2---Pn Putt S(p1....s Pns Poy1)
0 0 0 0 i
0 1 15)

0 1
o1 1
0o .

1
.......................................... where i < 1.
1 0

0 .

1 0
) 0
1 1

1 1 ipnt1

We consider two auxiliary connectives $1 and $, defined by

$1(p2s .o pur1) =8(L, p2,..., ppy1) and
$2(p2. o Pur1) =8(T, p2, ..., Pps1), where T=—-_1

(as given by the upper and lower halves of the above table).
By the induction hypothesis there are propositions o1 and o>, containing only

D2y ..., Pnt1, vV and — so that = $;(pa, ..., put1) <> 0i.
From those two propositions we can construct the proposition t:

[t :=(p1 = 02) A (—p1 = 01).
Claim =$(p1,...,ppy1) < T.

If [[p]]]v = 0, then [[p] — 02]]1) =1, so [[‘L’HU = [[—'p1 — G]]]v = [[U]]]U =
[$1(p2. ..., PusD]o = [$(P1, P2, ... Pus D], using [p1], =0=[ L],.

The case [pi1], = 1 is similar.

Now expressing — and A in terms of VvV and — (2.3.4), we have [7'] =
[$(pi,-.., put+1)] for all valuations (another use of Lemma 2.3.5), where v/ ~ t
and 7’ contains only the connectives v and —. g

For another solution see Exercise 7.

The above theorem and Theorem 2.3.4 are pragmatic justifications for our choice
of the truth table for —: we get an extremely elegant and useful theory. Theo-
rem 2.3.6 is usually expressed by saying that Vv and — form a functionally complete
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set of connectives. Likewise A, = and —, — and L, — form functionally complete
sets.

In analogy to the Y and [] from algebra we introduce finite disjunctions and
conjunctions.

Definition 2.3.7

Mi<o®i =0 Wi<o9i =90
MNi<ni19i = Ni<n @i A nt1 Wicni19i =Wi<n @i V @nt1

Definition 2.3.8 1f ¢ = A\;_, W/ <, ¥ij, Where g;; is atomic or the negation of an
atom, then ¢ is a conjunctive normal form. If ¢ = \{/;_,, N\ j <, ¢ij» Where g;; is
atomic or the negation of an atom, then ¢ is a disjunctive normal form.

The normal forms are analogous to the well-known normal forms in algebra:
ax® + byx is “normal”, whereas x (ax + by) is not. One can obtain normal forms by
simply “multiplying”, i.e. repeated application of distributive laws. In algebra there
is only one “normal form”; in logic there is a certain duality between A and V, so
that we have two normal form theorems.

Theorem 2.3.9 For each ¢ there are conjunctive normal forms ¢” and disjunctive
normal forms ¢V, such that }= ¢ < ¢” and }= ¢ < ¢".

Proof First eliminate all connectives other than L, A, v and —. Then prove the the-
orem by induction on the resulting proposition in the restricted language of L, A, V
and —. In fact, L plays no role in this setting; it could just as well be ignored.

(a) ¢ is atomic. Then ¢ = ¢¥ = ¢.

(b) ¢ =% Ao.Then 9" =y Ac”. In order to obtain a disjunctive normal form
we consider ¥ = \}/ ¢, 0¥ = \/ 0, where the ;s and ;s are conjunctions
of atoms and negations of atoms.

Now(pzllf/\o’%wv/\o’vr’b’wi’j(wi ANOj).
The last proposition is in normal form, so we equate ¢" to it.

(¢) ¢ =y Vvo.Similar to (b).

(d) ¢ =—. By the induction hypothesis v has normal forms ¥ and . =y ~
—|w/\ ~ —-WA‘%&‘” ~ Aw—u'[/lj ~ Aww[], where Iﬂl/] = —ﬂﬁ‘,’j if 1//‘,] is
atomic, and ¥;; = —-1/fi/ ] if v;; is the negation of an atom. (Observe ——;; ~
ij.) Clearly A/ ¥, is a conjunctive normal form for ¢. The disjunctive
normal form is left to the reader.

For another proof of the normal form theorems see Exercise 7. g

When looking at the algebra of logic in Theorem 2.3.1, we saw that vV and A
behaved in a very similar way, to the extent that the same laws hold for both. We
will make this “duality” precise. For this purpose we consider a language with only
the connectives Vv, A and —.
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Definition 2.3.10 Define an auxiliary mapping * : PROP — PROP recursively by
@* =—¢ if ¢ is atomic,
(@A) =" Vi,
(V) =¢" Ay,
(—p)" ="

Example ((poA—=p1)V p2)* = (poA=p)*Ap; = (pgV (=pD)*)A=p2=(=poV
—p)) A=p2=(=poV —=p1) A=p2 X (=poV p1) A—pa.

Note that the effect of the *-translation boils down to taking the negation and
applying De Morgan’s laws.

Lemma 2.3.11 [o*] = [—¢].

Proof Induction on ¢. For atomic ¢ [¢*] = [—¢]. [(¢p A ¥)*] = [¢* v v*] =
[—o Vv —=y]) =[-(eAY]. [(¢ v ¥)*] and [(—¢)*] are left to the reader. O

Corollary 2.3.12 = ¢* < —p.
Proof The proof is immediate from Lemma 2.3.11. 0

So far this is not the proper duality we have been looking for. We really just want
to interchange A and V. So we introduce a new translation.

Definition 2.3.13 The duality mapping ¢ : PROP — PROP is recursively defined
by

q)d =¢ for ¢ atomic,
(@A) =t vyl
(v =¢' Ay’
(=) ==y,

Theorem 2.3.14 (Duality Theorem) = ¢ < ¢ < = ¢ < 9.

Proof We use the x-translation as an intermediate step. Let us introduce the notion
of simultaneous substitution to simplify the proof.

olto,...,Tu/Po,--., Pn] is obtained by substituting t; for p; for all i < n si-
multaneously (see Exercise 15). Observe that ¢* = ¢¢[=po, ..., =Pn/P0s-- -+ Pnls
80 @*[=po, ... =Pn/P0: -+ Pul = @ [==po.....==Pn/Po, .-, Pu], Where the
atoms of ¢ occur among the po, ..., pu.

By the Substitution Theorem = ¢ <> ¢*[—=po, ..., =pu/Po, ..., pul. The same
equivalence holds for .
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By Corollary 2.3.12 = ¢* <> =@, = ¢* <> =, Since E ¢ < ¥, also &
—¢ < =Y. Hence = ¢* < ¢*, and therefore = ¢*[—po, ..., = pn/Po, ..., Pnl <

V*[=po. ... 7Pn/ PO, - -, Pl
Using the above relation between ¢ and ¢* we now obtain = ¢? < ¢, The

converse follows immediately, as ¢ = . U
The Duality Theorem gives us one identity for free for each identity we establish.

Exercises
1. Show by “algebraic” means:
(p = ¥) < (=¥ — —¢), contraposition,
(> V)N —0)— (p—0), transitivity of —,
(o= (Y A=Y)) — o,
(¢ = —¢) = —9,
~(pA—9),
¢—= W —=ony),
((¢p = ¥) = @) = @, Peirce’s law.

L L

2. Simplify the following propositions (i.e. find a simpler equivalent proposition):

@ (@ —>v) Ao, (b) (¢ — ¥) vV —o, © (@—>v)— 1y,
De—(@ny), € (eAY) Vo, 0 (0 —>v¥) — 0.

3. Show that {—} is not a functionally complete set of connectives. Idem for
{—, v} (hint: show that for each formula ¢ with only — and V there is a valu-
ation v such that [¢], = 1).

4. Show that the Sheffer stroke, |, forms a functionally complete set (hint:
FE-p<oele).

5. Show that the connective | (¢ nor ¥), with valuation function [ply] = 1 iff
[¢] = [¥] =0, forms a functionally complete set.

6. Show that | and | are the only binary connectives $ such that {$} is functionally

complete.
7. The functional completeness of {V, —} can be shown in an alternative way.
Let $ be an n-ary connective with valuation function [$(p1,...,pn)] =

fpils---,[pn])- We want a proposition 7 (in Vv,—) such that [r] =
f(pl. - oD

Suppose f([p1],---,[pn]) =1 at least once. Consider all tuples ([p1], - ..,
[px]) with £([p1],---,[pn]) =1 and form corresponding conjunctions p; A
P2 A -+ A pp such that p; = p; if [[pi]] =1, p =—p;if [[pi]] = 0. Then show
EPLADPYA - APDN V(DY APS A A P) < $(p1,.... pa), Where
the disjunction is taken over all n-tuples such that f([p1], ..., [pa]) = 1.

Alternatively, we can consider the tuples for which f([pi]. ..., [pn]) =0.
Carry out the details. Note that this proof of the functional completeness at the
same time proves the normal form theorems.
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10.

11.
12.

13.

14.

15.

2 Propositional Logic

. Let the ternary connective $ be defined by [$(¢1, 02, 03)] =1 < [o1] + [@2] +

[@3] = 2 (the majority connective). Express $ in terms of Vv and —.

. Let the binary connective # be defined by

#1101
0 1
1{1]0

Express # in terms of Vv and —.

Determine conjunctive and disjunctive normal forms for —(¢ < V),
p—=>Y)=>Y) > ¥, (@—=> (@AY AW = (¥ A—9)).

Give a criterion for a conjunctive normal form to be a tautology.

Prove

/X\‘Pi v /X\W/ ~ /X\(‘Pi Vi)

i<n j<m i<n
j<m

and

\X/fﬂi A \X/Wj ~ \X/(%’ AYj).

i<n j<m i<n
j<m

The set of all valuations, thought of as the set of all 0—1-sequences, forms a
topological space, called the Cantor space C. The basic open sets are finite
unions of sets of the form {v | [p;]Jo =---=[pi,]Jv =1and [p; ]y ==
[pjnlv=0},ix # jp fork <n; p <m.

Define a function [ ] : PROP — P(C) (subsets of the Cantor space) by:
[¢] = (v | [¢]o = 1).
(a) Show that [¢] is a basic open set (which is also closed),
®) [evyl=Ile] V¥ [e Av] =] N [¥]; [—¢] = [#]°,
© Eeelp]=C[L]=0%kFe—>ve[v] cv]

Extend the mapping to sets of propositions I" by [I'] = {v | [¢], = 1

for all ¢ € I'}. Note that [I"] is closed.
d) I'Ee <[ <ol
We can view the relation = ¢ — i as a kind of ordering. Put ¢ C ¢ :=
Eo— vand Y — @.

(i) Foreach ¢, ¢ suchthat 9 C ¢, find o withp C o C .
(i) Find @1, ¢2,¢3,...suchthatoi Coy Cos Coa T ..,
(iii) and show that for each ¢, ¥ with ¢ and ¢ incomparable, there is a least o
with ¢, ¥ C o.

Give a recursive definition of the simultaneous substitution @[V, ..., ¥, /p1,
.., pn] and formulate and prove the appropriate analogue of the Substitution
Theorem (Theorem 2.2.6).
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2.4 Natural Deduction

In the preceding sections we have adopted the view that propositional logic is based
on truth tables; i.e. we have looked at logic from a semantical point of view. This,
however, is not the only possible point of view. If one thinks of logic as a codi-
fication of (exact) reasoning, then it should stay close to the practice of inference
making, instead of basing itself on the notion of truth. We will now explore the non-
semantic approach, by setting up a system for deriving conclusions from premises.
Although this approach is of a formal nature, i.e. it abstains from interpreting the
statements and rules, it is advisable to keep some interpretation in mind. We are
going to introduce a number of derivation rules, which are, in a way, the atomic
steps in a derivation. These derivation rules are designed (by Gentzen), to render the
intuitive meaning of the connectives as faithfully as possible.

There is one minor problem, which at the same time is a major advantage,
namely: our rules express the constructive meaning of the connectives. This ad-
vantage will not be exploited now, but it is good to keep it in mind when dealing
with logic (it is exploited in intuitionistic logic).

One small example: the principle of the excluded third tells us that = ¢ V —g,
i.e., assuming that ¢ is a definite mathematical statement, either it or its negation
must be true. Now consider some unsolved problem, e.g. Riemann’s hypothesis,
call it R. Then either R is true, or —R is true. However, we do not know which of
the two is true, so the constructive content of R vV —R is nil. Constructively, one
would require a method to find out which of the alternatives holds.

The propositional connective which has a strikingly different meaning in a con-
structive and in a non-constructive approach is the disjunction. Therefore we restrict
our language for the moment to the connectives A, — and _L. This is no real restric-
tion as {—, L} is a functionally complete set.

Our derivations consist of very simple steps, such as “from ¢ and ¢ — ¥ con-
clude ¢, written as:

o o>y
¥

The propositions above the line are premises, and the one below the line is the
conclusion. The above example eliminated the connective —. We can also introduce
connectives. The derivation rules for A and — are separated into

Introduction Rules Elimination Rules
¢ ¥ PAY oAy
(AI) i (AE) —— AE NE
eAY ® 14
[¢]
. —
(=1 . (= E) u — F
" ¥
— 1

o=y
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‘We have two rules for L, both of which eliminate L, but introduce a formula.

[—¢]
1
(L) — 1 (RAA)
¥ 1
— RAA
@

As usual “—¢” is used here as an abbreviation for “¢p — L.

The rules for A are evident: if we have ¢ and ¥ we may conclude ¢ A i, and
if we have ¢ A ¢ we may conclude ¢ (or ¥). The introduction rule for implica-
tion has a different form. It states that, if we can derive ¢ from ¢ (as a hypothe-
sis), then we may conclude ¢ —  (without the hypothesis ¢). This agrees with
the intuitive meaning of implication: ¢ — ¥ means “¢ follows from ¢”. We have
written the rule (— I) in the above form to suggest a derivation. The notation will
become clearer after we have defined derivations. For the time being we will write
the premises of a rule in the order that suits us best, later we will become more
fastidious.

The rule (— E) is also evident on the meaning of implication. If ¢ is given
and we know that i follows from ¢, then we also have . The falsum rule, (L),
expresses that from an absurdity we can derive everything (ex falso sequitur quodli-
bet), and the reductio ad absurdum rule, (RAA), is a formulation of the principle of
proof by contradiction: if one derives a contradiction from the hypothesis —¢, then
one has a derivation of ¢ (without the hypothesis —¢, of course). In both (— 1)
and (RAA) hypotheses disappear, which is indicated by the striking out of the hy-
pothesis. We say that such a hypothesis is canceled. Let us digress for a moment on
the cancellation of hypotheses. We first consider implication introduction. There is
a well-known theorem in plane geometry which states that “if a triangle is isosceles,
then the angles opposite the equal sides are equal to one another” (Euclid’s Ele-
ments, Book I, Proposition 5). This is shown as follows: we suppose that we have
an isosceles triangle and then, in a number of steps, we deduce that the angles at
the base are equal. Thence we conclude that the angles at the base are equal if the
triangle is isosceles.

Query I: do we still need the hypothesis that the triangle is isosceles? Of course
not! We have, so to speak, incorporated this condition in the statement itself. It is
precisely the role of conditional statements, such as “if it rains I will use my um-
brella”, to get rid of the obligation to require (or verify) the condition. In abstracto:
if we can deduce ¢ using the hypothesis ¢, then ¢ —  is the case without the
hypothesis ¢ (there may be other hypotheses, of course).

Query 2: is it forbidden to maintain the hypothesis? Answer: no, but it clearly
is superfluous. As a matter of fact we usually experience superfluous conditions
as confusing or even misleading, but that is rather a matter of the psychology of
problem solving than of formal logic. Usually we want the best possible result, and
it is intuitively clear that the more hypotheses we state for a theorem, the weaker
our result is. Therefore we will as a rule cancel as many hypotheses as possible.
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In the case of (RAA) we also deal with cancellation of hypotheses. Again, let us
consider an example.

In analysis we introduce the notion of a convergent sequence (a,) and subse-
quently the notion “a is a limit of (a,)”. The next step is to prove that for each
convergent sequence there is a unique limit; we are interested in the part of the
proof that shows that there is at most one limit. Such a proof may run as follows: we
suppose that there are two distinct limits @ and a’, and from this hypothesis, a # a’,
we derive a contradiction. Conclusion: a = @’. In this case we of course drop the
hypothesis a # a’; this time it is not a case of being superfluous, but of being in
conflict! So, both in the case (— 7) and in (RAA), it is sound practice to cancel all
occurrences of the hypothesis concerned.

In order to master the technique of natural deduction, and to become familiar with
the technique of cancellation, one cannot do better than to look at a few concrete
cases. So before we go on to the notion of derivation we consider a few examples.

lo Ayl lo Ayl [p]* [p— L1
- AE - AE f—us
1 ¢ (p/\I 11 7%]1
Y AQ (p—>1)— L
S S § — I
YAy > AP p—>(p—>L—1)
[o Ay .
[o Ayl 9 lp— (¥ —0))?
—— AE —E
111 v w—m_)E
o
— =1
OANY —> 0o
— I

(= W—0)—=> (@AY —o0)

If we use the customary abbreviation “—¢” for “¢ — 1, we can bring some deriva-
tions into a more convenient form. (Recall that —¢ and ¢ — L, as given in 2.2, are
semantically equivalent.) We rewrite derivation II using the abbreviation:

[0 [—¢]!

Ir -
— =1

—/—

— F

— =D
(i

In the following example we use the negation sign and also the bi-implication;
@ < Y for (p = ) A (Y — ¢).
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lp < =gl
— AE
el o> -9 lp < =P
_ S E — AE
- [p]! e -y
— FE — > E
1 [p < —p)? - [p1?
1v — 1 — AE —>E
- —p—>¢ 1
— E — =D
@ -
— E
1
— > I3
=(p < —p)

The examples show us that derivations have the form of trees. We show the trees
below:

II I\Y

One can just as well present derivations as (linear) strings of propositions. We will
stick, however, to the tree form, the idea being that what comes naturally in tree
form should not be put in a linear straightjacket.

We now strive to define the notion of derivation in general. We will use an in-
ductive definition to produce trees.

D DD
4 . . . . .
Notation If 5, 5, are derivations with conclusions ¢, ¢’, then ¢, ¢ ¢' are deriva-
vy

tions obtained by applying a derivation rule to ¢ (and ¢ and ¢’). The cancellation
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4
of a hypothesis is indicated as follows: if D is a derivation with hypothesis ¥, then

¢
[v1
D' is a derivation with Y canceled.

(o2

With respect to the cancellation of hypotheses, we note that one does not neces-
sarily cancel all occurrences of such a proposition . This clearly is justified, as one
feels that adding hypotheses does not make a proposition underivable (irrelevant in-
formation may always be added). It is a matter of prudence, however, to cancel as
much as possible. Why carry more hypotheses than necessary?

Furthermore one may apply (— 1) if there is no hypothesis available for cancel-
lation; e.g. -%— — I is a correct derivation, using just (— 7). To sum up: given
a derivation tree of ¥ (or L), we obtain a derivation tree of ¢ — ¥ (or @) at the
bottom of the tree and strike out some (or all) occurrences, if any, of ¢ (or —¢) on
top of a tree.

A few words on the practical use of natural deduction: if you want to give a
derivation for a proposition it is advisable to devise some kind of strategy, just as
in a game. Suppose that you want to show [p A Y — o] — [¢ = (Y — 0)] (Ex-
ample III), then (since the proposition is an implicational formula) the rule (— I)
suggests itself. So try to derive ¢ — (Y — o) fromp Ay — 0.

Now we know where to start and where to go to. To make use of p A ¥ — o
we want ¢ A ¥ (for (— E)), and to get ¢ — (¥ — o) we want to derive y — o
from ¢. So we may add ¢ as a hypothesis and look for a derivation of ¥ — o.
Again, this asks for a derivation of o from v, so add ¢ as a hypothesis and look for a
derivation of o. By now we have the following hypotheses available: ¢ A ¢y — o, @
and 1. Keeping in mind that we want to eliminate ¢ A ¥ it is evident what we
should do. The derivation III shows in detail how to carry out the derivation. After
making a number of derivations one gets the practical conviction that one should first
take propositions apart from the bottom upwards, and then construct the required
propositions by putting together the parts in a suitable way. This practical conviction
is confirmed by the Normalization Theorem, to which we will return later. There is
a particular point which tends to confuse novices:

[¢] [—¢]

] and

1 1
— 1 —— RAA
% @

look very much alike. Are they not both cases of reductio ad absurdum? As a matter
of fact the leftmost derivation tells us (informally) that the assumption of ¢ leads
to a contradiction, so ¢ cannot be the case. This is in our terminology the meaning
of “not ¢”. The rightmost derivation tells us that the assumption of —¢ leads to a
contradiction, hence (by the same reasoning) —¢ cannot be the case. So, on account
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of the meaning of negation, we only would get ——¢. It is by no means clear that
——g is equivalent to ¢ (indeed, this is denied by the intuitionists), so it is an extra
property of our logic. (This is confirmed in a technical sense: ——¢ — ¢ is not
derivable in the system without RAA.)

‘We now return to our theoretical notions.

Definition 2.4.1 The set of derivations is the smallest set X such that

(1)  The one-element tree ¢ belongs to X for all ¢ € PROP.
: DD
Q@A) If Z 5 €X,then ¢ ¢ €X.
ong’
D D

D
If o € X, then sﬂgl//, wgw e X.

@ [¢]
Q=) If p €X,then D eXx.

v
v =y
: D D
P, P cX, then ¢ o=V €X.
0 gy —
v
D
L) If P eX, then L €X.
4
—¢ [—¢]
If p €X,then ? eX.
1
@

The bottom formula of a derivation is called its conclusion. Since the class of
derivations is inductively defined, we can mimic the results of Sect. 2.1.

For example, we have a principle of induction on D: let A be a property. If A(D)
holds for one-element derivations and A is preserved under the clauses (2A), (2 —)
and (2 L), then A(D) holds for all derivations. Likewise we can define mappings on
the set of derivations by recursion (cf. Exercises 6, 7, 9).

Definition 2.4.2 The relation I" - ¢ between sets of propositions and propositions
is defined as follows: there is a derivation with conclusion ¢ and with all (un-
canceled) hypotheses in I". (See also Exercise 6.)

We say that ¢ is derivable from I". Note that by definition I" may contain many
superfluous “hypotheses”. The symbol - is called the turnstile.

If I =, we write - ¢, and we say that ¢ is a theorem.

We could have avoided the notion of “derivation” and taken instead the notion
of “derivability” as fundamental, see Exercise 10. The two notions, however, are
closely related.
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Lemma 2.4.3

(@ I'kyifpel,

b) ', Ity =TUlEpAY,
) I''Fony=TFrpand '+,
d I'vipiby=Tte—>1,

@ I're,I'~p—>y=>TUl''k+y,
) I'+-1L=Tte,

(g TU{—p}lFL=>THFe.

Proof Immediate from the definition of derivation. g

We now list some theorems. — and <> are used as abbreviations.

Theorem 2.4.4

(D Fo—> @ — ),

2 Fo— (—p— ),

QG Fle—=>v)=>[—>0)—= (¢p—o0)l,
@) Flp—>¥) < (¢ — —9),

(S F—=—p <o,

©) Flp—> W —o)]lelpAry —ol,
(N FL<o (@A)

Proof
[p]* [—¢]!
—
[p]! n
— 1 — 1
1 V=9 2 ¥
- —
o—> (=9 —p —
— > D
o= (mp—> V)
[p]' [¢— ¥]?
- S E
¥ [y — o]’
— E
o
3. — I
(p—)(T
— I
(Y —o0)—> (¢p—0)
— I3

(p=>¥) > (Y >0)—>(9p—>0))
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4. For one direction, substitute L for o in 3, then F (¢ — ) — (—=¢ — —p).
Conversely:

=y =y — —¢)?
ﬁ
—¢ [¢]?

—

4
— RAA

— I
o>y

=Y — =) = (¢ = V)

— I3

So now we have
D D'
p=>V)—> Y —>—9) Y —>—p) > (@—>Y) N
(= V) (Y = —9)

5. We already proved ¢ — ——¢ as an example. Conversely:

[—¢]'  [~—g]?
- S E
1

— RAA;

@
— I

The result now follows. Numbers 6 and 7 are left to the reader. O

The system outlined in this section is called the “calculus of natural deduction”
for a good reason: its manner of making inferences corresponds to the reasoning
we intuitively use. The rules present means to take formulas apart, or to put them
together. A derivation then consists of a skillful manipulation of the rules, the use of
which is usually suggested by the form of the formula we want to prove.

We will discuss one example in order to illustrate the general strategy of building
derivations. Let us consider the converse of our previous example III.

To prove (p A ¥ — o) = [¢p — (¥ — o)] there is just one initial step: as-
sume ¢ A ¥ — o and try to derive ¢ — (¥ — o). Now we can either look at
the assumption or at the desired result. Let us consider the latter one first: to show
¢ — (Y — o), we should assume ¢ and derive ¥ — o, but for the latter we should
assume ¥ and derive o.

So, altogether we may assume ¢ A ¢ — o and ¢ and ¥. Now the procedure
suggests itself: derive ¢ A ¢ from ¢ and ¥, and o fromp Ay andp A Y — 0.
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Put together, we get the following derivation:
ol L]’
— NI 3
gAY oAy — o]

@AYy —>0)—> (9= (Y —0))

Had we considered ¢ A ¥ — o first, then the only way to proceed would be
to add ¢ A ¢ and apply — E. Now ¢ A ¢ either remains an assumption, or it is
obtained from something else. It immediately occurs to the reader to derive ¢ A
from ¢ and 1. But now he will build up the derivation we obtained above.

Simple as this example seems, there are complications. In particular the rule of
RAA is not nearly as natural as the other ones. Its use must be learned by practice;
also a sense for the distinction between constructive and non-constructive will be
helpful when trying to decide on when to use it.

Finally, we recall that T is an abbreviation for =L (i.e. L — 1).

Exercises

1. Show that the following propositions are derivable:
(@) ¢ — o, (d) (@ —>¥) < —(eA—Y),
() L—o, @ (@AY) <« —(p—>—Y),
(©) —(eA—p), ® o= W= (@Ay)).

2. Do the same for
@) (¢ = —¢) > —o,
®) [¢p—=> W =0l — (o)l

©) (@=>Y)A(p = —~¥) = —p,
D (@—=>v)—> ¢~ W —>o0))— (p—o0)l

3. Show
(@ pkE=(=p AY), d) Fo=Fv — o,
(b) =(pA—V), o, € —pko— 1.
©) —okF(p— V) < g,
4. Show
Fllg—>v)— (¢ —0)]— (¢ > W — o)),
Fl{e—>¥)—>9)— 0.
5. Show

I'Fp=TUAF g,
I'Fo; Aoy =T UARY.
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6. Give a recursive definition of the function Hyp which assigns to each derivation
D its set of hypotheses Hyp(D) (this is a bit stricter than the notion in Defi-
nition 2.4.2, since it is the smallest set of hypotheses, i.e. hypotheses without
“garbage”).

7. Analogous to the substitution operator for propositions we define a substitution
operator for derivations. D[¢/ p] is obtained by replacing each occurrence of
p in each proposition in D by ¢. Give a recursive definition of D[g/p]. Show
that D[¢/p] is a derivation if D is one, and that I" -0 = I'[¢/p]lF ole/p].
Remark: for several purposes finer notions of substitution are required, but this
one will do for us.

8. (Substitution Theorem) &= (@1 <> ¢2) — (Vle1/pl < ¥le2/p]).-

Hint: use induction on ; the theorem will also follow from the Substitution
Theorem for =, once we have established the Completeness Theorem.

9. The size, s(D), of a derivation is the number of proposition occurrences in D.
Give an inductive definition of s(D). Show that one can prove properties of
derivations by induction on size.

10. Give an inductive definition of the relation - (use the list of Lemma 2.4.3), and
show that this relation coincides with the derived relation of Definition 2.4.2.
Conclude that each I" with I" F ¢ contains a finite A, such that also A F ¢.

11. Show

(@ FT,
b)) FepeslFep<T,
© Fo&kFpel.

2.5 Completeness

In the present section we will show that “truth” and “derivability” coincide; to be
precise: the relations “E=" and “I- coincide. The easy part of the claim is: “deriv-
ability” implies “truth”; for derivability is established by the existence of a deriva-
tion. The latter motion is inductively defined, so we can prove the implication by
induction on the derivation.

Lemma 2.5.1 (Soundness) I'¢ =TI = ¢.

Proof Since, by Definition 2.4.2, I - ¢ iff there is a derivation D with all its hy-
potheses in I, it suffices to show: for each derivation D with conclusion ¢ and
hypotheses in I" we have I" |= ¢. We now use induction on D.

(basis) If D has one element, then evidently ¢ € I'. The reader easily sees that
I' =o. /
(A I) Induction hypothesis: 5 and 1(;/ are derivations and for each I, I"’ containing
the hypotheses of D, D', I' = ¢, I'' =¢'.
D D
Now let I'” contain the hypotheses of ¢ ¢’ .
Prg'
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Choosing I" and I'’ to be precisely the set of hypotheses of D, D’, we see that
rrorur’.
SoI"Egand I'" E=¢'. Let [y]y, =1 forall € I'”, then [¢]y, = [¢']s =1,
hence o A ¢']y = 1. This shows I'" =@ A ¢'.

(A E) Induction hypothesis: for any I" containing the hypotheses of q)D we have

N
D D
I' =@ A . Consider a I" containing all hypotheses of ¢A¥ and ¢AV . It is left to
@ v

the reader to show I' =@ and I = .
¢
(— I) Induction hypothesis: for any I" containing all hypotheses of 5, I'=+.

l¢]
Let I'’ contain all hypotheses of 5 . Now I'" U {¢} contains all hypotheses of
2ad't

¢
5, soif [¢] =1 and [x] =1 for all x in I/, then [1/] = 1. Therefore the truth

table of — tells us that ¢ — ] = 1 if all propositions in I"” have value 1. Hence
I'''=s¢p— .
(— E) An exercise for the reader.
(L) Induction hypothesis: for each I' containing all hypotheses of Zf, r=1.
Since [L] = O for all valuations, there is no valuation such that [] = 1 for all
D
Y € I'. Let I'’ contain all hypotheses of L and suppose that I"" [~ ¢, then [¢] = 1

¢
forall ¢ € I’ and [¢] = O for some valuation. Since I"’ contains all hypotheses of

the first derivation we have a contradiction.
—p
(RAA) Induction hypothesis: for each I" containing all hypotheses of D , we have
1L

[l
I' = L. Let I'" contain all hypotheses of lj and suppose I’ |~ ¢, then there
T
exists a valuation such that [y] = 1 forall y € I'" and [¢] =0, i.e. [~¢] = 1. But
' =I'" U {—g} contains all hypotheses of the first derivation and [¢] = 1 for all
Y € I'”'. This is impossible since I'’ =_1. Hence I’ = ¢. O

This lemma may not seem very impressive, but it enables us to show that some
propositions are not theorems, simply by showing that they are not tautologies.
Without this lemma that would have been a very awkward task. We would have
to show that there is no derivation (without hypotheses) of the given proposition. In
general this requires insight in the nature of derivations, something which is beyond
us at the moment.

Examples t/ po, / (o — ) = @ A .
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In the first example take the constant O valuation. [pg] =0, so [~ po and hence
t# po. In the second example we are faced with a meta-proposition (a schema);
strictly speaking it cannot be derivable (only real propositions can be). By
F (¢ — ¥) = ¢ A ¢ we mean that all propositions of that form (obtained by sub-
stituting real propositions for ¢ and v, if you like) are derivable. To refute it we
need only one instance which is not derivable. Take ¢ = ¥ = pyg.

In order to prove the converse of Lemma 2.5.1 we need a few new notions. The
first one has an impressive history; it is the notion of freedom from contradiction
or consistency. It was made the cornerstone of the foundations of mathematics by
Hilbert.

Definition 2.5.2 A set I" of propositions is consistent if I" 1/L.

In words: one cannot derive a contradiction from I". The consistency of I" can
be expressed in various other forms.

Lemma 2.5.3 The following three conditions are equivalent:

(i) I is consistent,
(ii) Forno ¢, I' =@ and I' - —¢,
(iii) There is at least one ¢ such that I" t ¢.

Proof Letus call I' inconsistent if I -_L; then we can just as well prove the equiv-
alence of

(iv) I is inconsistent,

(v) Thereisa ¢ suchthat I' ¢ and I" - =g,

(vi) T k¢ for all ¢.

(iv) = (vi) Let I" 1, i.e. there is a derivation D with conclusion L and hypotheses
in I". By (L) we can add one inference, L F ¢, to D, so that I" I ¢. This holds
for all ¢.

(vi) = (v) Trivial.

(v) = (iv) Let I' ¢ and I" - —¢. From the two associated derivations one obtains
a derivation for I" L by (— E). O

Clause (vi) tells us why inconsistent sets (theories) are devoid of mathematical
interest. For, if everything is derivable, we cannot distinguish between “good” and
“bad” propositions. Mathematics tries to find distinctions, not to blur them.

In mathematical practice one tries to establish consistency by exhibiting a model
(think of the consistency of the negation of Euclid’s fifth postulate and the non-
euclidean geometries). In the context of propositional logic this means looking for
a suitable valuation.

Lemma 2.5.4 If there is a valuation such that [y, = 1 for all v € I', then I is
consistent.
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Proof Suppose I' -1, then by Lemma 2.5.1 I' =1, so for any valuation v
[(Y)]y=1forall y € I' = [L], = 1. Since [.L], = 0 for all valuations, there is
no valuation with [], = 1 for all € I'". Contradiction. Hence I" is consistent. [J

Examples

1. {po, —p1, p1 = p2} is consistent. A suitable valuation is one satisfying [po] = 1,

[p1] =0.
2. {po, p1, ...} is consistent. Choose the constant 1 valuation.

Clause (v) of Lemma 2.5.3 tells us that I" U {¢, —¢} is inconsistent. Now, how
could I U {—¢} be inconsistent? It seems plausible to blame this on the derivability
of ¢. The following confirms this.

Lemma 2.5.5

(a) I' U {—g} is inconsistent = I ¢,
(b) I'U{e} isinconsistent = I" = —g.

Proof The assumptions of (a) and (b) yield the two derivations below: with con-
clusion L. By applying (RAA), and (— 1), we obtain derivations with hypotheses
in I", of ¢, resp. —g.

[—¢] [¢]
D D
1 1
— RAA — =1 0
@ %

Definition 2.5.6 A set I" is maximally consistent iff

(a) I is consistent,
(b) ' € I’ and I’ consistent = I" =T,

Remark One could replace (b) by (b/): if I' is a proper subset of I'’, then I’ is
inconsistent. That is, by just throwing in one extra proposition, the set becomes
inconsistent.

Maximally consistent sets play an important role in logic. We will show that there
are lots of them.

Here is one example: I = {¢|[¢] = 1} for a fixed valuation. By Lemma 2.5.4 I"
is consistent. Consider a consistent set I'’ such that I" € I''. Now let ¥ € I’ and
suppose [] =0, then [~y ] =1, and so ~y € I.

But since I" C I'’ this implies that I"’ is inconsistent. Contradiction. Therefore
[+] =1 for all ¥ € I'’, so by definition I = I"’. Moreover, from the proof of
Lemma 2.5.11 it follows that this basically is the only kind of maximally consistent
set we may expect.
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The following fundamental lemma is proved directly. The reader may recognize
in it an analogue of the maximal ideal existence lemma from ring theory (or the
Boolean prime ideal theorem), which is usually proved by an application of Zorn’s
lemma.

Lemma 2.5.7 Each consistent set I' is contained in a maximally consistent set I'*.

Proof There are countably many propositions, so suppose we have a list ¢, ¢1,
@, ... of all propositions (cf. Exercise 5). We define a non-decreasing sequence of
sets I such that the union is maximally consistent.

Ion=T,

o I, U{p,} if I, U{g,} is consistent,
=, else,

F*:U{Fn | n>0).

(a) I, is consistent for all .
Immediate, by induction on n.

(b) I'* is consistent.

Suppose I'* kL then, by the definition of L there is derivation D of L
with hypotheses in I'*; D has finitely many hypotheses vy, ..., ¥¢. Since
I'* =J{I|n >0}, we have for each i < ky; € I}, for some n;. Let n be
max{n;|i <k}, then vy, ..., Y € I, and hence I, HL. But I}, is consistent.
Contradiction.

(¢c) I'* is maximally consistent. Let I'* € A and A consistent. If ¥ € A, then
Y = @y, for some m. Since I, C I'* C A and A is consistent, I, U {¢,,} is
consistent. Therefore 7,41 = Iy U {@m}, i.e. ¢ € Iy41 C I'*. This shows
' =A.

Lemma 2.5.8 If I is maximally consistent, then I" is closed under derivability (i.e.
I''Fo=¢el)

Proof Let I' - ¢ and suppose ¢ ¢ I'. Then I" U {¢} must be inconsistent. Hence
I' ==, so I' is inconsistent. Contradiction. 0

Lemma 2.5.9 Let I" be maximally consistent; then

forall ¢ eitherp eI, or —@ €T,
forallp, v o—>vel (el =>yel).
Proof (a) We know that not both ¢ and —¢ can belong to I". Consider I’ = I" U {¢}.

If I’ is inconsistent, then, by Lemmas 2.5.5, 2.5.8, —¢ € I'. If I’ is consistent, then
¢ € I'" by the maximality of I".
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(b)Letyp — ¥ € I"and ¢ € I'. To show: ¢ € I'. Since ¢, ¢ — ¥ € I" and since
I’ is closed under derivability (Lemma 2.5.8), we get € I" by — E.

Conversely:letgp e I' = v € I'. If ¢ € I" thenobviously I' =¥ ,so ' ¢ — .
If o & ', then —¢ € I', and hence I" - —¢. Therefore I' - ¢ — . g

Note that we automatically get the following.

Corollary 2.5.10 If I is maximally consistent, then ¢ € I' < —¢ & I', and
el Sepgl.

Lemma 2.5.11 If I is consistent, then there exists a valuation such that [¢] = 1
forall y eI

Proof (a) By Lemma 2.5.7 I' is contained in a maximally consistent I"*.
litpjer*
(b) Define v(p;) =

0 else
Claim: [¢] =1 < ¢ € I'*. Use induction on ¢.

and extend v to the valuation [ J,.

. For atomic ¢ the claim holds by definition.

o=y Ao.[¢]ly=1<% [¢¥]y=[o]v =1 <% (induction hypothesis) ¥, o € I'*
and so ¢ € I'*. Conversely Y Ao € I'* < ,0 € I'* (Lemma 2.5.8). The rest
follows from the induction hypothesis.

3. 9=y —>o0. [ >0]y=0% [¢¥], =1 and [o], =0 < (induction hypothe-

sisyrelM*ando €I & — o ¢ I'* (by Lemma 2.5.9).

(c) Since I" € I'* we have [y], =1forall y € I'. O

o =

Corollary 2.5.12 I' tf ¢ < there is a valuation such that Y] =1 forall y € I’
and [¢] = 0.

Proof I' b/ ¢ & I' U{—¢} consistent <> there is a valuation such that [] = 1 for
all y € I'U {—g},or [y] =1forall ¥ € I" and [¢] =0. O

Theorem 2.5.13 (Completeness Theorem) ' < I' = o.
Proof I' 't/ ¢ = I' = ¢ by Corollary 2.5.12. The converse holds by Lemma 2.5.1. [J

In particular we have - ¢ & = @, so the set of theorems is exactly the set to
tautologies.

The Completeness Theorem tells us that the tedious task of making derivations
can be replaced by the (equally tedious, but automatic) task of checking tautolo-
gies. This simplifies, at least in theory, the search for theorems considerably; for
derivations one has to be (moderately) clever, for truth tables one has to possess
perseverance.

For logical theories one sometimes considers another notion of completeness:
a set I' is called complete if for each ¢, either I - ¢, or I" -+ —¢. This no-
tion is closely related to “maximally consistent”. From Exercise 6 it follows that
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Cons(I') = {o|I" F o} (the set of consequences of I') is maximally consistent if
I' is a complete set. The converse also holds (cf. Exercise 10). Propositional logic
itself (i.e. the case I = @) is not complete in this sense, e.g. I po and b — pyg.

There is another important notion which is traditionally considered in logic: that
of decidability. Propositional logic is decidable in the following sense: there is an
effective procedure to check the derivability of propositions ¢. Stated otherwise:
there is an algorithm that for each ¢ tests if - ¢.

The algorithm is simple: write down the complete truth table for ¢ and check if
the last column contains only 1°s. If so, then |= ¢ and, by the Completeness The-
orem, - ¢. If not, then j= ¢ and hence t# ¢. This is certainly not the best possible
algorithm, one can find more economical ones. There are also algorithms that give
more information, e.g. they not only test - ¢, but also yield a derivation, if one ex-
ists. Such algorithms require, however, a deeper analysis of derivations, which falls
outside the scope of this book.

There is one aspect of the Completeness Theorem that we want to discuss now.
It does not come as a surprise that truth follows from derivability. After all we start
with a combinatorial notion, defined inductively, and we end up with “being true for
all valuations”. A simple inductive proof does the trick.

For the converse the situation is totally different. By definition I" = ¢ means
that [¢], = 1 for all valuations v that make all propositions of I" true. So we know
something about the behavior of all valuations with respect to I" and ¢. Can we hope
to extract from such infinitely many set theoretical facts the finite, concrete infor-
mation needed to build a derivation for I" F ¢? Evidently the available facts do not
give us much to go on. Let us therefore simplify matters a bit by cutting down the I";
after all we use only finitely many formulas of I” in a derivation, so let us suppose
that those formulas 1, ..., ¥y, are given. Now we can hope for more success, since
only finitely many atoms are involved, and hence we can consider a finite “part” of
the infinitely many valuations that play a role. That is, only the restrictions of the
valuations to the set of atoms occurring in ¥, ..., ¥,, ¢ are relevant. Let us sim-
plify the problem one more step. We know that ¥y, ..., ¥, =@ (Y1,..., ¥, E @)
can be replaced by -y A -+ - Ay, > @(E Y A+ A Y, = @), on the ground of
the derivation rules (the definition of valuation). So we ask ourselves: given the truth
table for a tautology o, can we effectively find a derivation for o ? This question is
not answered by the Completeness Theorem, since our proof of it is not effective
(at least not prima facie so). It has been answered positively, e.g. by Post, Bernays
and Kalmar (cf. Kleene 1952, IV, §29) and it is easily treated by means of Gentzen
techniques, or semantic tableaux. We will just sketch a method of proof: we can
effectively find a conjunctive normal form o * for o such that - o <> o*. It is easily
shown that o* is a tautology iff each conjunct contains an atom and its negation, or
— 1, and glue it all together to obtain a derivation of o*, which immediately yields
a derivation of o.

Exercises

1. Check which of the following sets are consistent:
(@) {=p1 A p2— po, p1 = (—p1 = p2), po <> ~p2},
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10.
11.

12.
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(b) {po — p1, P1 = p2, p2 = P3, pP3 —> ~Ppo},
(©) {po— p1,poAp2—> p1APpP3, PoAP2APps—> pLAPp3Aps,...}

. Show that the following are equivalent:

(a) {¢1,...,@n} 1s consistent.
(®) F=(@1 A2 Ao A ).
©) ForA@2 A Apn_1 = —py.

. @ is independent from I' if I' t/ ¢ and I I/ —¢. Show that: p; — p» is inde-

pendent from {p| <> pg A —p2, p2 — po}.

. A set I is independent if foreachp € I' " — {@} t/ ¢.

(a) Show that each finite set I" has an independent subset A such that A - ¢
forallp e I'.

(b) Let I" = {¢g, ¢1, @2, ...}. Find an equivalent set I’ = {19, ¥, ...} (i.e.
I' = and I'" = ¢; for all i) such that = v, 1 — ¥y, but B ¥, — Y11
Note that I/ may be finite.

(¢) Consider an infinite I"" as in (b). Define o9 = V0, 0n11 = ¥ — Ynil.
Show that A = {0y, 01, 03, ...} is independent and equivalent to I"’.

(d) Show that each set I" is equivalent to an independent set A.

(e) Show that A need not be a subset of I" (consider {pg, po A p1, po A p1 A

P2, ..

. Find an effective way of enumerating all propositions (hint: consider sets I, of

all propositions of rank < n with atoms from po, ..., pn).
. Show that a consistent set I” is maximally consistent if either ¢ € I" or —p € I"
for all ¢.

. Show that {pg, p1, p2, ..., Pu, ...} is complete.
. (Compactness Theorem). Show: there is a v such that [], = 1 forall € I' <

for each finite subset A C I there is a v such that [o], =1 for all o € A.
Formulated in terms of Exercise 13 of 2.3: [I']| # @ if [A] # @ for all finite
ACT.

. Consider an infinite set {¢1, ¢2, @3, ...}. If for each valuation there is an n such

that [@,]] = 1, then there is an m such that - ¢@; V - - - V @,,. (Hint: consider the
negations —¢1, —¢; ... and apply Exercise 8.)
Show: Cons(I") = {o|I" I ¢} is maximally consistent < I is complete.
Show: I' is maximally consistent < there is a unique valuation such that
[¥]=1forally € I', where I is a theory, i.e. I" is closed under - (I" o =
oel).
Let ¢ be a proposition containing the atom p. For convenience we write ¢(o)
for glo/ p.
As before we abbreviate — L by T.
Show:
@) (M Fe(T) < Tand o(T) Fee(T)).
(i) —(T) Fe(T) < L,
(), —e(T)Fpoe L,
@(p), —~o(T) E @(e(T)).
(i) ¢(p) F@(p(T)).
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13. If the atoms p and ¢ do not occur in ¥ and ¢ respectively, then

Eo(p) —> ¥ = Eoe(o) — y forall o,
Eeo—v(@) = EFE¢— ¥(o)forall o.

14. Let - ¢ — 1. We call o an interpolant if - ¢ — ¢ and - o — 1, and more-
over o contains only atoms common to ¢ and ¥. Consider ¢(p,r), ¥ (r,q)
with all atoms displayed. Show that ¢(¢(T,r), r) is an interpolant (use Exer-
cises 12, 13).

15. Prove the general interpolation theorem (Craig): For any ¢, Y with ¢ —
there exists an interpolant (iterate the procedure of Exercise 13).

2.6 The Missing Connectives

The language of Sect. 2.4 contained only the connectives A, — and L. We already
know that, from the semantical point of view, this language is sufficiently rich, i.e.
the missing connectives can be defined. As a matter of fact we have already used
the negation as a defined notion in the preceding sections.

It is a matter of sound mathematical practice to introduce new notions if their use
simplifies our labor, and if they codify informal existing practice. This, clearly, is a
reason for introducing —, <> and V.

Now there are two ways to proceed: one can introduce the new connectives as
abbreviations (of complicated propositions), or one can enrich the language by ac-
tually adding the connectives to the alphabet, and providing rules of derivation.

The first procedure was adopted above; it is completely harmless, e.g. each time
one reads ¢ <> ¥, one has to replace it by (¢ — V) A (Y — ¢). So it is nothing
but a shorthand, introduced for convenience. The second procedure is of a more
theoretical nature. The language is enriched and the set of derivations is enlarged.
As a consequence one has to review the theoretical results (such as the Completeness
Theorem) obtained for the simpler language.

We will adopt the first procedure and also outline the second approach.

Definition 2.6.1
PV Y i=—(mp AmY),
—pi=¢p—>1,
poi=@=>Y)NY = 9).
N.B. This means that the above expressions are not part of the language, but abbre-

viations for certain propositions.

The properties of Vv, — and <> are given in the following lemma.
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Lemma 2.6.2

D) pFovy, Yy EevVY,

) NerFoand I''yYFo=>T,oViYyto,
@ii) ¢, —p kL,

(v) IoFl= T —g,

WM ooy o-Yyande <y, Yo,

~vi) NoFvYvand Iy Fo=TFeo <.

Proof The only non-trivial part is (ii). We exhibit a derivation of ¢ from I" and

o V¥ (i.e. =(—¢p A —)), given derivations Dy and D, of I', oo and I', ¢ o

[p]! [y]?
Dy D,

—p A=Y —(—p A —=Y)
— E

1L
— RAAj3
o

The remaining cases are left to the reader. g

Note that (i) and (ii) read as introduction and elimination rules for V, (iii) and
(iv) as ditto for —, (vi) and (v) as ditto for <>.
They legalize the following shortcuts in derivations:

[¢] [¥]
vI vI
oV pVy oV o o
VE
o
(@]
()
—FE
L 1
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: : o oY v ooy
< F

le] (V]
Do Dy D,
oV Y o g
VE
o

This is a mere shorthand for

lp]! [y ]?
Dy D,
o [—-a]3 o [—-a]3
1 1
—1 —2
Dy - l'
(@ A—Y) P ANTY |
1
—3
o

The reader is urged to use the above shortcuts in actual derivations, whenever
convenient. As a rule, only VI and VE are of importance; the reader has of course
recognized the rules for — and <> as slightly eccentric applications of familiar rules.

Examples - (o AY)Vo < (Vo)A@ Vo).

[p Ay [p Ay P
¢ [o]! W [o]?
(eAY)Vo Vo (chrl (eAY)Vo Y Vo 1//VG2
oVo Y Vo

(Vo)A Vo)
(2.2)
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Conversely
o ]

(pvao)A(p Vo) XN [o]'

(pvo)n(vo) YVo (pAy)Vo Ay vo lo]?
_— 1

pVvVo (WAY)Vo (@wAY)Vo

(pny) Vo
2.3)

Combining (2.2) and (2.3) we get one derivation:
[pAy) Vol [(pVo)A Vo)l
D 124
(pVo)AN{ Vo) (pAy)va
(A Voo (pvo)n(Vvo)

1

[ () V —Q [(0]1
v
YV [—(p VvV —p)

L
— =1
%

]2
— FE

\J 4
@V - [—(p Vv —p)

]2

—

RAA,
oV
Flo—=>v)Vv Y —e)
[p]!
Y—e

i

(> VvV — o) [=((p = ¥) V(¥ — )]
— E

4
—1

— 1

— 1
o>y
1

\
(p=>v)V W —9) [~((p = ¥) v ¥ = )P
L
R
=)V —9)

—

AAy
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F=@AYy) = oV -y

[—¢] [—v]
[(mpVv—=Y)] —pVv-y [—(m@V=Y¥)] —oVv-—y
1 1
% 4
[—(p A Y] OAY
1
=@V =Y

—@AY) = —p VY
We now give a sketch of the second approach. We add Vv, — and <> to the lan-
guage, and extend the set of propositions correspondingly. Next we add the rules for
Vv, — and < listed above to our stock of derivation rules. To be precise we should
now also introduce a new derivability sign. However, we will stick to the trusted
in the expectation that the reader will remember that now we are making derivations
in a larger system. The following holds.

Theorem 2.6.3

Fo Vi < =(—pA—Y).
F—p<(p—1).
Flp <o)< (@—=>P)A{ —9).

Proof Observe that by Lemma 2.6.2 the defined and the primitive (real) connectives
obey exactly the same derivability relations (derivation rules, if you wish). This
leads immediately to the desired result. Let us give one example.

¢ —=(—p A—=Y)and ¥ - —=(—p A =) (2.6.2 (1)), so by VE we get

VY E=(moA=Y) ... (1)
Conversely ¢ - ¢ VvV ¢ and ¥ ¢ VvV ¢ (by VI), hence by 2.6.2 (ii)

(oA eV (2)

Apply < I, to (1) and (2), then ¢ V ¢ <> =(—¢ A —). The rest is left to the
reader. O

For more results the reader is directed to the exercises.

The rules for v, <>, and — indeed capture the intuitive meaning of those connec-
tives. Let us consider disjunction: (\VI). If we know ¢ then we certainly know ¢ Vv v
(we even know exactly which disjunct). The rule (VE) captures the idea of “proof
by cases”: if we know ¢ V i and in each of both cases we can conclude o, then we
may outright conclude o. Disjunction intuitively calls for a decision: which of the
two disjuncts is given or may be assumed? This constructive streak of V is crudely
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but conveniently blotted out by the identification of ¢ V i and —(—¢ A —). The
latter only tells us that ¢ and ¥ cannot both be wrong, but not which one is right. For
more information on this matter of constructiveness, which plays a role in demar-
cating the borderline between two-valued classical logic and effective intuitionistic
logic, the reader is referred to Chap. 6.

Note that with Vv as a primitive connective some theorems become harder to
prove. For example, - —(——¢ A —g) is trivial, but - ¢ vV —¢ is not. The follow-
ing rule of thumb may be useful: going from non-effective (or no) premises to an
effective conclusion calls for an application of RAA.

Exercises

I. ShowkFoVviy > ¢y Ve, FeVve<oe.

2. Consider the full language £ with the connectives A, —, L, <> Vv and the re-
stricted language £ with connectives A, —, L. Using the appropriate derivation
rules we get the derivability notions - and . We define an obvious translation
from £ into £’

¢ :=¢ for atomic ¢

@Oy) =9 0Oy forO=A, —,
(V)T :==(—¢" A—¢T), where — is an abbreviation,
o =" > yHAGT =),
(—p)T =t —> 1.

Show
i) Foo ot
(i) o & F o™,
(iii) ot =gpforp e L.
(iv) Show that the full logic is conservative over the restricted logic, i.e. for
pel FooH .
3. Show that the Completeness Theorem holds for the full logic. Hint: use Exer-
cise 2.
4. Show
(a FTv.L.
®) F@o TV,
© Foo(peT).
5. Show F (¢ vV ¢¥) < ((¢p = ) = ).
6. Show
(@) I'iscomplete » (I'FoVv iy < T'Egor I'E 4, forall g, ),
(b) I' is maximally consistent < I" is a consistent theory and for all ¢,
(pvyel Speloryel).
7. Show in the system with V as a primitive connective

Flo—= V)< (o V),
Flo—=v)Vv Y — o).
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Chapter 3
Predicate Logic

3.1 Quantifiers

In propositional logic we used large chunks of mathematical language, namely those
parts that can have a truth value. Unfortunately this use of language is patently in-
sufficient for mathematical practice. A simple argument, such as “all squares are
positive, 9 is a square, therefore 9 is positive” cannot be dealt with. From the propo-
sitional point of view the above sentence is of the form ¢ A v — o, and there is
no reason why this sentence should be true, although we obviously accept it as true.
The moral is that we have to extend the language, in such a way as to be able to
discuss objects and relations. In particular we wish to introduce means to talk about
all objects of the domain of discourse, e.g. we want to allow statements of the form
“all even numbers are a sum of two odd primes”. Dually, we want a means of ex-
pressing “there exists an object such that ...”, e.g. in “there exists a real number
whose square is 2”.

Experience has taught us that the basic mathematical statements are of the form
“a has the property P” or “a and b are in the relation R”, etc. Examples are: “n is
even”, “f is differentiable”, “3 = 57, “7 < 127, “B is between A and C”. Therefore
we build our language from symbols for properties, relations and objects. Further-
more we add variables to range over objects (so called individual variables), and
the usual logical connectives now including the quantifiers ¥ and 3 (for “for all”
and “there exists”).

We first give a few informal examples.

dx P(x) there is an x with property P,
VyP(y) for all y P holds (all y have the property P),
Vx3dy(x =2y) for all x there is a y such that x is two times y,
Ve(e >0— Eln(% <¢€)) for all positive € there is an n such that % <e,
x<y—3Jz(x <zAz<y) ifx <y, then thereis a z such that x < z and
<)y,

Vxdy(x.y=1) for each x there exists an inverse y.
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We know from elementary set theory that functions are a special kind of rela-
tions. It would, however, be in flagrant conflict with mathematical practice to avoid
functions (or mappings). Moreover, it would be extremely cumbersome. So we will
incorporate functions in our language.

Roughly speaking the language deals with two categories of syntactical enti-
ties: one for objects—the terms, and one for statements—the formulas. Examples
of terms are: 17, x, (2 4+ 5) — 7, x3¥+1,

What is the subject of predicate logic with a given language? Or, to put it dif-
ferently, what are terms and formulas about? The answer is: formulas can express
properties concerning a given set of relations and functions on a fixed domain of
discourse. We have already met such situations in mathematics; we talked about
structures, e.g. groups, rings, modules, ordered sets (see any algebra text). We will
make structures our point of departure and we will get to the logic later.

In our logic we will speak about “all numbers” or “all elements”, but not about
“all ideals” or ““all subsets”, etc. Loosely speaking, our variables will vary over el-
ements of a given universe (e.g. the n x n matrices over the reals), but not over
properties or relations, or properties of properties, etc. For this reason the predicate
logic of this book is called first-order logic, or also elementary logic. In everyday
mathematics, e.g. analysis, one uses higher order logic. In a way it is a surprise that
first-order logic can do so much for mathematics, as we will see. A short introduc-
tion to second-order logic will be presented in Chap. 5.

3.2 Structures

A group is a (non-empty) set equipped with two operations, a binary one and a unary
one, and with a neutral element (satisfying certain laws). A partially ordered set is a
set equipped with a binary relation (satisfying certain laws).

We generalize this as follows.

Definition 3.2.1 A structure is an ordered sequence (A, Ry,..., Ry, Fi, ..., Fy,
{cili € I}), where A is a non-empty set. Ry, ..., R, are relations on A, Fi, ..., Fy,
are functions on A, and the ¢; (i € I) are elements of A (constants).

Warning The functions F; are fotal, i.e. defined for all arguments; sometimes this
calls for tricks, as with 0~! (cf. p. 82).
Examples

(R, +,-,~1,0, 1)—the field of real numbers,
(N, <)—the ordered set of natural numbers.

We denote structures by Gothic capitals: 2, B, €, D, .... The script letters are
shown on p. 52.
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If we overlook for a moment the special properties of the relations and operations
(e.g. commutativity of addition on the reals), then what remains is the rype of a
structure, which is given by the number of relations, functions (or operations), and
their respective arguments, plus the number (cardinality) of constants.

Definition 3.2.2 The similarity type of a structure A = (A, Ry, ..., Ry, F1, ..., Fy,
{cili € I})isasequence, (r,...,"p;a1,...,a,; k), where R; C A", F;: A% — A,
k = |{c; |i € I}| (cardinality of I).

The two structures in our example have (similarity) type (—;2,2,1;2) and
(2; —; 0). The absence of relations, functions is indicated by —. There is no ob-
jection to extending the notion of structure to contain arbitrarily many relations or
functions, but the most common structures have finite types (including finitely many

constants).
It would, of course, have been better to use semicolons for our structures, i.e.
(A; Ry, ..., Ry; F1, ..., Fy; cili € I), but that would be too pedantic.

If R C A, then we call R a property (or unary relation), if R C A2, then we call
R a binary relation, if R C A", then we call R an n-ary relation.
The set A is called the universe of 2.

Notation A = |2|. A is called (in)finite if its universe is (in)finite. We will mostly
commit a slight abuse of language by writing down the constants instead of the set
of constants; in the example of the field of real numbers we should have written:
(R, +, oL {0, 1}), but (R, +, 7Loo, 1) is more traditional. Among the relations
one finds in structures, there is a very special one: the identity (or equality) relation.

Since mathematical structures, as a rule, are equipped with the identity relation,
we do not list the relation separately. It does, therefore, not occur in the similarity
type. We henceforth assume all structures to possess an identity relation and we
will explicitly mention any exceptions. For purely logical investigations it makes,
of course, perfect sense to consider a logic without identity, but this book caters to
readers from the mathematics or computer science community.

One also considers the “limiting cases” of relations and functions, i.e. O-ary re-
lations and functions. An O-ary relation is a subset of A? . Since A? = {#} there are
two such relations: @ and {#} (considered as ordinals: 0 and 1). 0-ary relations can
thus be seen as truth values, which makes them play the role of the interpretations
of propositions. In practice 0-ary relations do not appear; e.g. they have no role to
play in ordinary algebra. Most of the time the reader can joyfully forget about them,
nonetheless we will allow them in our definition because they simplify certain con-
siderations. A 0-ary function is a mapping from A” into A, i.e. a mapping from {#}
into A. Since the mapping has a singleton as domain, we can identify it with its
range.

In this way O-ary functions can play the role of constants. The advantage of the
procedure is, however, negligible in the present context, so we will keep our con-
stants.
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Exercises

1. Write down the similarity type for the following structures:
@ (Q, <.,0)
(i) (N,+,-,S5,0,1,2,3,4,...,n,...), where S(x) =x + 1,
(i) (P(N), &, U,N,, ),
Giv) (Z/(5), 4+, —,"1,0,1,2,3,4),
v) ({0, 1}, A, Vv, —>,—,0, 1), where A, vV, —, — operate according to the or-
inary truth tables,
R, 1),
R),

RN, <, 7T, 2, | |, —), where T (a, b, ¢) is the relation “b is between a
and ¢”, 2 is the square function, — is the subtraction function and | | the
absolute value.

2. Give structures with type (1, 1; —; 3), (4; —; 0).

(vi) (
(vii) (
(

(viii)

3.3 The Language of a Similarity Type

The considerations of this section are generalizations of those in Sect. 2.1. Since the
arguments are rather similar, we will leave a number of details to the reader. For
convenience we fix the similarity type in this section: (ry,...,r,; ai, ..., am; ),
where we assume r; >0, a; > 0.

The alphabet consists of the following symbols:

. Predicate symbols: Py, ..., P,,=

. Function symbols: fi,..., fi

. Constant symbols: ¢; fori € /

. Variables: xg, x1, X2, ... (countably many)
. Connectives: V, A, >, —, <, 1LV, 3

6. Auxiliary symbols: (,),

D AW -

V and 3 are called the universal and the existential quantifier. The curiously looking
equality symbol has been chosen to avoid possible confusion. There are in fact a
number of equality symbols in use: one to indicate the identity in the models, one to
indicate the equality in the meta-language and the syntactic one introduced above.
We will, however, practice the usual abuse of language, and use these distinctions
only if it is really necessary. As a rule the reader will have no difficulty in recogniz-
ing the kind of identity involved.

Next we define the two syntactical categories.

Definition 3.3.1 TERM is the smallest set X with the properties

(i) c;eX(el)andx; € X(i € N),
(i) t1,...,t; €X = fit1,..., tq;) € X, for1 <i <m.

TERM is our set of terms.
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Definition 3.3.2 FORM is the smallest set X with the properties:

(1) LeX;PeXifrp=0;1,...,t, e TERM = P;(t1,...,t;,) € X; t1,h €
TERM =t =1 e X,
(1) ¢, ¥ € X = (pY) € X, where J € {A, V, —, <},
(iil) ¢ € X = (—p) € X,
(iv) ¢ € X = ((Vx)o), ((Fx))p) € X.

FORM is our set of formulas. We have introduced #; = t, separately, but we could
have subsumed it under the first clause. If convenient, we will not treat equality sepa-
rately. The formulas introduced in (i) are called atoms. We point out that (i) includes
the case of 0-ary predicate symbols, conveniently called proposition symbols.

A proposition symbol is interpreted as a 0-ary relation, i.e. as 0 or 1 (cf. Defini-
tion 3.2.2). This is in accordance with the practice of propositional logic to interpret
propositions as true or false. For our present purpose propositions are a luxury. In
dealing with concrete mathematical situations (e.g. groups or posets) one has no
reason to introduce propositions (things with a fixed truth value). However, propo-
sitions are convenient (and even important) in the context of Boolean-valued logic
or Heyting-valued logic, and in syntactical considerations.

We will, however, allow a special proposition: L, the symbol for the false propo-
sition (cf. Sect. 2.2).

The logical connectives have, what one could call “a domain of action”, e.g. in
¢ — 1 the connective — yields the new formula ¢ — ¥ from formulas ¢ and i,
and so — bears on ¢, ¥ and all their parts. For propositional connectives this is not
terribly interesting, but for quantifiers (and variable-binding operators in general) it
is. The notion goes by the name of scope. So in ((Vx)¢) and ((Ix)@), ¢ is the scope
of the quantifier. By locating the matching brackets one can easily effectively find
the scope of a quantifier. If a variable, term or formula occurs in ¢, we say that it is
in the scope of the quantifier in Vx¢ or Jx¢.

Just as in the case of PROP, we have induction principles for TERM and FORM.

Lemma 3.3.3 Let A(t) be a property of terms. If A(t) holds for t a variable or
a constant, and if A(t1), A(t2), ..., A(ty) = A(f(t1, ..., t)), for all function sym-
bols f,then A(t) holds for allt € TERM.

Proof Cf. Theorem 2.1.3. O

Lemma 3.3.4 Let A(p) be a property of formulas. If

(i) A(p) for atomic ¢,
(i) A(p), A(Y) = A(eLly),
(iii) A(p) = A(—g),
@{iv) A(p) = A((Vx;)p), A((Ix;)p) for all i, then A(p) holds for all p € FORM.

Proof Cf. Theorem 2.1.3. 0
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We will straight away introduce a number of abbreviations. In the first place
we adopt the bracket conventions of propositional logic. Furthermore we delete the
outer brackets and the brackets round Vx and 3x whenever possible. We agree that
quantifiers bind more strongly than binary connectives. Furthermore we join strings
of quantifiers, e.g. Vxjx23x3x4¢ stands for Vx;Vxy3x33xs¢. For better readability
we will sometimes separate the quantifier and the formula by a dot: Vx - ¢. We
will also assume that n in f(t1,...,t,), P(t1,...,1,) always indicates the correct
number of arguments. A word of warning: the use of = might confuse a careless
reader. The symbol “=" is used in the language L, where it is a proper syntactic
object. It occurs in formulas such as xo = x7, but it also occurs in the meta-language,
e.g. in the form x = y, which must be read “x and y are one and the same variable”.
However, the identity symbol in x = y can just as well be the legitimate symbol
from the alphabet, i.e. x = y is a meta-atom, which can be converted into a proper
atom by substituting genuine variable symbols for x and y. Sometimes = is used
for “syntactically identical”, as in “x and y are the same variable”. We will opt for
“=" for the equality in structures (sets) and “=" for the identity predicate symbol
in the language. We will use = a few times, but we prefer to stick to a simple “="
trusting the alertness of the reader.

Example 3.3.5 Example of a language of type (2; 2, 1; 1).

predicate symbols: L, =
function symbols: p,i
constant symbol: e

Some terms: #| := xo; t = p(x1,x2); 13 := p(e,e); ta :=i(x7); t5:=
pi(p(x2,e)),i(x1)).
Some formulas:

@1 1= X0 = X2, @4 := (X0 = X1 —> X1 = X0),
=13 =1, @s := (Vx0)(Vx1)(xo = x1 — —L(vo, x1))
@3 :=L(i(xs),e), w6 := (Yx0)(Fx1) (p(x0, x1) =€),

@7 :=(3x1)(—x; =€ A p(xy,x1) =e).

(We have chosen a suggestive notation; think of the language of ordered groups:
L for “less than”, p,i for “product” and “inverse”.) Note that the order in which
the various symbols are listed is important. In our example p has 2 arguments and i
has 1.

In mathematics there are a number of variable-binding operations, such as sum-
mation, integration, abstraction. Consider, for example, integration, in fol sinx dx
the variable plays an unusual role for a variable. For x cannot “vary”; we cannot
(without writing nonsense) substitute any number we like for x. In the integral the
variable x is reduced to a tag. We say that the variable x is bound by the inte-
gration symbol. Analogously we distinguish in logic between free and bound vari-
ables.
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A variable may occur in a formula more than once. It is quite often useful to
look at a specific instance at a certain place in the string that makes up the formula.
We call these occurrences of the variable, and we use expressions like “x occurs
in the subformula v of ¢.” In general we consider occurrences of formulas, terms,
quantifiers, and the like.

In defining various syntactical notions we again freely use the principle of defi-
nition by recursion (cf. Theorem 2.1.6). The justification is immediate: the value of
a term (formula) is uniquely determined by the values of its parts. This allows us to
determine the value of H (¢) for a mapping acting on terms, in finitely many steps.

Definition by Recursion on TERM Let Hy : VarU Const — A (i.e. Hy is defined
on variables and constants), H; : A% — A, then there is a unique mapping H :
TERM — A such that
H(t) = Hy(t) for t a variable or a constant,
H(fi(t1,...,t5,))=Hi(H(t1),..., H(t)).

Definition by Recursion on FORM  Let

H, : At > A (i.e. Hy is defined on atoms),
Ho:A?—> A Oe{Vv,A —, o)),
H..:A— A,

Hy:AXxN— A,

Hi:Ax N— A.

Then there is a unique mapping H : FORM — A such that

H(p) = Hy (¢) for atomic ¢,
H(eUy) = HO(H (¢), H(V)),
H(—¢) = H-(H(¢)),
H(¥xip) = Hy(H (), 1),
H(3xip) = H3(H (), 1).

Definition 3.3.6 The set FV (¢) of free variables of t is defined by

1) FV(xi):={x},
FV(c;):=0
) FV(f(t1,....tn):=FV(t))U---UFV(t,).

Remark To avoid messy notation we will usually drop the indices and tacitly assume

that the number of arguments is correct. The reader can easily provide the correct
details, should he wish to do so.

Definition 3.3.7 The set FV(¢) of free variables of ¢ is defined by

(i) FV(P(t1,...,tp)) :=FV({t)U---UFV(tp),
FV(t, =1) :=FV(t)) UFV(ty), FV(L) = FV(P) := () for P a proposition
symbol,
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(i) FV(pLy) :=FV(p) UFV (),
FV(—¢) :=FV(p),
(i) FV(Vx;jp) :=FV(3x;@) :=FV(p) — {x;}.

Definition 3.3.8 ¢ or ¢ is called closed if FV(t) =@, resp. FV(¢) = . A closed for-
mula is also called a sentence. A formula without quantifiers is called open. TERM .
denotes the set of closed terms; SENT denotes the set of sentences.

It is left to the reader to define the set BV (¢) of bound variables of ¢.

Continuation of Example 3.3.5
FV(t2) = {x1,x2}; FV(t3) =0; FV(¢2) = FV(t3) U FV(t4) = {x7};
FV(p7) =0; BV(p4) = V; BV (p6) = {x0, X1}. ¢5, @6, @7 are sentences.

Warning FV(¢) N BV (@) need not be empty; in other words, the same variable may
occur free and bound. To handle such situations one considers free (resp. bound)
occurrences of variables. When necessary we will make informal use of occurrences
of variables; see also p. 59.

Example Vx1(x; = x2) — P(x1) contains x; both free and bound, for the occur-
rence of x| in P (x1) is not within the scope of the quantifier.

In predicate calculus we have substitution operators for terms and for formulas.

Definition 3.3.9 Let s and 7 be terms, then s[#/x] is defined by:

. )y ify#x

clt/x]l:=c

@) f@,....tp)t/x1:= fule/x], ... tplt/x]).
Note that in the clause (i) y = x means “x and y are the same variables”.

Definition 3.3.10 ¢[z/x] is defined by:
@ Lft/x]:=L1,
P[t/x]:= P for propositions P,
P(t,....tp)lt/x]:=Plt/x], ... tpt/x]),
(h=n)lt/x]:=nlt/x]=nlt/x],
(i) (pUy)[r/x]:= olt/x]Y [t /x],
(—@)[t/x]:=—glt/x]
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Vyplt/x] ifx#y
Vye ifx=y

dyplt/x] ifxs#y
dye ifx=y

(i) (Vyp)lt/x]:= {
@yo)lt/x]:= {

Substitution of formulas is defined as in the case of propositions; for convenience
we use “$” as a symbol for the propositional symbol (0-ary predicate symbol) which
acts as a “place holder”.

Definition 3.3.11 o[¢/$] is defined by:

o ifo#£$

. f i
¢ ifo = $ or atomic o,

() ole/$]:= {

(i) (o1002)[@/$]:= o1le/$10o2[¢/$]
(—o1)[o/$]:=—o1le/$]
(Vyo)le/$]:=Vy.ole/$]
(Fyo)lp/$]:=3y.olp/$].

Continuation of Example 3.3.5

t4t2/x1]1 =i (x7); t4[t2/x7] =i (p(x1, x2));
t5[x2/x1]1 = p(i(p(x2,e),i(x2)),
e1lt3/x0l = p(e,e) = xz; @slt3/x0] = @s.

We will sometimes make simultaneous substitutions, the definition is a slight
modification of Definitions 3.3.9, 3.3.10 and 3.3.11. The reader is asked to write
down the formal definitions. We denote the result of a simultaneous substitution of
tHy ...ty foryy, ...,y int by t[t1, ..., t,/¥1, ..., Yu] (similarly for ¢).

Note that a simultaneous substitution is not the same as its corresponding re-
peated substitution.

Example (xo = x1)[x1, x0/X0, x1] = (x1 = x0), but ((xo = x1)[x1/x0D)[x0/x1] =
(x1 =x1[x0/x1] = (x0 = x0).

The quantifier clause in Definition 3.3.10 forbids substitution for bound vari-
ables. There is, however, one more case we want to forbid: a substitution, in which
some variable after the substitution becomes bound. We will give an example of
such a substitution; the reason why we forbid it is that it can change the truth value
in an absurd way. At this moment we do not have a truth definition, so the argument
is purely heuristic.

Example Ix(y < x)[x/y] =3Ix (x <Xx).
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Note that the right-hand side is false in an ordered structure, whereas 3x(y < x)
may very well be true. We make our restriction precise.

Definition 3.3.12 ¢ is free for x in ¢ if
(i) ¢ is atomic,
(i) ¢ := @1 Ugs (or ¢ := —¢y) and ¢ is free for x in ¢ and @, (resp. ¢1),
(iii) @ :=3Ayy (or ¢ :=Vyy)andif x € FV(p), then y &€ FV(¢) and ¢ is free for x
in Y.

Examples

1. xp is free for xo in Ax3 P (xg, x3),
2. f(xp,x1) is not free for xg in Ix1 P (xg, Xx3),
3. xsis free for x| in P(xy, x3) — Ix1 Q(x1, x2).

Note that the use of “¢ is free for x in ¢” comes down to the fact that the (free)
variables of 7 are not going to be bound after substitution in ¢.

Lemma 3.3.13 ¢ is free for x in ¢ < the variables of t in @[t /x] are not bound by
a quantifier.

Proof Induction on ¢.

e For atomic ¢ the lemma is evident.

. . def. . . . . ih.
e ¢ =¢1Upy. t is free for x in ¢ &' ¢t is free for x in ¢ and ¢ is free for x in gy &
the variables of ¢ in ¢1[¢/x] are not bound by a quantifier and the variables of ¢
in @7 [t /x] are not bound by a quantifier < the variables of 7 in (¢1Ugo)[t/x] are
not bound by a quantifier.
o ¢ = —, similar.
e ¢ =3y. It suffices to consider the case x € FV(p). tis free for x in ¢ ‘i% ye

FV(t) and ¢ is free for x in ¢ 1¢h> the variables of ¢ are not in the scope of Jy and
the variables of ¢ in ¥[#/x] are not bound by (another) quantifier < the variables
of ¢ in ¢[t/x] are not bound by a quantifier. d

There is an analogous definition and lemma for the substitution of formulas.

Definition 3.3.14 ¢ is free for $ in o if:

(i) o is atomic,
(i1) o := 0100y (or —oy) and ¢ is free for $ in o and in o3 (or in o1),
(iii) o := 3yt (or Vyt) and if $ occurs in o then y & FV(¢) and ¢ is free for $ in 7.

Lemma 3.3.15 ¢ is free for $ in o < the free variables of ¢ are in o[p/$] not
bound by a quantifier.

Proof As for Lemma 3.3.13. 0
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From now on we tacitly suppose that all our substitutions are “free for”.
For convenience we introduce an informal notation that simplifies reading and
writing.

Notation In order to simplify the substitution notation and to conform to an ancient
suggestive tradition we will write down (meta-) expressions like ¢ (x, y, z), ¥ (x, x),
etc. This neither means that the listed variables occur free nor that no other ones
occur free. It is merely a convenient way to handle substitution informally: ¢(¢) is
the result of replacing x by ¢ in ¢(x); ¢(¢) is called a substitution instance of ¢(x).

We use the languages introduced above to describe structures, or classes of struc-
tures of a given type. The predicate symbols, function symbols and constant symbols
act as names for various relations, operations and constants. In describing a struc-
ture it is a great help to be able to refer to all elements of |2(| individually, i.e. to
have names for all elements (if only as an auxiliary device). Therefore we introduce
the following.

Definition 3.3.16 The extended language, L(2l), of 2 is obtained from the lan-
guage L, of the type of 2, by adding constant symbols for all elements of |2(]. We
denote the constant symbol, belonging to a € |2, by a.

Example Consider the language L of groups; then L(2l), for 2 the additive group of
integers, has (extra) constant symbols 0,1,2,...,—1,—2,—3,.... Observe that in
this way O gets two names: the old one and one of the new ones. This is no problem,
why shouldn’t something have more than one name?

Exercises

1. Write down an alphabet for the languages of the types given in Exercise 1 of
Sect. 3.2.

2. Write down five terms of the language belonging to Exercise 1 (iii), (viii), Write
down two atomic formulas of the language belonging to Exercise 1 (vii) and two
closed atoms for Exercise 1 (iii), (vi).

3. Write down an alphabet for languages of types (3;1,1,2;0), (—;2;0) and
(1; = 3).

4. Check which terms are free in the following cases, and carry out the substitution:

(a) x for x in x = x, (f) x +w for z in Vw(x +z =0),
(b) y for x in x = x, (g) x + y forzinVw(x +z=0) A
(¢) x+yforyinz=0, dy(z =x),

(d)6+yf0ryin x(y =x), (h) x + y for zin Vu(u =v) —

(e) x 4+ y for z in Jw(w + x =0), Vz(z =1).
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3.4 Semantics

The art of interpreting (mathematical) statements presupposes a strict separation
between “language” and the mathematical “universe” of entities. The objects of lan-
guage are symbols, or strings of symbols, the entities of mathematics are numbers,
sets, functions, triangles, etc. It is a matter for the philosophy of mathematics to
reflect on the universe of mathematics; here we will simply accept it as given to
us. Our requirements concerning the mathematical universe are, at present, fairly
modest. For example, ordinary set theory will do very well for us. Likewise our
desiderata with respect to language are modest. We just suppose that there is an
unlimited supply of symbols.

The idea behind the semantics of predicate logic is very simple. Following Tarski,
we assume that a statement o is true in a structure, if o actually is the case (the
sentence “Snow is white” is true if snow actually is white). A mathematical example:
“2 42 =47 is true in the structure of natural numbers (with addition) if 2+ 2 =4
(i.e. if addition of the numbers 2 and 2 yields the number 4). Interpretation is the art
of relating syntactic objects (strings of symbols) and states of affairs “in reality”.

We will start by giving an example of an interpretation in a simple case. We
consider the structure A = (Z, <, 4+, —, 0), i.e. the ordered group of integers.

The language has in its alphabet:

predicate symbols: =, L
Junction symbols: P, M
constant symbol: 0

L () has, in addition to all that, constant symbols m for all m € Z. We first
interpret the closed terms of L(2(); the interpretation % of a term ¢ is an element
of Z.

t 2
m m
P(t1,0) | 12+
M (1) —r%

Roughly speaking, we interpret 77 as “its number”, P as plus, M as minus. Note
that we interpret only closed terms. This stands to reason, how should one assign a
definite integer to x?

Next we interpret sentences of L(2() by assigning one of the truth values 0 or 1.
As far as the propositional connectives are concerned, we follow the semantics for
propositional logic.

v(l)=0,
. 1 ifrd =%
”(’_S)_{o else,

1 ifr? <™
v(L(t,s»:{O e
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v(pUyr)
v(—gp)
v(VYxg) = min{v(p[n/x]) | n € Z}

as in Definition 2.2.1

v(3xo) = max{v(p[n/x]) | n € Z}
A few remarks are in order.

1. In fact we have defined a function v by recursion on ¢.

2. The valuation of a universally quantified formula is obtained by taking the min-
imum of all valuations of the individual instances, i.e. the value is 1 (true) iff all
instances have the value 1. In this respect V is a generalization of A. Likewise 3
is a generalization of V.

3. v is uniquely determined by 2, hence vy would be a more appropriate notation.
For convenience we will, however, stick to just v.

4. As in the semantics of propositional logic, we will write [¢]g for vy (¢), and
when no confusion arises we will drop the subscript 2.

5. It would be tempting to make our notation really uniform by writing [t] o for .
We will, however, keep both notations and use whichever is the most readable.
The superscript notation has the drawback that it requires more brackets, but the
[ J-notation does not improve readability.

Examples

1 (P(PR). MDY = PO DA+ MDY =2 +3) +(-TH=2+3+
(=7 =-2,

2. [2=—1] =0, since 2 # —1,

3. [0=1— L(25,10)] =1, since [0 =1] =0 and [L(25, 10)] = 0; by the inter-
pretation of the implication the value is 1,

4. [Vx3y(L(x, y))] = min, (max, [L (@, m)]).
[L,m)] =1 for m > n, so for fixed n, max,,[L(#,m)] = 1, and hence
min, max, [L(, m)] = 1.

Let us now present a definition of interpretation for the general case. Consider
A=(A,R1,...,R,, F1, ..., Fy,{cili € 1}) of a given similarity type (rq, ..., ";
als ~--7am; |[|>'

The corresponding language has predicate symbols Ry, ..., R,, function sym-
bols F1, ..., F,, and constant symbols c;. L (%), moreover, has constant symbols a
for all a € |2].

Definition 3.4.1 An interpretation of the closed terms of L(2() in 2( is a mapping
()% TERM. — || satisfying:

(i) ¥ =c (=[c]w)

¥ =a, (=[alw)
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(i) (Fi(ti,....tpD*=Fa, ... 00, (=[Fi,.... )]
where p = a; =F([t]a. ... [tp]2))
There is also a valuation notation using Scott brackets; we have indicated in

the above definition how these brackets are to be used. The following definition is
exclusively in terms of valuations.

Definition 3.4.2 An interpretation of the sentences ¢ of L(2) in 2 is a mapping
[Ja : SENT — {0, 1}, satisfying:

@) [L]a:=0,
[R]a := R (i.e. Oor 1).

e Lif (¢2, ..., 12y e R;, where p=r;
Ri(t,... 1 = Leesp P v
(11) [[ 1(17 , p)ﬂi’l {0 else.
1 if 2 =2
et = 1 2
[ =] { 0 else.

(i) o Ao :=min([e]a, [¥]a0),
lo v ¢la = max([e]a, [¥ ],
e — ¥la:=max(1 — [e]a, [¥]),
lo < ¢la:=1-I[ela — [¥]al,
[=ela:=1-[p]a

(iv) [Vxg]a :=min{[pla/x1]al a € A},
[Fxe]a := max{[ela/x]1]al a € |}

Convention: from now on we will assume that all structures and languages have
the appropriate similarity type, so that we don’t have to specify the types all the
time.

In predicate logic there is a popular and convenient alternative for the valuation
notation:

A = ¢ stands for [p]o = 1. We say that “g is true, valid, in 2 if 2 = ¢. The
relation = is called the satisfaction relation.

Note that the same notation is available in propositional logic—there the role of
2 is taken by the valuation, so one could very well write v |= ¢ for [¢], = 1.

So far we have only defined truth for sentences of L(2(). In order to extend |= to
arbitrary formulas we introduce a new notation.

Definition 3.4.3 Let FV(¢) = {z1, ..., 2k}, then Cl(¢) :=Vz1 ... zr¢ is the univer-
sal closure of ¢ (we assume the order of variables z; to be fixed in some way).
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Definition 3.4.4

(1) A E@iff 2 = Cl(p),
(i) = @ iff A = ¢ for all A (of the appropriate type),
(i) AE=riff A=y forally e I',
(v) M'Eeiff (=T = A= @), where I' U {¢} consists of sentences.

If A = o, we call A a model of o. In general: if A = I", we call 2 a model of I".
We say that ¢ is true if = ¢, ¢ is a semantic consequence of I' if I' = ¢, i.e. ¢

holds in each model of I". Note that this is all a straightforward generalization of
Definition 2.2.4.

If ¢ is a formula with free variables, say FV(¢) = {z1, ..., 2k}, then we say that
o is satisfied by ay, ...,ar € || if A =oplay,...,ar/z1,...,2k], ¢ is called sat-
isfiable in 2 if there are ay, ..., a such that ¢ is satisfied by ay,...,a; and ¢ is

called satisfiable if it is satisfiable in some 2. Note that ¢ is satisfiable in 2 iff
A =3z ... 200.

The properties of the satisfaction relation are in understandable and convenient
correspondence with the intuitive meaning of the connectives.

Lemma 3.4.5 If we restrict ourselves to sentences, then

O AFoAYy SAE@and A=Y,
(i) AFoVvy S AEporAE=y,
(i) A= —p < AE @,
(iv) AEp—->v o AEe=>AEY),
WM Aoy @EpeAEY),
i) AEVxe & AE=pla/x], forall a € ||,
(vil) A =3Ixp < A= gpla/x], for some a € |A]|.

Proof ITmmediate from Definition 3.4.2. We will do two cases.

(iv) AE¢ = ¥ & o = ¥]u =max(l — [¢]a, [¥]a) = 1. Suppose A = ¢, i.e.
[ola = 1, then clearly [¢]o =1, or A = 1.
Conversely, let 2l = ¢ = 20 = v, and suppose A = ¢ — ¥, then o —
Yo = max(1 — [e]a, [¥]2) = 0. Hence [¢]o =0 and [¢]o = 1. Con-

tradiction.
(vi)) A | Ixp(x) & max{p@)]ula € |A]} = 1 < there is an a € || such that
[e@]a =1 < there is an a € |2| such that 2 = ¢(a). O

Lemma 3.4.5 tells us that the interpretation of sentences in 2( runs parallel to
the construction of the sentences by means of the connectives. In other words, we
replace the connectives by their analogues in the meta-language and interpret the
atoms by checking the relations in the structure.

For example, consider our example of the ordered additive group of integers:
A = —=VxIy(x = P(y,y)) < Itis not the case that for each number n there exists
an m such that n = 2m < not every number can be halved in 2. This clearly is
correct, take for instance n = 1.
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Let us reflect for a moment on the valuation of proposition symbols; an 0-ary re-
lation is a subset of A” = {@}, i.e. itis ¥ or {#}} and these are, considered as ordinals,
0 or 1. So [P]a = P, and P is a truth value. This makes our definition perfectly
reasonable. Indeed, without aiming for a systematic treatment, we may observe that
formulas correspond to subsets of A*_ where k is the number of free variables. For
example, let FV(¢) = {z1, ..., 2k}, then we could put [¢]o = {{a1,...,a) |2 =
@y, ...,ap)= {ai, ..., an)l[e@, ..., ax)]a = 1}), thus stretching the mean-
ing of [¢]o a bit. It is immediately clear that applying quantifiers to ¢ reduces the
“dimension”. For example, [Ax P (x, y)]a = {a|A = P (b, @) for some b}, which is
the projection of [P (x, y)]2 onto the y-axis.

Exercises

1. Let9t=(N,+,-, S,0), and L a language of type (—; 2,2, 1; 1).
(i) Give two distinct terms # in L such that ™' = 5.
(ii) Show that for each natural number n € N there is a term ¢ such that ”* = n.
(iii) Show that for each n € N there are infinitely many terms ¢ such that ™' = n.
2. Let A be the structure of Exercise 1 (v) of Sect. 3.2. Evaluate (((I — 0) —
=0) A (=0) = (1 — 0%, (T — —(=0 v 1), o
3. Let 2 be the structure of Exercise 1 (viii) of Sect. 3.2. Evaluate (|(+/3)% —
=5D*, (1= ((=2)] = 5= (=2))*.
4. Which cases of Lemma 3.4.5 remain correct if we consider formulas in general?
5. For sentences o we have 2l =0 or 2 = —o. Show that this does not hold for
¢ with FV(p) # (. Show that not even for sentences = o or = —o holds in

general.
6. Show for closed terms ¢ and formulas ¢ (in L(2()):
At =[t]y.

A=) < ‘P(mm)- (We will also obtain this as a corollary to the Substitu-
tion Theorem, Corollary 3.5.9.)
7. Show that 2 = ¢ = 2 = ¢ for all 2, implies = ¢ = = ¥, but not vice versa.

3.5 Simple Properties of Predicate Logic

Our definition of validity (truth) was a straightforward extension of the valuation
definition of propositional logic. As a consequence formulas which are instances
of tautologies are true in all structures 2 (Exercise 1). So we can copy many re-
sults from Sects. 2.2 and 2.3. We will use these results with a simple reference to
propositional logic.

The specific properties concerning quantifiers will be treated in this section. First
we consider the generalizations of De Morgan’s laws.

Theorem 3.5.1

1) E-VYxp < Ix—e,
(1) E—Ixp < Vx—g,
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>iii) EVxp < —Ix—gp,
(iv) EIxp < =Vx—ep.

Proof If there are no free variables involved, then the above equivalences are almost
trivial. We will do one general case.

(i) Let FV(Vxp) ={z1,..., 2k}, then we must show A = Vz;...zx(—=Vxe(x, 21,
ey 2k) < x—e(x, 21, ..., 21)), for all 2.
So we have to show 2 = —-Vx¢(x,ay,...,ar) < Ix—e(x,ay,...,ay) for ar-
bitrary ay, ..., ax € |2|. We apply the properties of |= as listed in Lemma 3.4.5:
A = =Vxp(x,ay,...,ar) & A ¥ Vxp(x,ay,...,ax) < not for all b €
1A A = @b, ay, ..., ax) < thereisab e |A| such that A = —p (b, ay, ..., ay)
< AEIx—px,ay,...,ar).
(i1) is similarly dealt with,
(iii) can be obtained from (i), (ii),
(iv) can be obtained from (i), (ii). O

The order of quantifiers of the same sort is irrelevant, and quantification over a
variable that does not occur can be deleted.

Theorem 3.5.2

(1) EVxVyp < VyVxp,

(1) E=IxIye < Jydxe,
(iil) E=Vxp < @ ifx EFV(p),
(V) Edxp < ifx gFV(e).

Proof Left to the reader. g

We have already observed that V and 3 are, in a way, generalizations of A and V.
Therefore it is not surprising that V (resp. 3) distributes over A (resp. V). V (and 3)
distributes over V (resp. A) only if a certain condition is met.

Theorem 3.5.3
(1) EVx(p AY) < Vxp AVXY,
(1)) Edx(p V) < Ixep Vv Ixy,
(i) EVx(px) V) < Vxe) vy ifx gFV(Y),
1v) FIx(p() AY) < Ixex) Ay ifx €FV(Y).

Proof (i) and (ii) are immediate.

@iii) Let FV(Vx(p(x) vV ¥)) = {z1,...,2x}. We must show that A = Vz;...zx
[Vx(p(x) vV ¥) < Vxe(x) v ¢] for all 2, so we show, using Lemma 3.4.5,

that A = Vx[p(x,ay,...,ar) V¥ (ai,...,ar)] < A =Vxpx,ay,...,ax) vV
Y(ai,...,a;) forall A and all ay, ..., a; € |2].
Note that in the course of the argument ay, ..., a; remain fixed, so in the

future we will no longer write them down.
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< A EVxp(x, )V Y( ) < 2A = Vxe(x, yor A EY(—)
< A= b, ) for all b or A &= ¢ (—).

If A E y¥( ), then also 2A = (b, )V P ( ) for all b, and so
A = Vx[p(x, )V (—)]. If for all b A = (b, ——) then

A= @b, ) V ¢ (——) for all b, so A = Vx(¢(x, )V g ( ).

In both cases we get the desired result.
=: We know that for each b € || 2l = ¢ (b, ——) V ¥ (

).

If A E=y( ), then also 2 = Vxe(x, )V Y ( ), so we are done.
If A b= ( ) then necessarily 2 = ¢(b, ) for all b, so
A E=Vxp(x, ) and hence 2 = Vxo(x, )V P ( ).

(iv) is similar. 0

In the proof above we have demonstrated a technique for dealing with the extra
free variables z, ..., zx, that do not play an actual role. One chooses an arbitrary
string of elements ay, ..., ax to substitute for the z;’s and keeps them fixed during
the proof. So in the future we will mostly ignore the extra variables.

WARNING

Vx(p(x) VvV ir(x)) = Yxe(x) VVxiy(x), and
Ixep(x) Axp(x) — Ix(p(x) A ¥ (x)) are not true.

One of the Cinderella tasks in logic is the bookkeeping of substitution, keep-
ing track of things in iterated substitution, etc. We will provide a number of useful
lemmas; none of them is difficult—it is a mere matter of clerical labor.

A word of advice to the reader: none of these syntactical facts is hard to prove, nor
is there a great deal to be learned from the proofs (unless one is after very specific
goals, such as complexity of certain predicates); the best procedure is to give the
proofs directly and only to look at the proofs in the book in case of emergency.

Lemma 3.5.4

(i) Let x and y be distinct variables such that x & FV(r), then (t[s/x])[r/y] =
(tlr/yDIslr/yl/x],
(i1) Let x and y be distinct variables such that x & FV(s) and let t and s be free
for x and y in ¢, then (¢[t/xD[s/y] = (¢ls/yDltls/yl/x],
(iii) Let ¥ be free for $ in @, and let t be free for x in ¢ and \r, then (o[ /$)[t/x] =

(plt/xDIyle/x]/$],
(iv) Let @,V be free for $1,$, in o, let Y be free for $; in ¢, and let $1 not occur

in ¥, then (ole/$1D[¥/$21= (o [¥/$2Del¥/$21/$11.

Proof (i) Induction on ¢.

e { =, trivial.
o t = x. Then t[s/x] = s and (t[s/xD[r/y] = slr/yl; lr/yDlslr/yl/x] =
x[s[r/yl/x]=slr/yl.
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e r=y.Then (¢t[s/xD[r/yl=ylr/yl=r and t[r/yDlslr/yl/x]1 =r(slr/y]/x] =
r,since x &€ FV(r).

e t =z, where 7 # x, y, trivial.

ot = f(n,....tn). Then  (t[s/xDlr/y] = (f(uls/x]...)Nlr/y] =
FUnTs /XDl /Y] ) E f(ulr/yDIslr/y)/x), ) = f@lr/y),.. )lslr/
yl/x1= (tlr/yDIslr/yl/x].!
(i1) Induction on ¢. Left to the reader.
(iii) Induction on ¢.

e ¢ =1 or P distinct from $. Trivial.

e ¢ =3$. Then ($[y/$DIt/x]1=vlt/x] and S[t/xDy[t/x1/$] = $[¥(t/x]1/$] =
Ylz/x].

e ¢ = ¢10ga, —¢y. Trivial.

e ¢ =Vypi. Then (Vy - o1[y/$DIt/x]1 = (Vy - o1[y/$DIt/x] =Vy - (1 [¥/$D I
/x]) E Yy (pilt /<DL /x)/8D) = (Yye0)lt xDIY[1/x1/8]. ¢ = Tygr. Idem.

(iv) Induction on o. Left to the reader. O
We immediately get the following corollary.

Corollary 3.5.5

(@) If z ¢ FV(t), then tla/x] = (t[z/xDla/z],
(i) If z € FV (@) and z is free for x in @, then ¢la/x] = (p[z/x)[a/z].

It is possible to pull out quantifiers from a formula. The trick is well known
in analysis: the bound variable in an integral may be changed, e.g. [xdx +
[sinydy = [xdx + [sinxdx = [(x + sinx)dx. In predicate logic we have a
similar phenomenon.

Theorem 3.5.6 (Change of Bound Variables) If x, y are free for z in ¢ and x,y &
FV(p), then |=3xp[x/z] < Iyply/z], = Vxplx/z] < Vyely/z].

Proof 1t suffices to consider ¢ with FV(¢) C {z}. We have to show 2 = 3x¢[x/z] &
A =Jyply/z] forany A. A = Ixp[x/z] © A = (plx/z])[a/x] for some a < A =
pla/z] for some a < A = (¢ly/z])[a/y] for some a < A =3Iyply/z].

The universal quantifier is handled completely similarly. U

The upshot of this theorem is that one can always replace a bound variable by a
“fresh” one, i.e. one that did not occur in the formula. Now one easily concludes the
following.

Corollary 3.5.7 Every formula is equivalent to one in which no variable occurs
both free and bound.

14 h.” indicates the use of the induction hypothesis.
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We now can pull out quantifiers: Vxp(x) vV Vxir(x) < Vxe(x) VvV Yy (y) and
Yxp(x) VVyy(y) < Vxy(e(x) vV ¥ (y)), for a suitable y.

In order to handle predicate logic in an algebraic way we need the technique of
substituting equivalents for equivalents.

Theorem 3.5.8 (Substitution Theorem)

) Eti=1n—sln/x]=sln/x],
(i) =t =n— (¢ln/x] < ¢ln2/x]),
(iii) (¢ < ¥) — (olp/3] < o[y/SD).

Proof 1tis no restriction to assume that the terms and formulas are closed. We tacitly
assume that the substitutions satisfy the “free for” conditions.

(1) LetA =1 =1, i.e. tlgl = tf‘. Now use induction on s.

e s is a constant or a variable. Trivial.

e s = F(si,...,s). Then s[ti/x] = f(sl[t,-/x],...) and (s[ti/x])Ql =
F((s1[;1)*/x,...). Induction hypothesis: (s;[f1/xD* = (s;[2/xD?,
1<j<k. So (s[ti/xD* = F((silt1/xD?,...) = F((s1lr2/xD?,..) =
(s[t2/xD?. Hence 2 |= 5[t /x] = s[t2/x].

(i) LetA =1 =1, so t?l = tzm. We show 2 = ¢[t1/x] < U = ¢lt2/x] by induc-
tion on ¢.

e ¢ is atomic. The case of a propositional symbol (including _L) is trivial. So
consider ¢ = P(si,....s1). A = P(st,....spln/x] © A E
P(si[ti/x],..) & (il /xD?, ..., (st /xD™ € P. By (i) (s;[t1 /xD* =
(sjl/xD¥ j=1,... k.

So we get ((s1[t1/xD*,..) e P& - &A= P(sy,...)[n/x].
e =91 V@, o1 A2, 91 = @2, —p|. We consider the disjunction: 2 =

(@1 V @)t /x] & A = @i[11/x] or A = galt1 /x] 8. A b= i [12/x] or A =
wln/x]1 e A E (o1 vV o)ln/x].
The remaining connectives are treated similarly.

e p=3yY,p=Vyy.
We consider the existential quantifier. 2 = @Qyy)[f/x] & A =
Ayl /x]) & A =¥t /x]la/y] for some a.
By Lemma 3.5.4 2 = y[r/x1[a/y] & 2 k= (y[a/yDlnla/yl/x]. Apply
the induction hypothesis to {r[a/y] and the terms #{[a/y], t2[a/y]. Observe
that #; and #, are closed, so ti[a/y] =t and #, = tr[a/y]. We get A =
¥t2/x]la/y], and hence 2 = Jyyr[t2/x]. The other implication is similar,
and so is the case of the universal quantifier.

(iii) Let A = ¢ < A = . We show 2 = o[¢/$] & 2 = o[y/$] by induction

ono.

e o is atomic. Both cases 0 = $ and o # $ are trivial.
e 0 = 01oy (or —oy). Left to the reader.
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e 0 =Vx - 7. Observe that ¢ and ¢ are closed, but even if they were not then
x could not occur free in ¢, V.
A= (Vx - De/S] & A = Vx(r[p/$]). Pick an a € ||, then A =

(tlp/$Dla/x1 & A = (zla/xDigla/x1/$] & A = (cla/xDle/$1 S A =
tla/x1[y/$] & A = tla/x1[¥la/x1/$] < A = (t[v¥/$Dla/x]. Hence
A E=olp/$] & 2A = o[¥/$]. The existential quantifier is treated simi-
larly. U

Observe that in the above proof we have applied induction to “o[¢/$] for all ¢”,
because the substitution formula changed during the quantifier case.

Note that also the o changed, so properly speaking we are applying induction
to the rank (or we have to formulate the induction principle 3.3.4 a bit more liber-
ally).

Corollary 3.5.9

@) [str/x1] = [sthel/~1I,
(i) [olt/x1] = [ellt[/x1].

Proof We apply the Substitution Theorem. Consider an arbitrary 2[. Note that
[I1] = [#] (by definition), so 2l |= [t] = z. Now (i) and (ii) follow immediately. O

In a more relaxed notation, we can write (i) and (ii) as [s()] = [s([t])], or A
s() =s([t]) and [o )] = [e([t]D], or A = @) <> o([t]).-

Observe that [¢] (= [r]2) is just another way to write t2.

Proofs involving detailed analysis of substitution are rather dreary but, unfortu-
nately, unavoidable. The reader may simplify the above and other proofs by suppos-
ing the formulas involved to be closed. There is no real loss in generality, since we
only introduce a number of constants from L(2() and check that the result is valid
for all choices of constants.

Now we really can manipulate formulas in an algebraic way. Again, write ¢ &
for = ¢ < .

Examples

L Vxo(x) > ¢ &~ —Vxp) vy~ Ix(—ek) vy~ Ix(-ekx) Vi)~
Ix(p(x) — ), where x  FV(¥).

2. Vxp(x) — Ixpx) =~ =Vxe(x) VIxp(x) ~ Ix(—e(x) V ¢(x)). The formula in
the scope of the quantifier is true (already by propositional logic), so the formula
itself is true.

Definition 3.5.10 A formula ¢ is in prenex (normal) form if ¢ consists of a (pos-
sibly empty) string of quantifiers followed by an open (i.e. quantifier free) formula.
We also say that ¢ is a prenex formula.
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Examples 3xVy3dzqdv(x =z V y =2z — v <y), VxVy3z(P(x,y) A Q(y,x) —
P(z,2)).

By pulling out quantifiers we can reduce each formula to a formula in prenex
form.

Theorem 3.5.11 For each ¢ there is a prenex formula ¥ such that = ¢ <> .

Proof First eliminate — and <. Use induction on the resulting formula ¢’.
For atomic ¢’ the theorem is trivial. If ¢’ = ¢ V ¢; and ¢y, @ are equivalent to
prenex 1, ¥ then

U1 =(Q1y1) - (Qnyn) ¥,
V2= (Qhz1) - (Qzm) V2,

where Q;, Q'; are quantifiers and ¥, % open. By Theorem 3.5.6 we can choose
all bound variables distinct, taking care that no variable is both free and bound.
Applying Theorem 3.5.3 we find

E¢' < (Q1y) - (Quyn)(Q21) -+ (Qhuzm) (W' v 92,

so we are done.
The remaining cases are left to the reader. U

In ordinary mathematics it is usually taken for granted that the benevolent reader
can guess the intentions of the author, not only the explicit ones, but also the ones
that are tacitly handed down generations of mathematicians. Take for example the
definition of convergence of a sequence: Ye > 03nVm (|a, — ap4m| < €). In order to
make sense out of this expression one has to add: the variables n, m range over natu-
ral numbers. Unfortunately our syntax does not allow for variables of different sorts.
So how do we incorporate expressions of the above kind? The answer is simple: we
add predicates of the desired sort and indicate inside the formula the “nature” of the
variable.

Example Let > = (R, Q, <) be the structure of the reals with the set of rational
numbers singled out, provided with the natural order. The sentence o :=Vxy(x <
y — 32(Q(z2) Ax <z Az <1Yy)) can be interpreted in 2 : 2 = o, and it tells us
that the rationals are dense in the reals (in the natural ordering). We find this mode
of expression, however, rather cumbersome. Therefore we introduce the notion of
relativized quantifiers. Since it does not matter whether we express informally “x
is rational” by x € Q or Q(x), we will suit ourselves and at any time choose the
notation which is most convenient. We use (3x € Q) and (Vx € Q) as informal
notation for “there exists an x in Q” and “for all x in Q”. Now we can write o as
Vxy(x <y— 3Jz€ Q(x <zAz <Yy)). Note that we do not write (Vxy € R)( ),
since: (1) there is no relation R in 2, (2) variables automatically range over |2{| = R.

Let us now define the relativization of a quantifier properly.
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Definition 3.5.12 If P is a unary predicate symbol, then (Vx € P)¢ :=
Vx(P(x) — ¢), 3x € P)p :=(Ix)(P(x) A ).

This notation has the intended meaning, as appears from 2 &= (Vx € P)¢ <
foralla e P A = pla/x], A = (3x € P)p < there exists an a € P2 such that
2A = @[a/x]. The proof is immediate.

We will often use informal notation, such as (Vx > 0) or (Iy # 1), which can be
cast into the above form. The meaning of such notation will always be evident. One
can restrict all quantifiers to the same set (predicate), which amounts to passing to
a restricted universe (cf. Exercise 11).

It is a common observation that by strengthening a part of a conjunction (dis-
junction) the whole formula is strengthened, but that by strengthening ¢ in —¢ the
whole formula is weakened. This phenomenon has a syntactic origin, and we will
introduce a bit of terminology to handle it smoothly. We inductively define that a
subformula occurrence ¢ is positive (negative) in o.

Definition 3.5.13 Sub™ and Sub™ are defined simultaneously by

Sub™ (¢) = {p}

Sub™ (p) =¥ for atomic ¢

Sub™ (¢10¢2) = Sub™ (1) U Sub™ (¢2) U {¢1Ter}
Sub™ (p10¢@p) = Sub™ (p1) USub™ (¢p) forde {A, Vv}
Sub™ (p1 — ¢2) = Sub™ (p2) USub™ (¢1) U {p1 — @2}
Sub™ (g1 — @2) = Sub™ (¢1) U Sub™ (¢2)

Sub™ (Qx.¢) = Sub™ (¢) U {Qx.¢}

Sub™ (Qx.@) =Sub™ (¢) for Q €{Vv,3}.

If ¢ € Sub™ (), then we say that ¢ occurs positively in ¥ (similarly for negative
occurrences).

We could have restricted ourselves to A, — and V, but it does not ask much extra
space to handle the other connectives.

The following theorem makes the basic intuition clear: if a positive part of a for-
mula increases in truth value then the formula increases in truth value (better: does
not decrease in truth value). We express this role of positive and negative subformu-
las as follows.

Theorem 3.5.14 Let ¢ () not occur negatively (not positively) in o, then:

(@) [o1] < [p2] = [ole1/9]] < [olp2/9]1],

(i) [v1] < [v2] = [ol¥1/¥]] = [olv2/¥]],
(iil) &A= (o1 = ¢2) = (le1/e] = ole2/e)),
(iv) A= W1 — Y2) = (@ [Y2/¥] — oY1 /¥ ]).

Proof Induction on o. 0
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Exercises

1.

2.

10.
11.

12.

13.

14.

15.

A e A

Show that all propositional tautologies are true in all structures (of the right
similarity type).
Let x € FV (). Show
D) EVxp—>¥) < x(p —> ),
(i) E@xg —> ¥) < Vx(p —> ¥),
(iil) = (¥ — 3xg) < (= ),
(iv) | (= V) < Yx(y — ).
Show that the condition on FV (i) in Exercise 2 is necessary.
Show P& Vxdyp <> IyVxe.
Show = ¢ = = Vxg¢ and = Jxe.
Show & Ixp — Vxe.
Show = Jxp AJxy — Ix(p A Y).
Show that the condition on x, y in Theorem 3.5.6 is necessary.
Show
D EVx(p = ¥) > (Vxp = Vxy);
(i) E @xg —» Ixy) - Ix(e — ¥);
(i) FVx(p « ¥) = (Yxg < Vxy);
(i) | (Vg — Iay) < (- ¥);
V) E @xg = Vxy) = Vx(p = ¥).
Show that the converses of Exercises 9 (i)—(iii) and (v) do not hold.
Let L have a unary predicate P. Define the relativization o of o by

P

o =0 for atomic ¢,
@Oy = "0y ",
(=)' i=—¢",

(Vx@)" == Vx(P(x) = ¢"),
(Exgp)P = EIx(P(x) A (pP).

Let 2 be a structure without functions and constants. Consider the structure
B with universe P2 and relations which are restrictions of the relations of
21, where P? # (. Show A =0’ & B |= o for sentences 0. Why are only
relations allowed in 2A?
Let S be a binary predicate symbol. Show = —3IyVx(S(y, x) < —=S(x, x)).
(Think of “y shaves x” and recall Russell’s barber paradox.)

(1) Show that the “free for” conditions cannot be dropped from Theorem 3.5.8.
(i) Show E=t=s=F¢[t/x] < ¢[s/x].
(iii) Show =@ < V¥ =kE=ole/$] < o[y/$].
Find prenex normal forms for
(@) =((=Vxe(x) v Vxy(x)) A (Fxo (x) = VxT(x))),
(b) Vxp(x) < Ixy(x),
(©) =(FAxp(x, y) A (Vy¥(y) = @(x.x)) > IxVyo (x, y)),
(d) (Vxp(x) = Iyy(x, y)) = ¥ (x,x)) > IxVyo (x, y).
Show = Ix(¢(x) — Vye(y)). (It is instructive to think of ¢ (x) as “x drinks”.)
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3.6 Identity

We have limited ourselves in this book to the consideration of structures with iden-
tity (see Definition 3.4.2), and hence of languages with identity. Therefore we clas-
sified “="" as a logical symbol, rather than a mathematical one. We can, however,
not treat = as just some binary predicate, since identity satisfies a number of char-
acteristic axioms, listed below.

I Vx(x =x),

I Vxy(x =y — y=x),

I3 Vxyzx =yAy=z—>x=2),

Iy Vxln-xn)’ln-)’n(mignxiZyi_)t(xlw--’xn)Zt(yla---a)’n))a
VX1 X Ve Yn R j<pXi = Y = (@1, X0) = (s -, Ya)))-

One simply checks that I, I, I3 are true in all structures 2. For 14, observe
that we can suppose the formulas to be closed. Otherwise we add quantifiers for
the remaining variables and add dummy identities, e.g. Vz1...2xX1... Xy V1 ...V
N i<pxi = Y A Nizzi = 2 = t(x1,.., %) = t(1,..., ). Now
(t(@i, ..., an))% defines a function 2 on |A|", obtained from the given func-
tions of 2 by various substitutions, hence a; = b; (i < n) = (t(ay, .. .,E,,))g[ =
(t(b1,...,b,))%. This establishes the first part of /4.

The second part is proved by induction on ¢ (using the first part): e.g. consider the
universal quantifier case and let a; = b; for all i <n. A =Vup(u,ai,...,a,) <

A = @@ ai,....a,) for all ¢ B A = @@ bi,....5y) for all ¢ & A =
Yup(u,by,...,by). So A = (N <,@ = bi) = A | Vup(u,ay,...,a,) —
Vu(p(u,El, ...by). This holds for all ay,...,an, bi,...,b,, hence A =
Vi, .o xny1 - ynON i<nXi = Yi = NVup(u, x1,...,x5) = Yue, y1, ..., Yn))).

Note that ¢ (respectively ¢) in I4 can be any formula (respectively term), so
14 stands for infinitely many axioms. We call such an “instant axiom” an axiom
schema.

The first three axioms state that identity is an equivalence relation. I4 states that
identity is a congruence with respect to all (definable) relations.

It is important to realize that from the axioms alone, we cannot determine the
precise nature of the interpreting relation. We explicitly adopt the convention that

=" will always be interpreted by real equality. Inequality, —x = y, is abbreviated
as x #y.

Exercises

1. Show E=Vx3Iy(x =y).

2. Show EVx(p(x) < dy(x =y A@(y))) and E Vx(p(x) < Vy(x =y = ¢(¥))),

where y does not occur in ¢ (x).

Show that = ¢(t) < Vx(x =t — ¢(x)) if x € FV(2).

Show that the conditions in Exercises 2 and 3 are necessary.

5. Consider o1 =Vx(x ~x), 00 =Vxy(x ~y —> y~x),03 =Vxyz(x ~y Ay~
z — x ~ 7). Show that if %l = o1 A 03 A 03, where 2 = (A, R), then R is an
equivalence relation. N.B. x ~ y is a suggestive notation for the atom R(x, y).

W
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o

Let oy =Vxyz(x ~y Ax ~z— y~ 7). Show that o1, 04 =072 A 03.

7. Consider the schema os : x ~y — (¢[x/z] = ¢[y/z]). Show that 01,05 =
02 A o3. NB. If o is a schema, then A\ U{o} |= ¢ stands for A UX |= ¢, where
X consists of all instances of o .

8. Derive the term version of 14 from the formula version.

3.7 Examples

We will consider languages for some familiar kinds of structures. Since all lan-
guages are built in the same way, we shall not list the logical symbols. All structures
are supposed to satisfy the identity axioms I — I4.

For a refinement see Lemma 3.10.2.

1. The language of identity. Type: (—; —; 0).
Alphabet.

Predicate symbol: =

The structures of this type are of the form 2 = (A), and satisfy Iy, I>, I3. (In this
language 14 follows from I, I», I3, cf. Sect. 3.10 Exercise 5.)

In an identity structure there is so little “structure”, that all one can virtually do is
look for the number of elements (cardinality). There are sentences A,, and u, saying
that there are at least (or at most) n elements (Exercise 3, Sect. 4.1)

=3y N\ vi £y (=1,
i#j
=Yy ya \N/ ¥i=y; (n>0),
i#]j
So A = A, Ay iff |2A] has exactly n elements. Since universes are not empty =

dx(x = x) always holds.
We can also formulate “there exists a unique x such that ...”.

Definition 3.7.1 Ilx¢(x) :=Ax(p(x) AVy(¢(y) = x = y)), where y does not oc-
cur in p(x).

Note that I!x@(x) is an (informal) abbreviation.
2. The language of partial order. Type: (2; —; 0).

Alphabet.
Predicate symbols: =, <

Abbreviations
XFy=—x=y, X<y:=x<yYAx#y,
X>y:=y<ux, XZy:=y=Xx,

x<y<z:=x=<yAy=<z.
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Definition 3.7.2 2( is a partially ordered set (poset) if 2l is a model of
Vxyz(x =y <z—>x <2),

Vxy(x <y <x < x=y).

The notation may be misleading, since one usually introduces the relation <
(e.g. on the reals) as a disjunction: x < y or x = y. In our alphabet the relation is
primitive; another symbol might have been preferable, but we chose to observe the
tradition. Note that the relation is reflexive: x < x.

Partially ordered sets are very basic in mathematics, appearing in many guises.
It is often convenient to visualize posets by means of diagrams, where a < b is rep-
resented as equal or above (respectively to the right). One of the traditions in logic
is to keep objects and their names apart. Thus we speak of function symbols which
are interpreted as functions, etc. However, in practice this is a bit cuambersome. We
prefer to use the same notation for the syntactic objects and their interpretations, e.g.
if R = (R, <) is the partially ordered set of reals, then R = Vx3y(x < y), whereas
it should be something like Vx3y(x<y) to distinguish the symbol from the relation.

The “<” in R stands for the actual relation and the “<” in the sentence stands
for the predicate symbol. The reader is urged to distinguish symbols in their various
guises.

We show some diagrams of posets.

I II III v

From the diagrams we can easily read off a number of properties. For example,
2A; = IxVy(x < y) (2; is the structure with the diagram of Fig. ), i.e. 2 has a
least element (a minimum). A3 = Vx—3Iy(x < y), i.e. in A3 no element is strictly
less than another element.

Definition 3.7.3

(1) RA1is a (linearly or totally) ordered set if itis aposet and A =Vxy(x <yVvy <
x) (each two elements are comparable).

(ii) A is densely ordered if A =Vxy(x <y — Jz(x <z Az < y)) (between any
two elements there is a third one).

It is a moderately amusing exercise to find sentences that distinguish between
structures and vice versa. For example, we can distinguish 23 and 2(4 (from the
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diagram above) as follows: in 24 there is precisely one element that is incompa-
rable with all other elements, in 2(3 there are more such elements. Put o (x) :=
Vy(y #x — =y <x A —x <y). Then Ay E=Vxy(oc(x) Ao(y) > x =y), but
A3 = =Vxy(o(x) Ao(y) > x=y).

3. The language of groups. Type: (—; 2, 1; 1).

Alphabet.

Predicate symbol: =
Function symbols: -,~
Constant symbol: e

1

Notation In order to conform with practice we write 7 - s and t~! instead of -(t,5)
and ~1(r).

Definition 3.7.4 2 is a group if it is a model of

Vxyz((x - y)-z=x-(y-2)),
Vx(x-e=xAe-x=x),

l-x:e).

Vx(x x l=enx™
When convenient, we will write ¢s for ¢ - s; we will adopt the bracket conventions
from algebra. A group 2 is commutative or abelian if 2 = Vxy(xy = yx).
Commutative groups are often described in the language of additive groups,
which have the following alphabet:

Predicate symbol: =
Function symbols: +, —
Constant symbol: 0

4. The language of plane projective geometry. Type: (2; —; 0)

The structures one considers are projective planes, which are usually taken to
consist of points and lines with an incidence relation. In this approach the type
would be (1,1, 2; —; 0). We can, however, use a more simple type, since a point
can be defined as something that is incident with a line, and a line as something
for which we can find a point which is incident with it. Of course this requires a
non-symmetric incidence relation.

We will now list the axioms, which deviate somewhat from the traditional set. It
is a simple exercise to show that the system is equivalent to the standard sets.

Alphabet.
Predicate symbols: I, =

We introduce the following abbreviations:

I(x):=3y(x1ly), A(y) :=3Ix(x1y).
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Definition 3.7.5 2 is a projective plane if it satisfies

Y0 1 Vx(I1(x) < = A(x)),
v Yxy(IT(x) AT (y) — Jz(xIz A yI7)),
vy :Yuv(Au) A A(v) = Ix(xTu A x1v)),

vy :Vxyuv(xIu Aylu AxIvAylv—x=yVu=v),

y4:3x0x1x2x3uou1u2u3(/x\ xilu; N\ /X\ xiluj A /X\ —-xiluj).

j=i—1(mod 3) J#i=1(mod 3)
i#j

o tells us that in a projective plane everything is either a point or a line, y; and y»
tell us that “any two lines intersect in a point” and “any two points can be joined by
a line”, by y3 this point (or line) is unique if the given lines (or points) are distinct.
Finally y4 makes projective planes non-trivial, in the sense that there are enough
points and lines.

% ={a e |A|A =M@} and A% = {b e |A||A = A(D)} are the sets of points
and lines of AU; I 2 is the incidence relation on 2.

The above formalization is rather awkward. One usually employs a two-sorted
formalism, with P, O, R, ... varying over points and ¢, m, n ... varying over lines.
The first axiom is then suppressed by convention. The remaining axioms become

v :NPQIL(PIL A QIF),
vy :Yem3AP(PLLA PIm),
Vi :YPQEm(PILA QILAPImA QIm — P=QV L=m),

v4: 3PPy P2P3z0£1132133</)(\ rrea N\ P A N\ ﬁP,»nz,).

j=i—1(mod3) Jj#i—1(mod 3)
i#j
The translation from one language to the other presents no difficulty. The above ax-
ioms are different from the ones usually given in the course in projective geometry.
‘We have chosen these particular axioms because they are easy to formulate and also
because the duality principle follows immediately (cf. Sect. 3.10, Exercise 8). The
fourth axiom is an existence axiom, it merely says that certain things exist; it can
be paraphrased differently: there are four points no three of which are collinear (i.e.
on a line). Such an existence axiom is merely a precaution to make sure that trivial
models are excluded. In this particular case, one would not do much geometry if
there were only one triangle!

5. The language of rings with unity. Type: (—; 2,2, 1;2)

Alphabet.

Predicate symbol: =
Function symbols: +, -, —
Constant symbols: 0, 1
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Definition 3.7.6 2 is a ring (with unity) if it is a model of

Vayz((x +y) +z=x+(y +2)),

Vxy(x +y=y+x),

Vxyz((xy)z =x(y2)),

Vxyz(x(y +2) =xy +x2),

Vxyz((x + y)z=xz+ y2),

Vx(x +0=x),

Vx(x + (=x) =0),

Vx(l-x=xAx-1=x),0#1.
A ring 2 is commutative if 2 = Vxy(xy = yx).

A ring 2 is a division ring if A =EVx(x £ 0 — Jy(xy =1)).
A commutative division ring is called a field.

Actually it is more convenient to have an inverse function symbol available in
the language of fields, which therefore has type (—; 2,2, 1, 1; 2).

Therefore we add to the above list the sentences Vx(x 20 — x - x ' =1Ax"!.
x=Dand 0! =1.

Note that we must somehow “fix the value of 0~!”, the reason will appear in
Sect. 3.10, Exercise 2.

6. The language of arithmetic. Type (—; 2,2, 1; 1).

Alphabet.

Predicate symbol: =

Function symbols: +, -, S

Constant symbol: 0

(S stands for the successor function n — n + 1).

Historically, the language of arithmetic was introduced by Peano with the in-
tention to describe the natural numbers with plus, times and successor up to an
isomorphism. This is in contrast to, e.g. the theory of groups, in which one tries to
capture a large class of non-isomorphic structures. It has turned out, however, that
Peano’s axioms characterize a large class of structures, which we will call (lacking
a current term) Peano structures. Whenever confusion threatens we will use the of-
ficial notation for the zero symbol: 0, but mostly we will trust the good sense of the
reader.

Definition 3.7.7 A Peano structure 2l is a model of
Vx(0# S(x)),
Vxy(S(x)=S(y) —>x=y),
Vx(x +0=1x),
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Vxy(x +8(y) =S+ y)),
Vx(x-0=0),

Vay(x - S(y)=x-y+x),

(0) AVx(p(x) = 9(S(x))) = Vxp(x).

The last axiom schema is called the induction schema or the principle of mathe-
matical induction.
It will prove convenient to introduce some notation. We define:

1:=5(0), 2:=S(1), andin general n+ 1:=S(n),
x<y:=3z(x+ Sz=y),

X<y =x<yVvx=y.

There is one particular Peano structure which is the intended model of arithmetic,
namely the structure of the ordinary natural numbers, with the ordinary addition,
multiplication and successor (e.g. the finite ordinals in set theory). We call this
Peano structure the standard model ), and the ordinary natural numbers are called
the standard numbers.

One easily checks that 7% = n and M =7 < 7 < n < m: by definition of inter-
pretation we have Gm =0. Assume 7°% = n, then mm = (S(ﬁ))m =4+ 1=
n + 1. We now apply mathematical induction in the meta-language, and obtain
7™ = n for all n. For the second claim see Exercise 13. In 91 we can define all
kinds of sets, relations and numbers. To be precise we say that a k-ary relation R in
N is defined by ¢ if (a1, ...,ar) €e R < N =o¢(ar, ..., ax). Anelement a € |97 is
defined in 9t by ¢ if M= @(b) < b =a, or N = Vx(p(x) < x =a).

Examples

(a) The set of even numbers is defined by E(x) :=3Jy(x =y + y).

(b) The divisibility relation is defined by x|y := 3z(xz = y).

(c) The set of prime numbers is defined by P(x) := Vyz(x = yz — y =
Ivz=1DAx#1.

We say that we have introduced predicates E, | and P by (explicit) definition.

7. The language of graphs

We usually think of graphs as geometric figures consisting of vertices and edges
connecting certain of the vertices. A suitable language for the theory of graphs is
obtained by introducing a predicate R which expresses the fact that two vertices are
connected by an edge. Hence, we don’t need variables or constants for edges.

Alphabet.
Predicate symbols: R, =
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Definition 3.7.8 A graph is a structure 2 = (A, R) satisfying the following axioms:

Vxy(R(x,y) = R(y, x))
Vx—R(x, x).

This definition is in accordance with the geometric tradition. There are elements,
called vertices, of which some are connected by edges. Note that two vertices are
connected by at most one edge. Furthermore there is no (need for an) edge from a
vertex to itself. This is geometrically inspired; however, from the point of view of the
numerous applications of graphs it appears that more liberal notions are required.

Examples

QB

We can also consider graphs in which the edges are directed. A directed graph
A = (A, R) satisfies only Vx—R(x, x).

Examples

V[

If we drop the condition of irreflexivity then a “graph” is just a set with a binary
relation. We can generalize the notion even further, so that more edges may connect
a pair of vertices.

In order to treat those generalized graphs we consider a language with two unary
predicates V, E and one ternary predicate C. Think of V (x) as “x is a vertex”, E(x)
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as “x is an edge”, and C(x, z, y) as “z connects x and y”. A directed multigraph is
astructure = (A, V, E, C) satisfying the following axioms:

Vx(V(x) < —E(x)),
Vxyz(C(x,z,y) = V(x) AV () A E(2)).

The edges can be seen as arrows. By adding the symmetry condition,
Vxyz(C(x,z,y) = C(y, z, x)) one obtains plain multigraphs.

Examples

Remark The nomenclature in graph theory is not very uniform. We have chosen our
formal framework such that it lends itself to treatment in first-order logic.

For the purpose of describing multigraphs a two-sorted language (cf. geometry)
is well suited. The reformulation is left to the reader.

Exercises

1. Consider the language of partial order. Define predicates for (a) x is the max-
imum; (b) x is maximal; (c) there is no element between x and y; (d) x is an
immediate successor (respectively predecessor) of y; (e) z is the infimum of x
and y.

2. Give a sentence o such that 2, = o and 2(4 = —o (for 2; associated to the
diagrams of p. 79).

3. Let Ay = (N, <) and 2, = (Z, <) be the ordered sets of natural, respectively
integer, numbers. Give a sentence o such that 2; |= ¢ and 2, = —o. Do the
same for 2, and B = (Q, <) (the ordered set of rationals). N.B. o is in the
language of posets; in particular, you may not add extra constants, function
symbols, etc., defined abbreviations are of course harmless.

4. Let 0 = 3dxVy(x <y V y < x). Find posets 2 and B such that 2 = o and
B E—o.

5. Do the same for o =Vxydz[(x <zAy<2)V(Z=<xAz=<Yy)]

6. Using the language of identity structures give an (infinite) set I" such that 2 is
a model of I" iff 2 is infinite.

7. Consider the language of groups. Define the properties: (a) x is idempotent; (b)
x belongs to the center.
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8. Let 2 be a ring, give a sentence o such that 2 = o < 2 is an integral domain
(has no divisors of zero).

9. Give a formula o (x) in the language of rings such that 2 |= o (@) < the princi-
pal ideal (a) is prime (in 21).

10. Define in the language of arithmetic: (a) x and y are relatively prime; (b) x is
the smallest prime greater than y; (c) x is the greatest number with 2x < y.

11. 0 :=Vx1...x,3y1...yme and T := Iy ...y, Y are sentences in a language
without identity, function symbols and constants, where ¢ and y are quantifier
free. Show: |= 0 < o holds in all structures with n elements. =t < 7 holds
in all structures with 1 element.

12. Monadic predicate calculus has only unary predicate symbols (no identity).
Consider A = (A, Ry, ..., R,) where all R; are sets. Definea ~b:=a € R; &
b € R; for all i < n. Show that ~ is an equivalence relation and that ~ has
at most 2" equivalence classes. The equivalence class of a is denoted by [a].
Define B=A/~and[al€e S; < a€R;,'B=(B,S1,...,8,).ShowA o &
B = o forall o in the corresponding language. For such o show =0 < A =0
for all 2 with at most 2" elements. Using this fact, outline a decision procedure
for truth in monadic predicate calculus.

13. Let 91 be the standard model of arithmetic. Show M =n <m < n <m.

14. Let A = (N, <) and B = (N, A), where n A m iff (i) n < m and n, m both even
or both odd, or (ii) if n is even and m odd. Give a sentence o such that 2 = o
and B = —o.

15. If (A, R) is a projective plane, then (A, R) is also a projective plane (the dual
plane), where R is the converse of the relation R. Formulated in the two-sorted

language: if (Ap, AL, I) is a projective plane, then sois (Ar, Ap, I).

3.8 Natural Deduction

We extend the system of Sect. 2.5 to predicate logic. For reasons similar to the ones
mentioned in Sect. 2.5 we consider a language with connectives A, —, L and V.
The existential quantifier is left out, but will be considered later.

We adopt all the rules of propositional logic and we add

@(x) VEV)C(P(X)
Vxg(x) (1)

where in VI the variable x may not occur free in any hypothesis on which ¢(x) de-
pends, i.e. an uncanceled hypothesis in the derivation of ¢(x). In VE we, of course,
require ¢ to be free for x.

V1 has the following intuitive explanation: if an arbitrary object x has the prop-
erty ¢, then every object has the property ¢. The problem is that none of the objects
we know in mathematics can be considered “arbitrary”. So instead of looking for the
“arbitrary object” in the real world (as far as mathematics is concerned), let us try

\2i
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to find a syntactic criterion. Consider a variable x (or a constant) in a derivation, are
there reasonable grounds for calling x “arbitrary”? Here is a plausible suggestion: in
the context of the derivations we shall call x arbitrary if nothing has been assumed
concerning x. In more technical terms, x is arbitrary at its particular occurrence in
a derivation if the part of the derivation above it contains no hypotheses containing
x free.

We will demonstrate the necessity of the above restrictions, keeping in mind that
the system at least has to be sound, i.e. that derivable statements should be true.
Restriction on VI:

[x =0]

Vx(x =0)
x=0—Vx(x=0)
Vx(x =0— Vx(x =0))
0=0—->Vx(x=0)

The V introduction at the first step was illegal.

SoF0=0— Vx(x =0), but clearly = 0 =0 — Vx(x = 0) (take any structure
containing more than just 0).
Restriction on YE:

[Vx—=Vy(x =y)]

—Vy(y=1y)
Vx=Vy(x =y) — =Vy(y =y)

The V elimination at the first step was illegal.

Note that y is not free for x in =Vy(x = y). The derived sentence is clearly not
true in structures with at least two elements.

We now give some examples of derivations. We assume that the reader has
enough experience by now in canceling hypotheses, so we will no longer indicate
the cancellations by encircled numbers.

[VxVyp(x, )] vE [Vx(p(x) A (x))] [Vx(p(x) A ¥ (x)))]
Vyp(x, y) vE @(x) A (x) @(x) A (x)
P(x,y) vi @(x) ¥ (x)
Vxo(x,y) vi Vxgp(x) Yy (x)
VyVx(p(x, y)) N Yxp(x) AVxy(x)
VxVyp(x,y) = VyVxo(x, y) Yx(o AY) = VYxo AVxy

Let x & FV(¢)
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[Vx(p — ¥ (x)))]
—FVE

¢ — Yx) l¢]
—E [¢] [Vxg]
Y(x) —VI A
\Ji Vxo ®
Vxyr(x) —_—
—_— =1 @ <> Vxo
@ — Vx(x)

Vx(p = ¥ (x) = (¢ = Vxy(x))

In the right-hand derivation V1 is allowed, since x ¢ FV(¢), and VE is applicable.

Note that V7 in the bottom left derivation is allowed because x & FV(¢), for at
that stage ¢ is still (part of) a hypothesis.

The reader will have grasped the technique behind the quantifier rules: reduce a
Vx¢ to ¢ and reintroduce V later, if necessary. Intuitively, one makes the following
step: to show “for all x...x...” it suffices to show “...x...” for an arbitrary x. The
latter statement is easier to handle. Without going into fine philosophical distinc-
tions, we note that the distinction “for all x...x...” — “for an arbitrary x...x...”
is embodied in our system by means of the distinction. “quantified statement” —
“free variable statement”.

The reader will also have observed that under a reasonable derivation strategy,
roughly speaking, elimination precedes introduction. There is a sound explanation
for this phenomenon, its proper treatment belongs to proof theory, where normal
derivations (derivations without superfluous steps) are considered. See Chap. 7. For
the moment the reader may accept the above mentioned fact as a convenient rule of
thumb.

We can formulate the derivability properties of the universal quantifier in terms
of the relation F:

I'ex)=TEFVYxpx) iftxgFV@)forallyel”
I'EVxp(x) = I'F@(t) iftis free for x in ¢.

EL)

The above implications follow directly from (V/) and (VE).
Our next goal is the correctness of the system of natural deduction for predicate
logic. We first extend the definition of .

Definition 3.8.1 Let I" be a set of formulas and let {x;,x;,...} =
UFV(W)|y € ' U {c}}. If a is a sequence (aj, az,...) of elements (repetitions
allowed) of |2|, then I"(a) is obtained from I" by replacing simultaneously in all
formulas of I" the Xi; by a;(j > 1) (for I' = {y/} we write ¥ (a)). We now define

() AE=T() if A=y forall ¥ € I'(a),
(1) 'eEcifAE=T(a)=A=o(a)forall 2, a.
In case only sentences are involved, the definition can be simplified:

IF'eEocifAE=T =2AEo forall 2.
If ' =0, we write E=0.
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We can paraphrase this definition as: I" |= o, if for all structures 2( and all choices
of a, o (a) is true in 2 if all hypotheses of I"(a) are true in 2.
Now we can formulate the following lemma.

Lemma 3.8.2 (Soundness) I'Fo =1 E=o.

Proof By definition of I - o it suffices to show that for each derivation D with
hypothesis set I and conclusion o I" = o. We use induction on D (cf. Lemma 2.5.1
and Exercise 2).

Since we have cast our definition of satisfaction in terms of valuations, which
evidently contains the propositional logic as a special case, we can copy the cases
of (1) the one-element derivation, and (2) the derivations with a propositional rule
as the last step, from Lemma 2.6.1 (please check this claim).

So we have to treat derivations with (V1) or (VE) as the final step.

I D D has its hypotheses in I" and x is not free in I
@(x) Induction hypothesis: I = ¢(x),i.e. A =T"(a) =
Vxp(x) 2AE (p(x))(a) for all A and all a.

It is no restriction to suppose that x is the first of the free variables involved (why?).
So we can substitute a; for x in ¢. Put a = (a1, a’). Now we have:

forall a; and a' = (az,...) A =T (@) = A = ¢(@) (@), so
foralla’ A = TI'(a") = A = (p(a))) (@) for all aj, so
forall a’ A = I'(a") = A = (Vxp(x))(@).

This shows I' = Vx¢(x). (Note that in this proof we used Vx(oc — 7(x)) —
(0 — Vxt(x)), where x ¢ FV(o), in the meta-language. Of course we may use
sound principles on the meta-level.)

(VE) D Induction hypothesis: I" = Vx¢(x),
Vxp(x) ie AE=T(a)=2AE= Vxpx))(a),
(1) for all a and 2.

So let A = I'(a), then 2 |= ¢(b)(a) for all b € |A|. In particular we may take
t[a/z) for b, where we slightly abuse the notation; since there are finitely many
variables z1, ..., z,, we only need finitely many of the a;’s, and therefore we con-
sider it an ordinary simultaneous substitution.

A = (pla/z])[t[a/z]/x], hence by Lemma 3.5.4, A = (¢[t/x])[a/z], or A =
(p(1))(a). O

Having established the soundness of our system, we can easily get non-
derivability results.

Examples

1. #Vxdyp — JyVxe.
Take 2 = ({0, 1}, {{0, 1), (1, 0)}) (type (2; —; 0)) and consider ¢ := P(x, y), the
predicate interpreted in 2.
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A =Vx3yP(x,y), since for 0 we have (0, 1) € P and for 1 we have (1,0) € P.
But, 2 = 3yVx P(x, y), since for 0 we have (0,0) ¢ P and for 1 we have
(1,1) & P.

2. Vx(x, x), Vxy(p(x, y) = ¢(y, X)) I Vxyz(e(x, y) A ey, 2) = ¢(x, 2)).
Consider B = (R, P) with P ={{(a, b) | |a —b| < 1}.

Although variables and constants are basically different, they share some proper-
ties. Both constants and free variables may be introduced in derivations through VE,
but only free variables can be subjected to VI,—that is free variables can disappear
in derivations by other than propositional means. It follows that a variable can take
the place of a constant in a derivation but in general not vice versa. We make this
precise as follows.

Theorem 3.8.3 Let x be a variable not occurring in I” or ¢.

() 'Fe= Ix/clt+elx/c].
(ii) If ¢ does not occurin I', then I' = @¢(c) = I' E VYxp(x).

Proof (ii) follows immediately from (i) by V/. (i) Induction on the derivation of
I' = ¢. Left to the reader. O

Observe that the result is rather obvious, changing ¢ to x is just as harmless as
coloring ¢ red—the derivation remains intact.

Exercises

1. Show:
D) FVx(e) = ¥ (x) = (Vxp(x) - Vxi(x)),
(1) FVxp(x) > =Vx—p(x),
>iii)) FVxep(x) — Vze(z) if z does not occur in ¢(x),
(iv) EVxVyp(x, y) = VyVxp(x, y),
(V) EVxVye(x,y) = Vxo(x, x),
(Vi) EVx(@(x) A Y (x)) < Vxex) AVxy(x),
(vil) FVx(p = ¥ (x)) < (¢ = Yx¥(x)), where x € FV(¢).
. Extend the definition of derivation to the present system (cf. Definition 2.4.1).
. Show (s(0)[@/xD™ = (s((t[a/xD™)[a/xD™.
. Show the inverse implications of Theorem 3.8.3.
. Assign to each atom P(t1,...,t,) a proposition symbol, denoted by P. Now
define a translation T from the language of predicate logic into the language of
propositional logic by

[ I SO I ]

(P(t1,....t)) :=P and LT:=1,
(eOy) =0y,

(=) ==,

(nga)T = (pT.
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Show I' ¢ = I' 1 T, where -7 stands for “derivable without using (V1) or
(VE)” (does the converse hold?)
Conclude the consistency of predicate logic.

Show that predicate logic is conservative over propositional logic (cf. Defini-
tion 4.1.5).

3.9 Adding the Existential Quantifier

Let us introduce Jx¢ as an abbreviation for —=Vx—¢ (Theorem 3.5.1 tells us that
there is a good reason for doing so). We can prove the following:

Lemma 3.9.1

(1) o) F3Ixe(x) (t free for x in @)
) o)y = I, 3xe(x) = if x is not free in  or any formula of I".

Proof (1)

[Vx—=¢p(x)]
————VE

—(t) @)
— E
1L
— =1
—Vx—g(x)
S0 @(t) F3Ixep(x)
(ii)
[p(x)]
D
14 [—¢]
- > E
L
— 1
—¢(x)
— VI
—Vx—gp(x) Vx—p(x)
- RAA
- O
14

Explanation The subderivation top left is the given one; its hypotheses are in
I' U{p(x)} (only ¢(x) is shown). Since ¢ (x) (that is, all occurrences of it) is can-
celed and x does not occur free in I” or ¢, we may apply VI. From the derivation
we conclude that I", Ix¢(x) - .
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We can compress the last derivation into an elimination rule for 3:

lely/x]]

xp(x) v
14
with the conditions: y is not free in v, or in a hypothesis of the subderivation of 1,
other than ¢(x).
This is easily seen to be correct since we can always fill in the missing details, as
shown in the preceding derivation.
By (i) we also have an introduction rule:

aE

@)
3x ¢(x)

37 for ¢t free for x in ¢.

Examples of derivations
[Vx(p(x) — )PP
——VE

p(x) >y [p()]!
2 w -
[Fxp(x)]
4 3E, x LFV(Y)
¥
— > D
Ixe(x) > ¢
— I
Vx(p(x) = ¥) > Gxpx) > ¥)
ek [y (1!
Jxp(x) Ixyp (x)
) VY )PP 3xe() Vaxy(x)  Fxe(x) v Ixy(x) .
\2a
[3x(p(x) V¥ ()P Jxp(x) V Iy (x)
3E,

Axe(x) v Axy(x)

Ax(p(x) V¥ (x)) = Ixp(x) Vv Ixy (x)
We will also sketch the alternative approach, that of enriching the language.

— I

Theorem 3.9.2 Consider predicate logic with the full language and rules for all
connectives, then = Axp(x) <> =Vx—@(x).

Proof Compare Theorem 2.6.3. U

It is time now to state the rules for V and 3 with more precision. We want to
allow substitution of terms for some occurrences of the quantified variable in (VE)
and (3E). The following example motivates this.

Vx(x =x)
——VE
xX=x

e ——)
dy(x =y))
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The result would not be derivable if we could only make substitutions for all
occurrences at the same time. Yet, the result is evidently true.
The proper formulation of the rules now is:

vi -2 VE Vxe
Vxo plr/x]
[¢]
a7 olt/x] 1E Ixe Y
dxp v

with the appropriate restrictions.

Exercises

Fax(e(x) AY) < Ixpx) Ay if x €FV(Y),
FVx(px) Vi) < Vxex) vy ifx €FV(Y),
FVxp(x) < —3x—p(x),

F=Vxe(x) < dx—p(x),

F—-3xp(x) < Vx—p(x),

Fax(p(x) = ¥) < (Vxpx) = ¥) if x €FV(Y),
FIx(p — v (x)) < (¢ = Ixy(x)) if x € FV(p),
F3axdyp < Aydxe,

Fdxp < pif x € FV(p).

e B e

3.10 Natural Deduction and Identity

We will give rules, corresponding to the axioms /1 — I4 of Sect. 3.6.

RI;
xX=x
xX=y
RI
y=x
xX=y y=z
—  RI3
xX=z
X1 =Y1,---»Xn =DYn
Rl4
t(xlv'-'v-xn):t(ylv-“vy}’l)
XI =Yooy Xn=Yn  @(X1,...,Xn)
RIy
P15 -5 Yn)
where y1, ..., y, are free for x1, ..., x, in ¢. Note that we want to allow substitution

of the variable y; (i < n) for some and not necessarily all occurrences of the variable
x;. We can express this by formulating R 14 in the precise terms of the simultaneous
substitution operator:
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X1 =Yls--+sXn=DYn
tHxt, oo, X0 /20, s zZal =1 oo oo Ya /205 - Zad
x1=y1»~~-»xn=yn w[-xla"'axn/zl7""zn]

7RI T VY TR
Example
x=y x2+y2>12x
2y2> 12x

x=y x2+y2>12x

x2+y2>12y
x=y x2+y2>12x
2y2>12y

The above are three legitimate applications of Rl4 having three different conclu-
sions.

The rule RI; has no hypotheses, which may seem surprising, but which certainly
is not forbidden.

The rules RI4 have many hypotheses; as a consequence the derivation trees can
look a bit more complicated. Of course one can get all the benefits from R4 by a
restricted rule, allowing only one substitution at the time.

Lemma 3.10.1 + /; fori =1,2,3,4.
Proof Immediate. 0

We can weaken the rules R4 slightly by considering only the simplest terms and
formulas.

Lemma 3.10.2 Let L be of type (ri,...,rn;ai, ..., ay; k). If the rules

XL=Ylsees X, =Y Pr(x1, ..., %) foralli
oralli <n
Pl()’l»n-»)’ri)
and
x1=y19"'9xl/lj=yaj

forall j <m
fj(xl,--~,Xa_/)=fj()’17~~-»)’a_/)

are given, then the rules R1y are derivable.

Proof We consider a special case. Let L have one binary predicate symbol and one
unary function symbol.
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(1) We show x =y -¢(x) =¢(y) by induction on ¢.
(a) t(x) is a variable or a constant. Immediate.
(b) t(x) = f(s(x)). Induction hypothesis: x =y F s(x) =s(y)

[x =]
fx)=fO) xX=y
VI 2x
Vxy(x=y— f(x)= ()
s(x)=s(y) = f(s(x)) = f(s(y) s(x) =s(y)

Fls@x) = fs(y)

This shows x =y F f(s(x)) = f(s(y)).

(ii)) We show ¥ =y, o(X) F ¢(y)

(a) ¢ is atomic, then ¢ = P(¢,s). ¢+ and s may (in this example) con-
tain at most one variable each. So it suffices to consider x; = yi, x2 = y7,
P(t(x1,x2),s(x1,x2)) = P(t(y1, y2), s(y1, y2)) (e. P(t[x1,x2/z21, 221, ...)).

Now we get, by applying — E twice, from

[x1=y1] [x2=y2] [P(x1,x2)]

P(y1,y2) 3
— X

\2i

x1=y1—> (x2=y2 = (P(x1,x2) = P(y1, y2)))

Vxixoy1y2(x1 =y1 — (2 =y2 — (P(x1,x2) = P(31,¥2))))

s(x1,x2) =51, y2) = @ (x1,x2) =t (y1, y2) = (P(sx, 1) = P(sy,1y)))

and the following two instances of (i)

X1 =Yy1 X2=y2 X1 =Yy1 X2=y2
D and 2
s(x1,x2) =s(y1, y2) 1(x1,x2) =1(y1,y2),
the required result, (P (sy, tx) = P(sy, ty)).
So
X1 =y, x2=y2 b= P(sx,1x) = P(sy, 1)
where
sy =s(x1,x2), sy=501,y2)
by =t(x1,x2), ty=1(y1,y2).
®ep=0—rt.
Induction hypotheses:
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X=y [o(3)]
D
o(X) = 1(X) o(X)

7(X)

=1
I
=

D/
(5)

o) —> (5
So¥=73,0@() = 1@ ko) — ().

(¢) ¢ =0 A1, left to the reader.
(d) ¢ =Yz (z,X)

Induction hypothesis: X = ¥, ¥ (z, X) - ¥ (z, )
Yz (z, X)
¥(z,X)  X=y
D
¥(z,5)

Yz (z, y)

S0 X =3, Vz¥(z, X) F Vzy (z, ).
This establishes, by induction, the general rule. U

Exercises

1.

AN N kAW

Show that Vx(x = x),Vxyz(x =y Az=y — x =7) = I» A I3 (using predicate
logic only).

. Show F Jx (¢ = x) for any term 7. Explain why all functions in a structure are

total (i.e. defined for all arguments); what is 019

. Show FVz(z=x—>z=y) > x=1y.

. Show FVxyz(x #y > x#zZVy#72).

. Show that in the language of identity I, I, I3 - I4.

. Show Vx(x =aVvx=bVx=c)EVYxpkx) < (pa) A o) A ¢(c)), where

a, b, ¢, are constants.

. Show

@) Vxy(f(x) = f(y) = x=y),Vxy(g(x) =g(y) = x =y) = Vxy(f(g(x)) =
fg(y) = x=y),
(i) Yydx(f(x) =), VyIx(g(x) = y) = VyIx(f(g(x)) = y).
Which properties are expressed by this exercise?

. Prove the following duality principle for projective geometry (cf. Defini-

tion 3.7.5): If I" - ¢ then also I" - ¢, where I is the set of axioms of projective
geometry and ¢¢ is obtained from ¢ by replacing each atom x/y by y/x. (Hint:
check the effect of the translation d on the derivation of ¢ from I".)



Chapter 4
Completeness and Applications

4.1 The Completeness Theorem

Just as in the case of propositional logic we shall show that “derivability” and “se-
mantical consequence” coincide. We will do quite a bit of work before we come
to the theorem. Although the proof of the completeness theorem is not harder than,
say, some proofs in analysis, we would advise the reader to read the statement of
the theorem but to skip the proof at the first reading and return to it later. It is more
instructive to go to the applications, and it will probably give the reader a better
feeling for the subject.
The main tool in this chapter is the following lemma.

Lemma 4.1.1 (Model Existence Lemma) If I" is a consistent set of sentences, then
I' has a model.

A sharper version is the following.

Lemma 4.1.2 Let L have cardinality . If I' is a consistent set of sentences, then
I" has a model of cardinality < k.

From Lemma 4.1.1 we immediately deduce Godel’s completeness theorem.
Theorem 4.1.3 (Completeness Theorem) '@ < I' = o.

We will now go through all the steps of the proof of the Completeness The-
orem. In this section we will consider sentences, unless we specifically mention
non-closed formulas. Furthermore “F will stand for “derivability in predicate logic
with identity”.

Just as in the case of propositional logic we have to construct a model and the
only thing we have is our consistent theory. This construction is a kind of Baron
von Miinchhausen trick; we have to pull ourselves (or rather, a model) out of the
quicksand of syntax and proof rules. The most plausible idea is to make a universe
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out of the closed terms and to define relations as the sets of (tuples of) terms in the
atoms of the theory. There are basically two things we have to take care of: (i) if the
theory tells us that x¢(x), then the model has to make Ix¢(x) true, and so it has to
exhibit an element (which in this case is a closed term ¢) such that ¢ () is true. This
means that the theory has to prove ¢(¢) for a suitable closed term ¢. This problem
is solved in Henkin theories. (ii) A model has to decide sentences, i.e. it has to say
o or —o for each sentence o. As in propositional logic, this is handled by maximal
consistent theories.

Definition 4.1.4

(i) A theory T is a collection of sentences with the property THo = ¢ €T
(a theory is closed under derivability).
(i1) A set I" such that T = {@|I" - ¢} is called an axiom set of the theory T'. The
elements of I" are called axioms.
(iii) T is called a Henkin theory if for each sentence dx¢(x) there is a constant ¢
such that Ax¢(x) — ¢(c) € T (such a c is called a witness for Ix¢(x)).

Note that T = {o|I" I ¢} is a theory. For, if T F ¢, then o1,...,0% F ¢ for
certain o; with I' - o;.

D1 D, ... D From the derivations Dy, ..., Dy of ' Foq,...,
o] 02 ... 0% I'toyand D of oy, ..., 01 F ¢ aderivation,
D

n of I' - ¢ is obtained, as indicated.

Definition 4.1.5 Let T and T’ be theories in the languages L and L’.

(1) T’ is an extensionof T if T C T,
(ii) T’ is a conservative extension of T if T'"N L =T (i.e. all theorems of T’ in the
language L are already theorems of T').

Example of a conservative extension: consider propositional logic P’ in the lan-
guage L with —, A, L, <>, —=. Then Exercise 2, Sect. 2.6, tells us that P’ is conser-
vative over P.

Our first task is the construction of Henkin extensions of a given theory T, that is
to say: extensions of 7 which are Henkin theories.

Definition 4.1.6 Let T be a theory with language L. The language L* is obtained
from L by adding a constant ¢, for each sentence of the form Jx¢(x). T* is the
theory with axiom set 7 U {Ix¢p(x) — ¢(c,)| Ixp(x) closed, with witness ¢, }.

Lemma 4.1.7 T * is conservative over T .
Proof (a) Let 3xp(x) — ¢(c) be one of the new axioms. Suppose I, Ixp(x) —

¢(c) - ¥, where ¢ does not contain ¢ and where I” is a set of sentences, none of
which contains the constant c. We show I" - ¢ in a number of steps.



4.1 The Completeness Theorem 99

. TE@@xpx) = p(c) = .

. ' 3xe(x) — ¢(y)) = v, where y is a variable that does not occur in the
associated derivation. 2 follows from 1 by Theorem 3.8.3.

3. I'EVy[(Exe(x) — ¢(y)) — ¥]. This application of (V1) is correct, since ¢ did
not occur in I".

. 'F3Iy@E@xe(x) = ¢(y)) = ¥ (cf. example of Sect. 3.9).

. 'k 3xep(x) — Jyp(y)) = ¥ (Sect. 3.9 Exercise 7).

- Faxe(x) = Jye(y).

. I' =y (from 5,6).

(b) Let T* = ¢ for a Y € L. By the definition of derivability 7T U
{o1,...,0,} = v, where the o; are the new axioms of the form Jx¢g(x) —
¢(c). We show T F ¢ by induction on n. For n = 0 we are done. Let
TU{ol,...,ont1}F¥.Put T"=T U{oy,...,0,}, then T', 05,11 = ¢ and we
may apply (a). Hence T U {01, ...,0,} F ¥. Now by the induction hypothesis
TH. O

[\

BRI N

Although we have added a large number of witnesses to T, there is no evidence
that 7* is a Henkin theory, since by enriching the language we also add new exis-
tential statements Ix 7 (x) which may not have witnesses. In order to overcome this
difficulty we iterate the above process countably many times.

Lemma 4.1.8 Define Ty :=T; Ty11 = (Ty)*; Ty := {Tyln = 0}. Then T, is a
Henkin theory and it is conservative over T .

Proof Call the language of T, (resp. T,,) L, (resp. Ly).

(i) T, is conservative over T. Induction on 7.

(i) T, is a theory. Suppose T, F o, then ¢q,...,¢, = o for certain
@0, ..., ¢n € Ty. Foreachi <n ¢; € Ty, for some m;. Let m = max{m;|i <n}.
Since Ty € Ti+1 for all k, we have T,,,, € T,,(i <n). Therefore T,, -o. T, is
(by definition) a theory, so o € T),, C T,,.

(iii) T, is a Henkin theory. Let 3x¢(x) € L, then x¢(x) € L, for some n. By
definition dx¢@(x) — ¢(c) € T,4+1 for a certain c. So Axp(x) — ¢(c) € T,,.

(iv) T, is conservative over T. Observe that T, - o if T, - o for some n and
apply (1). d

As a corollary we get: T, is consistent if 7" is so. For suppose T,, inconsistent,
then T, 1. As T, is conservative over T (and L€ L) T +_L. Contradiction.

Our next step is to extend T, as far as possible, just as we did in propositional
logic (2.5.7). We state a general principle.

Lemma 4.1.9 (Lindenbaum) Each consistent theory is contained in a maximally
consistent theory.

Proof We give a straightforward application of Zorn’s lemma. Let T be consistent.
Consider the set A of all consistent extensions T’ of T, partially ordered by inclu-
sion. Claim: A has a maximal element.
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1. Each chain, i.e. linearly ordered set, in A has an upper bound. Let {7;|i € I}
be a chain. Then T’ = | JT; is a consistent extension of T containing all 7;’s
(Exercise 2). So T' is an upper bound.

2. Therefore A has a maximal element 7, (Zorn’s lemma).

3. T, is a maximally consistent extension of 7. We only have to show: T, C T’
and T’ € A, then T,,, = T’. But this is trivial as 7}, is maximal in the sense of C.
Conclusion: T is contained in the maximally consistent theory T;,. g

Note that in general 7 has many maximally consistent extensions. The above
existence is far from unique (as a matter of fact the proof of its existence essentially
uses the axiom of choice). Note, however, that if the language is countable, one can
mimic the proof of Lemma 2.5.7 and dispense with Zorn’s lemma.

We now combine the construction of a Henkin extension with a maximally con-
sistent extension. Fortunately the property of being a Henkin theory is preserved
under taking a maximally consistent extension.

Lemma 4.1.10 An extension of a Henkin theory in the same language is again a
Henkin theory.

Proof If T’ extends the Henkin theory T in the same language, then for any ¢ we
have dxp(x) = ¢(c) € T = Ixp(x) = ¢(c) € T'. a

We now get to the proof of our main result.
Lemma 4.1.11 (Model Existence Lemma) If I” is consistent, then I' has a model.

Proof Let T ={o|I" I o} be the theory given by I". Any model of T is, of course,
amodel of I".

Let T;, be a maximally consistent Henkin extension of 7' (which exists by the
preceding lemmas), with language L,,.

We will construct a model of 7;, using T, itself. At this point the reader should
realize that a language is, after all, a set, that is a set of strings of symbols. So, we
will exploit this set to build the universe of a suitable model.

1. A={t e L,|t is closed}.

2. For each function symbol f we define a function f : A¥ > Aby f(n, cety) =
f(t, ..., t). . R R

3. For each predicate symbol P we define a relation P € A? by (1, ...,1,) € P &
T P(ty, ..., tp).

4. For each constant symbol ¢ we define a constant ¢ :=c.

Although it looks as if we have created the required model, we have to improve
the result, because “=" is not interpreted as the real equality; we still have to equate
many non-identical terms. Think of 344 =2+ 5. We can only assert the following.

(a) The relation ¢t ~ s defined by 7,, -t = s for ¢, s € A is an equivalence re-
lation. By Lemma 3.10.1, I, I, I3 are theorems of 7,,, so T, - Vx(x = x), and
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hence (by YE) T,, =t =t, or t ~ t. Symmetry and transitivity follow in the same
way.

(b) t; ~si(i < p)and (11,...,1,) € P= (s1,...,5,) € P.
ti~si(i <k)= f(t1,...,t5) ~ f(s1,...,sx) for all symbols P and f.

The proof is simple: use T, - 14 (Lemma 3.10.1).

Once we have an equivalence relation, which, moreover, is a congruence with
respect to the basic relations and functions, it is natural to introduce the quotient
structure.

Denote the equivalence class of ¢ under ~ by [¢].

Define 2 := (A/~, Pi,..., Py, fi, ..., fm. {Gli € I}), where

Pi={nl, ... [ Dn, - 1) € Pi)

filnd, .. I, D =1fjt, ... 1a))]

¢i =il
One has to show that the relations and functions on A/~ are well defined, but that
is taken care of by (b) above.

Closed terms lead a kind of double life. On the one hand they are syntactical
objects, on the other hand they are the stuff that elements of the universe are made
from. The two things are related by 7% = [¢]. This is shown by induction on ¢.

() t =c, then ¥ =& =[¢] =[c] =[1],
(i1) t=f(t1,...,tk),then_
= Fn®aE L D) = )] =L ]

Furthermore we have 2 = ¢(t) & 2 = ¢([t]), by the above and by Exercise 6,
Sect. 3.4.

Claim. A = ¢(t) <& T, F ¢(¢) for all sentences ¢ in the language L, of T,
which, by the way, is also L(%l), since each element of A/~ has a name in L,,. We
prove the claim by induction on ¢.

(i) @ is atomic. A= P(11,....1p) & (1. ... 3 e P& ([n].....[1)) e P &
(tr, ..., tp) € Ps T P(t1,...,tp). The case ¢ =1 is trivial.
(i) ¢ =0 A 7. Trivial.
(i) ¢ = 0 — 1. We recall that, by Lemma 2.59, T, -0 -t & (T, F o =
T, = 1). Note that we can copy this result, since its proof only uses proposi-
tional logic, and hence remains correct in predicate logic.

g 16 Ao AET) B (ThFo=ThkF1) o Tyho — 1.
(iv) ¢ = Vaxy(x). A E Vay(x) & A FE -y (x) & A FE —Y(a), for all
a €| < foralla € |2A| A= ¥(a). Assuming A = Vxir(x), we get in partic-
ular 2 = ¥ (c) for the witness ¢ belonging to 3x— (x). By the induction hy-
pothesis: T, =¥ (c). Ty = 3Ix—Y (x) = =¥ (c), so Ty =¥ (c) — —IY (x).
Hence T, - Vx¢(x).

Conversely: T, FVx¢ (x) = T, = ¥ (¢), so T, = ¥ (¢) for all closed ¢, and
therefore by the induction hypothesis, 2 = v (¢) for all closed ¢. Hence 2 =
Vxiyr(x).

Now we see that 2( is a model of I', as I" C T,,,. O
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The model constructed above goes by various names; it is sometimes called the
canonical model or the (closed) term model. In logic programming the set of closed
terms of any language is called the Herbrand universe or domain and the canonical
model is called the Herbrand model.

In order to get an estimation of the cardinality of the model we have to compute
the number of closed terms in L,,. As we did not change the language going from
T, to T,,, we can look at the language L,. We will indicate how to get the required
cardinalities, given the alphabet of the original language L. We will use the axiom
of choice freely, in particular in the form of absorption laws (i.e. k + A =k - A =
max(k, A) for infinite cardinals). Say L has type (r1,...,7;ar, ..., am; k).

1. Define

TERM :={cili e I} U {x;|j € N}

TERMp+1 :=TERM, U{f;(t1, ... 1a;)|] <m,tx € TERM, fork <aj;}.

Then TERM = | J{TERM,|n € N} (Exercise 5)

|TERM(| = max(k, Rg) = K.

Suppose |TERM,| = w. Then [{fj(t1,....ta)lt1,....ta; € TERMp}| =
|TERM,|% = u% = . So |[TERM+1|=pu+pu~+---+u (m+ 1 times) =
w. Finally [TERM| =", .x ITERM,| =R¢ - = .

2. Define
FORMy = {P;i(t1,...,t;)|li <n,ty e TERM} U {1}

FORM,,+| := FORM, U {0y | O e {A, =}, ¢, ¥ € FORM,}
U{Vx;pli € N,¢p € FORM,}.
Then FORM = | J{FORM,,|n € N} (Exercise 5)
As in 1, one shows |[FORM| = .

3. The set of sentences of the form Jx¢(x) has cardinality w. It trivially is < u.
Consider A = {3x;(x; =¢;)|j € N,i € I'}. Clearly |A| =« - 8o = . Hence the
cardinality of the existential statements is /.

4. L1 has the constant symbols of L, plus the witnesses. By 3 the cardinality of
the set of constant symbols is . Using 1 and 2 we find L has p terms and p
formulas. By induction on n each L, has u terms and u formulas. Therefore L,
has 8¢ - © = u terms and formulas. L, is also the language of Tj,,.

5. L, has at most u closed terms. Since L1 has u witnesses, L, has at least w, and
hence exactly u closed terms.

6. The set of closed terms has < u equivalence classes under ~, so ||2l]| < u.

All this adds up to the strengthened version of the Model Existence Lemma.
Lemma 4.1.12 " is consistent <> I' has a model of cardinality at most the cardi-
nality of the language.

Note the following facts:

e If L has finitely many constants, then L is countable.
e If L has x > R constants, then |L| =«.

The completeness theorem for predicate logic raises the same question as the
completeness theorem for propositional logic: can we effectively find a derivation
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of ¢ if ¢ is true? The problem is that we don’t have much to go on; ¢ is true in all
structures (of the right similarity type). Even though (in the case of a countable lan-
guage) we can restrict ourselves to countable structures, the fact that ¢ is true in all
those structures does not give the combinatorial information necessary to construct
a derivation for ¢. At this stage the matter is beyond us. A treatment of the problem
belongs to proof theory.

In the case of predicate logic there are certain improvements on the complete-
ness theorem. One can, for example, ask how complicated the model is that we
constructed in the Model Existence Lemma. The proper setting for those questions
is found in recursion theory. We can, however, have a quick look at a simple case.

Let T be a decidable theory with a countable language, i.e. we have an effective
method to test membership (or, which comes to the same, we can test I" F ¢ for
a set of axioms of T'). Consider the Henkin theory T, introduced in Lemma 4.1.8;
o €T, if o € T, for a certain n. This number n can be read off from o by inspection
of the witnesses occurring in o. From the witnesses we can also determine which
axioms of the form Ix¢(x) — @(c) are involved. Let {11, ..., 7,} be the set of ax-
ioms required for the derivation of o, then T U {ry, ..., 7,} - o. By the rules of
logic this reduces to T 11 A --- A T, — 0. Since the constants ¢; are new with
respect to T, this is equivalent to T+ Vzy, ..., zx (7] A -+ A 7, — o) for suitable
variables z1, ..., zx, where r{, ..., T,, 0’ are obtained by substitution. Thus we see
that o € T, is decidable. The next step is the formation of a maximal extension 7y,.

Let o, ¢1, ¢2, ... be an enumeration of all sentences of 7,,,. We add sentences to
T, in steps. Falle:

T, U{po} if Ty, U {@o} is consistent,
Step 0: Tp =
T, U {—¢o} else.

T, U if T,, U is consistent,
Step n4+1: Tn+1 _ { n {@nJrl} n {%H}

Ty U{—gny1} else.
T° =T, (T° is given by a suitable infinite path in the tree). It is easily seen that
T° is maximally consistent. Moreover, T° is decidable. To test ¢, € T° we have to
testif ¢, € T, or T,,—1 U {¢, } L, which is decidable. So T° is decidable.
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The model 2 constructed in Lemma 4.1.11 is therefore also decidable in the
following sense: the operations and relations of 2 are decidable, which means that
(1], ..., [tp]) € P and f([t1], ..., [t]) = [t] are decidable.

Summing up, we say that a decidable consistent theory has a decidable model
(this can be made more precise by replacing “decidable” by “recursive”).

Exercises

1. Consider the language of groups. T = {o |2 = 0}, where 2l is a fixed non-trivial
group. Show that T is not a Henkin theory.

2. Let {T;|i € I} be a set of theories, linearly ordered by inclusion. Show that T =
\U{T; i € I} is a theory which extends each T;. If each T; is consistent, then T is
consistent.

3. Show that A, - o < ¢ holds in all models with at least n elements, u, o <
o holds in all models with at most n elements, A, A w, - o < o holds in all
models with exactly n elements, {A,|n € N} - o < o holds in all infinite models
(for a definition of X,,, u, cf. Sect. 3.7).

4. Show that T = {o|A2 -0} U {c1 # ¢2} in a language with = and two constant
symbols c1, c2, is a Henkin theory.

5. Show TERM = | J{TERM,|n € N}, FORM = | J{IFORM,|n € N} (cf. Lem-
ma 2.1.5).

6. T is a theory in the language L. Extend L to L’ by adding a set of new constants.
T' ={@|T + ¢ € L'}. Show that T’ is conservative over T .

4.2 Compactness and Skolem-Lowenheim

Unless specified otherwise, we consider sentences in this section. From the Model
Existence Lemma we get the following.

Theorem 4.2.1 (Compactness Theorem) I has a model < each finite subset A of
I' has a model.

An equivalent formulation is:

I' has no model < some finite A C I' has no model.

Proof We consider the second version.

«: Trivial.

=>: Suppose 1" has no model, then by the Model Existence Lemma I is incon-
sistent, i.e. I" F_L. Therefore there are 0y, ..., 0, € I" such that oy, ..., 0, F_L. This
shows that A = {01, ..., 0,,} has no model. O

Let us introduce a bit of notation: Mod(I") = {|2 = o for all o € I'}. For con-
venience we will often write 2 |= I" for A € Mod(I"). We write Mod(¢1, ..., ¢2)
instead of Mod({¢1, ..., ¢n}).
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In general Mod(I") is not a set (in the technical sense of set theory: Mod(I") is
most of the time a proper class). We will not worry about that since the notation is
only used as an abbreviation.

Conversely, let KC be a class of structures (we have fixed the similarity type), then
Th(K) = {o |2 = o for all & € K}. We call Th(K) the theory of K.

We adopt the convention (already used in Sect. 3.7) not to include the identity
axioms in a set I"; these will always be satisfied.

Examples

. Mod(Vxy(x <yAny<x<x=Y),Vxyz(x <yAy<z—x <z))is the class
of posets.
2. Let G be the class of all groups. Th(G) is the theory of groups.

We can consider the set of integers with the usual additive group structure, but
also with the ring structure, so there are two structures 2 and ‘B, of which the first
one is in a sense a part of the second (category theory uses a forgetful functor to
express this). We say that 2 is a reduct of B, or ‘B is an expansion of 2.

In general, we have the following definition.

Definition 4.2.2 2 is a reduct of B (B an expansion of ) if || = |*B| and more-
over all relations, functions and constants of 2 occur also as relations, functions and
constants of 8.

Notation (2, Sy,...,8:,81,...,8m,{aj|j € J}) is the expansion of 2l with the in-
dicated extras.

In the early days of logic (before “model theory” was introduced) Skolem (1920)
and Lowenheim (1915) studied the possible cardinalities of models of consistent
theories. The following generalization follows immediately from the preceding re-
sults.

Theorem 4.2.3 (Downward Skolem-Lowenheim Theorem) Let I be a set of sen-
tences in a language of cardinality k, and let k < L. If I' has a model of cardinal-
ity A, then I' has a model of cardinality k', for all k" with k <k’ < A.

Proof Add to the language L of I" a set of fresh constants (not occurring in the
alphabet of L) {c;|i € I} of cardinality «’, and consider I'" = I" U {c; # ¢jli, j € I,
i  j}. Claim: Mod(I"") # {.

Consider a model 2 of I' of cardinality A. We expand 2 to 2’ by adding «’
distinct constants (this is possible: |2l| contains a subset of cardinality «’). 2’ €
Mod(I") (cf. Exercise 3) and ' = ¢; # ¢ (i # j). Consequently Mod(I"") # {.
The cardinality of the language of I'’ is «’. By the Model Existence Lemma I"’ has
a model B’ of cardinality < «’, but, by the axioms ¢; # c;, the cardinality is also
> «’. Hence B’ has cardinality «’. Now take the reduct B of 98’ in the language of
I, then B € Mod(I") (Exercise 3). Il
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Examples

1. The theory of real numbers, Th(R), in the language of fields, has a countable
model.

2. Consider Zermelo—Fraenkel’s set theory ZF. If Mod(ZF) # (J, then ZF has a
countable model. This fact was discovered by Skolem. Because of its baffling
nature, it was called Skolem’s paradox. One can prove in ZF the existence of un-
countable sets (e.g. the continuum); how can ZF then have a countable model?
The answer is simple: countability as seen from outside and from inside the
model is not the same. To establish countability one needs a bijection to the nat-
ural numbers. Apparently a model can be so poor that it misses some bijections
which do exist outside the model.

Theorem 4.2.4 (Upward Skolem-Lowenheim Theorem) Let I" have a language L
of cardinality k, and A € Mod(I") with cardinality A > k. For each i > ). I' has a
model of cardinality .

Proof Add p fresh constants ¢;,i € I to L and consider I = I" U {¢; # cjli #
J, i, j € I}. Claim: Mod(I"") # . We apply the Compactness Theorem.

Let A C I’ be finite. Say A contains new axioms with constants Cigy -+ Cig»
thenACT'U {cip #+ ci, |p,q <k} = Iy. Clearly each model of Iy is a model of A
(Exercise 1 (i)).

Now take 2l and expand it to 2 = (2, ay, ..., ax), where the a; are distinct.

Then obviously 21" € Mod(1y), so A’ € Mod(A). By the Compactness Theorem
there is a B’ € Mod(I""). The reduct B of 2 to the (type of the) language L is
a model of I'. From the extra axioms in "’ it follows that ®8’, and hence B, has
cardinality > u.

We now apply the Downward Skolem-Lowenheim Theorem and obtain the ex-
istence of a model of I' of cardinality u. g

We now list a number of applications.

Application I. Non-standard Models of PA
Corollary 4.2.5 Peano arithmetic has non-standard models.

Let P be the class of all Peano structures. Put PA = Th(P). By the Complete-
ness Theorem PA = {o|X I o} where X' is the set of axioms listed in Sect. 3.7,
Example 6. PA has a model of cardinality R (the standard model 1), so by the
Upward Skolem-Léwenheim Theorem it has models of every cardinality « > .
These models are clearly not isomorphic to 91. For more see page 114.

Application II. Finite and Infinite Models

Lemma 4.2.6 If I has arbitrarily large finite models, then I" has an infinite model.
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Proof Put I’ = I' U {A,|n > 1}, where A,, expresses the sentence “there are at least
n distinct elements”, cf. Sect. 3.7, Example 1. Apply the Compactness Theorem. Let
A C I'' be finite, and let A,, be the sentence A, in A with the largest index n. Verify
that Mod(A) D Mod(I" U {)\,;,}). Now I" has arbitrarily large finite models, so I
has a model 2 with at least m elements, i.e. 2l € Mod(I" U {A,;}). So Mod(A) # 0.

By compactness Mod(I"") # @, but by virtue of the axioms A,,, a model of I'’ is
infinite. Hence I"’, and therefore I", has an infinite model. O

We get the following simple corollary.

Corollary 4.2.7 If K contains arbitrarily large finite models, then, in the language
of the class, there is no set X of sentences, such that A € Mod(X) < U is finite and
Ae k.

Proof Tmmediate. O

We can paraphrase the result as follows: the class of finite structures in such a
class K is not axiomatizable in first-order logic.

We all know that finiteness can be expressed in a language that contains variables
for sets or functions (e.g. Dedekind’s definition), so the inability to characterize the
notion of finite is a specific defect of first-order logic. We say that finiteness is not a
first-order property.

The corollary applies to numerous classes, e.g. groups, rings, fields, posets and
sets (identity structures).

Application III. Axiomatizability and Finite Axiomatizability

Definition 4.2.8 A class K of structures is (finitely) axiomatizable if there is a (fi-
nite) set I" such that K = Mod(I"). We say that I" axiomatizes IC; the sentences of
I' are called axioms (cf. Definition 4.1.4).

Examples of axiom sets I" for the classes of posets, ordered sets, groups and
rings are listed in Sect. 3.7.
The following fact is very useful.

Lemma 4.2.9 If I = Mod(I") and K is finitely axiomatizable, then K is axiomati-
zable by a finite subset of I".

Proof Let KK = Mod(A) for a finite A, then X = Mod(o), where o is the conjunc-
tion of all sentences of A (Exercise 4). Theno = forall Y € I' and I" |= o, hence
also I' - 0. Thus there are finitely many ¥, ..., ¥, € I" such that ¥, ..., Yy Fo.
Claim IC = Mod (Y1, ..., ¥g).

@) {Y1,..., ¥} ST soMod(I') C Mod(Yrq, ..., Vi).
(ii) From vy, ..., ¥y b o it follows that Mod(yr1, ..., ¥r) € Mod(o).

Using (i) and (ii) we conclude that Mod(yry, ..., ¥) = K. O
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The following lemma is instrumental in proving non-finite axiomatizability re-
sults. We need one more fact.

Lemma 4.2.10 K is finitely axiomatizable < K and its complement K¢ are both
axiomatizable.

Proof =. Let K =Mod(py,...,¢en), then K =Mod(p1 A--- Agy). A € K (com-
plementof ) & A =i A -App A E—(p1 A+ A@y). So K€ = Mod(—(¢1 A

“ A @n)).
<. Let K = Mod(I'), K¢ = Mod(A). K N K¢ = Mod(I" U A) = @ (Exer-
cise 1). By compactness, there are ¢1,...,¢, € I' and 1, ..., ¥y, € A such that

MOd((pls cees Ony 1/’11 "'1¢)‘n) :@, or

Mod(¢i, ..., on) NMod(Y1, ..., ¥m) =0, (1)

K =Mod(I') S Mod(¢1, ..., ¢n), 2)
K¢ =Mod(A) C Mod(Yr1, ..., ¥m), 3)
1),(2),3)= K =Mod(¢1, ..., ¢n). 0

We now get a number of corollaries.

Corollary 4.2.11 The class of all infinite sets (identity structures) is axiomatizable,
but not finitely axiomatizable.

Proof 2 is infinite < 2A € Mod({\,|n € N}). So the axiom set is {X,|n € N}. On
the other hand the class of finite sets is not axiomatizable, so, by Lemma 4.2.10, the
class of infinite sets is not finitely axiomatizable. O

Corollary 4.2.12

(1) The class of fields of characteristic p(> 0) is finitely axiomatizable.
(i1) The class of fields of characteristic O is axiomatizable but not finitely axioma-
tizable.
(iii) The class of fields of positive characteristic is not axiomatizable.

Proof (i) The theory of fields has a finite set A of axioms. A U {p = 0} axiomatizes
the class ), of fields of characteristic p (where p stands for 1 +1+---+1, (px)).

(i) AU{2#0,3#£0,...,p+#0, ...} axiomatizes the class F of fields of char-
acteristic 0. Suppose Fp was finitely axiomatizable, then by Lemma 4.2.9 F; was
axiomatizable by I' = AU {p| #0, ..., p; # 0}, where p1, ..., pi are primes (not
necessarily the first k ones). Let ¢ be a prime greater than all p; (Euclid). Then
Z/(q) (the integers modulo ¢) is a model of I", but Z/(g) is not a field of charac-
teristic 0. Contradiction.

(iii) Follows immediately from (ii) and Lemma 4.2.10. O
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Corollary 4.2.13 The class A. of all algebraically closed fields is axiomatizable,
but not finitely axiomatizable.

Proof Let 0, = Vy; ...y, 3x(x" + yix" ' 4+ -+ 4+ y,_1x + y, =0). Then I' =
AU {oy|n = 1} (A as in Corollary 4.2.12) axiomatizes A.. To show non-finite ax-
iomatizability, apply Lemma 4.2.9 to I" and find a field in which a certain polyno-
mial does not factorize. 0

Corollary 4.2.14 The class of all torsion-free abelian groups is axiomatizable, but
not finitely axiomatizable.

Proof Exercise 15. O

Remark In Lemma 4.2.9 we used the Completeness Theorem and in Lemma 4.2.10
the Compactness Theorem. The advantage of using only the Compactness Theorem
is that one avoids the notion of provability altogether. The reader might object that
this advantage is rather artificial since the Compactness Theorem is a corollary to the
Completeness Theorem. This is true in our presentation; one can, however, derive
the Compactness Theorem by purely model theoretic means (using ultraproducts,
cf. Chang—Keisler), so there are situations where one has to use the Compactness
Theorem. For the moment the choice between using the Completeness Theorem or
the Compactness Theorem is largely a matter of taste or convenience.

By way of illustration we will give an alternative proof of Lemma 4.2.9 using the
Compactness Theorem.
Again we have Mod(I") = Mod (o) (x). Consider I'' = T" U {—0o}.

AeMod(I''Y & AeMod(I') and A = —o,
& A eMod(I') and A & Mod(o).

In view of (x) we have Mod(I"") = (.

By the Compactness Theorem there is a finite subset A of I'’ with Mod(A) = @.
It is no restriction to suppose that —o € A, hence Mod(Yr1, ..., Yk, —o) = . It now
easily follows that Mod (1, ..., ¥x) = Mod(o) = Mod(I").

Application IV. Ordering Sets  One easily shows that each finite set can be or-
dered; for infinite sets this is harder. A simple trick is presented below.

Theorem 4.2.15 Each infinite set can be ordered.

Proof Let | X| =k > R. Consider I, the set of axioms for linear order (3.7.3). I
has a countable model, e.g. N. By the Upward Skolem—Lowenheim Theorem I”
has a model 2 = (A, <) of cardinality «. Since X and A have the same cardinality
there is a bijection f : X — A. Define x <y x’:= f(x) < f(x). Evidently, <x is
a linear order. g
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In the same way one gets: Each infinite set can be densely ordered. The same

trick works for axiomatizable classes in general.

Exercises

1.

B~ W

10.

11.

12.

13.

Show:
1) I'C A= Mod(A) CMod(I'),
(i) K1 S Ky = Th(Ky) € Th(Ky),
(iii) Mod(I" U A) = Mod(I") N Mod(A),
@iv) Th(KC; UKy) =Th(K) NTh(K,),
v) KSMod(I')y & I' € Th(K),
(vi) Mod(I" N A) D Mod(I") U Mod(A),
(vil) Th(KC1 N ICy) 2 Th(K ) UTh(K,).
Show that in (vi) and (vii) 2 cannot be replaced by =.
(i) I' € Th(Mod(I)),
(i) K € Mod(Th(K)),
(iii) Th(Mod(I")) is a theory with axiom set I".

. If 2 with language L is a reduct of B, then A =0 < B =0 foro € L.
. Mod(¢p1,...,¢0n) =Mod(p1 A+ A@p).
. I' = ¢ = A E ¢ for a finite subset A C I'. (Give one proof using complete-

ness, another proof using compactness on I" U {—¢}.)

. Show that well-ordering is not a first-order notion. Suppose that I" axiomatizes

the class of well-orderings. Add countably many constants ¢; and show that
I'U{ci+1 < cili € N'} has a model.

. If I' has only finite models, then there is an n such that each model has at most

n elements.

. Let L have the binary predicate symbol P. o :=Vx—P(x,x) AVxyz(P(x,y) A

P(y,z) > P(x,z)) AVx3dyP(x,y). Show that Mod(c) contains only infinite
models.

. Show that o Vv Yxy(x = y) has infinite models and a finite model, but no arbi-

trarily large finite models (o as in Exercise 8).
Let L have one unary function symbol.
(i) Write down a sentence ¢ such that 2 = ¢ < 2 is a surjection.
(i) Idem for an injection.
(iii) Idem for a bijection (permutation).
(iv) Use (ii) to formulate a sentence o such that (a) 2 = o = 2l is infinite,
(b) each infinite set can be expanded to a model of o (Dedekind).
(v) Show that each infinite set carries a permutation without fixed points (cf.
the proof of Theorem 4.2.15).
Show: ¢ holds for fields of characteristic zero = ¢ holds for all fields of char-
acteristic ¢ > p for a certain p.
Consider a sequence of theories 7; such that 7; # T; 41 and T; € T;41. Show
that | J{7;|i € N} is not finitely axiomatizable.
If T} and 7> are theories such that Mod (T U T>) = @, then there is a o such that
TiEoand T, = —o.
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14. (i) A group can be ordered < each finitely generated subgroup can be or-
dered.
(i) An abelian group 2 can be ordered < 2/ is torsion free. (Hint: look at all
closed atoms of L(2() true in 21.)

15. Prove Corollary 4.2.14.

16. Show that each countable, ordered set can be embedded in the rationals.

17. Show that the class of trees cannot be axiomatized. Here we define a tree as a
structure (7', <, t), where < is a partial order, such that for each a the predeces-
sors form a finite chain a = a, < a,_1 < --- <a] < ay =t. Moreover, no two
incomparable elements have a common successor. ¢ is called the top.

18. A graph (with symmetric and irreflexive R) is called k-colorable if we can paint
the vertices with k-different colors such that adjacent vertices have distinct col-
ors. We formulate this by adding k unary predicates Cy, ..., Ci, plus the fol-
lowing axioms:

va \X/ Ci(x). Vx X\ =(Ci(x) A Cj(x)).

i#]

X\ Yxy(Ci(x) A Ci(») > =R (x. ).

l

Show that a graph is k-colorable if each finite subgraph is k-colorable (De
Bruijn—Erdos).

4.3 Some Model Theory

In model theory one investigates the various properties of models (structures), in
particular in connection with the features of their language. One could say that alge-
bra is a part of model theory; some parts of algebra indeed belong to model theory,
other parts only in the sense of the limiting case in which the role of language is
negligible. It is the interplay between language and models that makes model the-
ory fascinating. Here we will only discuss the very beginnings of the topic.

In algebra one does not distinguish structures which are isomorphic; the nature
of the objects is purely accidental. In logic we have another criterion: we distinguish
between two structures by exhibiting a sentence which holds in one but not in the
other. So, if A =0 < B = o for all o, then we cannot (logically) distinguish 2
and ‘B.

Definition 4.3.1 (i) f : || — 8| is a homomorphism if for all P; {(ai,...,ax) €
PX = (f(a), ..., f(an) € PP, if for all F; f(FR(ar,...,ap)) = FFP(f(a),
..., f(ap)) and if for all ¢; f(c?l) = c;B.

(ii) f is an isomorphism if it is a homomorphism which is bijective and satisfies
(@, ....ay) € P2 & (fa),..., f(an)) € P, forall P;.
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We write f : % — B if f is a homomorphism from 2 to 8. 2 = B stands for
“( is isomorphic to B”, i.e. there is an isomorphism f : A — B.

Definition 4.3.2 24 and B are elementarily equivalent if for all sentences o
of LAEoc & B Eo.

Notation 2 =*B. Note that A =B < Th() = Th(*5).
Lemma 4.3.3 A =B = A =B.
Proof Exercise 2. O

Definition 4.3.4 2 is a substructure (submodel) of B (of the same type) if
[2A] € |*B] and for all P;, F; : P;B NRAM = Pl.gl, F;B R = F].Ql and c?l = ci%
(where n;, n; are the number of arguments of P;, F;).

Notation 21 C 8. Note that it is not sufficient for 2( to be contained in B “as a set”;
the relations and functions of ‘B have to be extensions of the corresponding ones on
2L, in the specific way indicated above.

Examples The field of rationals is a substructure of the field of reals, but not of the
ordered field of reals. Let 2 be the additive group of rationals, ‘B the multiplicative
group of non-zero rationals. Although |*B| C |2(]|, 8 is not a substructure of 2.
The well-known notions of subgroups, subrings, subspaces, all satisfy the above
definition.

The notion of elementary equivalence only requires that sentences (which do not
refer to specific elements, except for constants) are simultaneously true in two struc-
tures. We can sharpen the notion, by considering 2l C B and by allowing reference
to elements of |2A|.

Definition 4.3.5 2l is an elementary substructure of 5 (or *B is an elementary ex-
tension of ) if A C B and for all ¢(x1,...,x,) in L and ay,...,a, € |A|,A =
plai,....,an) & BEge@i,....an).

Notation A <°B.
We say that 2 and *B have the same true sentences with parameters in 2.
Fact4.3.6 A <85 = A ="B.

The converse does not hold (cf. Exercise 4).
Since we will often join all elements of |2(| to 2 as constants, it is convenient to

A

have a special notation for the enriched structure: A = (2, [2]).
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If one wants to describe a certain structure 2(, one has to specify all the basic rela-
tionships and functional relations. This can be done in the language L(2l) belonging
to A (which, incidentally, is the language of the type of ).

Definition 4.3.7 The diagram, Diag(2l), is the set of closed atoms and negations of
closed atoms of L(2(), which are true in 2. The positive diagram, Diag™ (1), is the
set of closed atoms ¢ of L(2l) such that 2 = ¢.

Examples

1. A=(N).Diagg(®) ={n=nln e N}U{n #mln#m;n,meN}.

2. _‘B =_({_1,2,_3},_ ). _( aﬁural order) Dzag(%) = {1_: L, 2_=2 _3 =_3, l;ég,
1#3,2#3, 2#1, 3_75 3752 1<2, 1<3,2<3, 2<1,-3<2,
-3<1, 71<1, 22<2, <3}

Diagrams are useful for many purposes. We demonstrate one here: we say that
2 is isomorphically embedded in 2B if there is an isomorphism f from 2l into a
substructure of ‘B.

Lemma 4.3.8 2 is isomorphically embedded in B < B is a model of Diag(2l).

Proof =. Let f be an isomorphic embedding of 2 in 2B, then A = P;(ay, ..., ay)
& B E P(fa),..., f(ap)) and A = t(@ay,...,ap) = s(@y,...,an) €
B = t(f(al) L) = s(f(al) ) (cf. Exercise 2). By interpreting @ as f(a) in
B (i.e. czSB f(a)), we 1mmed1ately see B = Diag(2).

<:Let® = Diag(2l). Define a mapping f : || — |*B| by f(a) = (@)®. Then,
clearly, f satisfies the conditions of Definition 4.3.1 on relations and functions
(since they are given by atoms and negations of atoms). Moreover if a; 7 a then
A= —a; =ar, soB =—a, =ap.

Hence 51% + 52%, and thus f(a;) # f(az). This shows that f is an isomor-
phism. g

We will often identify 2 with its image under an isomorphic embedding into ‘B,
so that we may consider 2( as a substructure of ‘B.

We have a similar criterion for elementary extension. We say that 2 is elementar-
ily embeddable in B if A=A and A’ < B for some A'. Again, we often simplify
matters by just writing 2[ < ‘B when we mean “elementarily embeddable”.

Lemma 4.3.9 A < B < B = Th).

N.B. 2 < *5 holds “up to isomorphism”. B is supposed to be of a similarity type
which admits at least constants for all constant symbols of L ().

Proof =. Let ¢(@, ..., d,) € Th(A), then A = ¢(@. ..., ), and hence B =
0@, ...,ay). So B = Th().
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<. By Lemma 4.3.8, 2 C ‘B (up to isomorphism). The reader can easily finish
the proof now. g

We now give some applications.

Application I. Non-standard Models of Arithmetic Recall that 91 = (N, +, -,
s, 0) is the standard model of arithmetic. We know that it satisfies Peano’s axioms
(cf. Example 6, Sect. 3.7). We use the abbreviations introduced in Sect. 3.7.

Let us now construct a non-standard model. Consider T = Th(9). By the
Skolem-Lowenheim Theorem T has an uncountable model 9)i. Since 9t = Th(N),
we have, by Lemma 4.3.9, 91 < 9. Observe that 91 22 9t (why?). Let us have a
closer look at the way in which 91 is embedded in 1.

Wenote that M =Vxyz(x < yAy<z—x<z) (1)
NEVxyzo<yvi=yvy<x) (2
NE=Vx(0<x) (3)
NE-TIxm<xAx<n+1) (@)
Hence, 1 being an elementary substructure of 9, we have (1) and (2) for 90,
i.e. M is linearly ordered. From 91 < 2t and (3) we conclude that O is the first
element of 1. Furthermore, (4) with 9T < 9 tells us that there are no elements of

1 between the “standard natural numbers”.
As aresult we see that 91 is an initial segment of 91:

standard numbers non-standard numbers

Remark 1t is important to realize that (1)—(4) are not only true in the standard
model, but even provable in PA. This implies that they hold not only in elemen-
tary extensions of 91, but in all Peano structures. The price one has to pay is the
actual proving of (1)—(4) in PA, which is more cumbersome than merely establish-
ing their validity in 9. However, anyone who can give an informal proof of these
simple properties will find out that it is just one more (tedious, but not difficult)
step to formalize the proof in our natural deduction system. Step-by-step proofs are
outlined in the Exercises 27, 28.

So, all elements of || — |N|, the non-standard numbers, come after the standard
ones. Since 991 is uncountable, there is at least one non-standard number a. Note that
n < a for all n, so O has a non-archimedean order (recall thatn =1+ 1+ --- +
1(nx)).

We see that the successor S(n)(=n + 1) of a standard number is standard. Fur-
thermore 91 = Vx (x # 0 — Jy(y + 1 = x)), so, since N < M, also M = Vx (x #
0 — 3y(y + 1 =x)), i.e. in M each number, distinct from zero, has a (unique)
predecessor. Since a is non-standard it is distinct from zero, hence it has a pre-
decessor, say aj. Since successors of standard numbers are standard, a; is non-
standard. We can repeat this procedure indefinitely and obtain an infinite descending
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sequence a > aj > ap > a3 > --- of non-standard numbers. Conclusion: I is not
well-ordered.

However, non-empty definable subsets of 9 do possess a least element. For, such
a set is of the form {b|M = ¢(b)}, where ¢ € L(1), and we know I |= Ixg(x) —
Ix(p(x) AVy(e(y) — x <y)). This sentence also holds in 9t and it tells us that
{b|9M = @ (D)} has a least element if it is not empty.

The above construction not merely gave a non-standard Peano structure (cf.
Corollary 4.2.5), but also a non-standard model of true arithmetic, i.e. it is a model
of all sentences true in the standard model. Moreover, it is an elementary extension.

The non-standard models of PA that are elementary extensions of 1 are the ones
that can be handled most easily, since the facts from the standard model carry over.
There are also quite a number of properties that have been established for non-
standard models in general. We treat two of them here.

Theorem 4.3.10 The set of standard numbers in a non-standard model is not defin-
able.

Proof Suppose there is a ¢(x) in the language of PA, such that: 9 = ¢(a) <
“a is a standard natural number”, then —¢(x) defines the non-standard numbers.
Since PA proves the least number principle, we have I = Jx(—p(x) A Vy <
x¢@(y)), or there is a least non-standard number. However, as we have seen above,
this is not the case. So there is no such definition. O

A simple consequence is the following.

Lemma 4.3.11 (Overspill Lemma) If ¢(n) holds in a non-standard model for in-
finitely many finite numbers n, then ¢(a) holds for at least one infinite number a.

Proof Suppose that for no infinite a ¢(a) holds, then Jy(x < y A ¢(y)) defines
the set of standard natural numbers in the model. This contradicts the preceding
result. O

Our technique of constructing models yields various non-standard models of
Peano arithmetic. We have at this stage no means to decide if all models of PA are
elementarily equivalent or not. The answer to this question is provided by Godel’s
incompleteness theorem, which states that there is a sentence y such that PA I/ y
and PA I/ —y. The incompleteness of PA has been re-established by quite different
means by Paris—Kirby—Harrington, Kripke and others. As a result we now have ex-
amples for y, which belong to “normal mathematics”, whereas Godel’s y, although
purely arithmetical, can be considered as slightly artificial, cf. Barwise, Handbook
of Mathematical Logic, D8. PA has a decidable (recursive) model, namely the stan-
dard model. That, however, is the only one. By Tennenbaum’s theorem all non-
standard models of PA are undecidable (not recursive).
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Application II. Non-standard Real Numbers Similarly to the above applica-
tion, we can introduce non-standard models for the real number system. We use the
language of the ordered field R of real numbers, and for convenience we use the
function symbol, | |, for the absolute value function. By the Skolem-L&wenheim
Theorem there is a model *R of Th(R) such that *R has greater cardinality than R.
Applying Lemma 4.3.9, we see that R < *R, so *R is an ordered field, containing
the standard real numbers. For cardinality reasons there is an element a € |*R|—|R|.
For the element a there are two possibilities:

(i) l|a| > |r| forall r € |R|,
(i) there is an r € |R| such that |a| < r.

In the second case {u € |R| | u < |al|} is a bounded, non-empty set, which there-
fore has a supremum s (in R). Since |a| is a non-standard number, there is no stan-
dard number between s and |a|. By ordinary algebra, there is no standard number
between 0 and | |a| —s |. Hence ||a| —s|~! is larger than all standard numbers. So in
case (ii) there is also a non-standard number greater than all standard numbers. El-
ements satisfying the condition (i) above, are called infinite and elements satisfying
(ii) are called finite (note that the standard numbers are finite).

We now list a number of facts, leaving the (fairly simple) proofs to the reader.

—_

. *R has a non-archimedean order.
2. There are numbers a such that for all positive standard r, 0 < |a| < r. We call
such numbers, including 0, infinitesimals.
. a is infinitesimal < a~! is infinite, where a #0.
4. For each non-standard finite number a there is a unique standard number st(a)
such that a — st(a) is infinitesimal.

Infinitesimals can be used for elementary calculus in the Leibnizian tradition.
We will give a few examples. Consider an expansion R’ of R with a predicate
for N and a function v. Let *R’ be the corresponding non-standard model such
that R’ < *R’. We are actually considering two extensions at the same time. N is
contained in R’, i.e. singled out by a special predicate N. Hence N is extended,
along with R’ to *N. As expected, *N is an elementary extension of N (cf.
Exercise 14). Therefore we may safely operate in the traditional manner with real
numbers and natural numbers. In particular we also have in *R’ infinite natural
numbers available. We want v to be a sequence, i.e. we are only interested in the
values of v for natural number arguments. The concepts of convergence, limit,
etc. can be taken from analysis.

We will use the notation of the calculus. The reader may try to give the correct
formulation.

Here is an example: ImVn > m(|v, — vy,| < €) stands for Ax(N(x) A
Vy(N(y) Ay > x — |[v(y) — v(x)| < €)). Properly speaking we should rela-
tivize quantifiers over natural numbers (cf. 3.5.12), but it is more convenient to
use variables of several sorts.

5. The sequence v (or (v,)) converges in R’ iff for all infinite natural numbers
n,m |v, — vy| is infinitesimal.

(O8]
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Proof (v,) converges in R" if R’ =Ve > 03InVm > n(|v, — vy| < €). Assume
that (v,) converges. Choose for € > 0 an n(e) € |R| such that R’ = Vm >
n(Jv, — vy| < €). Then also *R’ = Vm > n(|v, — vy| < €). In particular, if
m,m’ are infinite, then m, m’ > n(¢) for all €. Hence |v,, — v,y| < 2¢ for all €.
This means that |v,, — v,,| is infinitesimal. Conversely, if |v,, — v, | is infinites-
imal for all infinite 7, m, then *R =Vm > n(|v, — v;u| < €) where n is infinite
and e standard, positive. So *R’ = 3nVm > n(|v, — vm| < €), for each stan-
dard € > 0. Now, since R’ < *R’, R’ =3InVm > n(|v, — v;u| < €) for € > 0, so
R’ EVe > 03InVm > n(|v, — vm| < €). Hence (v,) converges. O
6. lim,,_, oo v, = a < |a — vy, | is infinitesimal for infinite 7.

Proof Similar to 5. 0

We have only been able to touch the surface “non-standard analysis”. For an
extensive treatment, see e.g. Robinson (1965), Stroyan and Luxemburg (1976).
We can now strengthen the Skolem—Lowenheim Theorems.

Theorem 4.3.12 (Downward Skolem-Lowenheim) Let the language L of A have
cardinality k, and suppose 21 has cardinality A > «. Then there is a structure 5 of
cardinality k such that 5 < 2.

Proof See Corollary 4.4.11. d

Theorem 4.3.13 (Upward Skolem-Lowenheim) Let the language L of A have
cardinality k and suppose 2 has cardinality ) > «. Then for each i > A there is a
structure B of cardinality |, such that A < 5.

Proof Apply the old Upward Skolem-Lowenheim Theorem to Th(QAl). 0

In the completeness proof we used maximally consistent theories. In model the-
ory these are called complete theories. As a rule the notion is defined with respect
to axiom sets.

Definition 4.3.14 A theory with axioms I" in the language L, is called complete if
for each sentence o in L, either ' o, or I’ - —o.

A complete theory leaves, so to speak, no questions open, but it does not prima
facie restrict the class of models. In the old days mathematicians tried to find for
such basic theories as arithmetic axioms that would determine up to isomorphism
one model, i.e. to give a set I" of axioms such that A, B € Mod(I") = A = *B. The
Skolem—-Lowenheim Theorems have taught us that this is (barring the finite case)
unattainable. There is, however, a significant notion.

Definition 4.3.15 Let « be a cardinal. A theory is x-categorical if it has at least one
model of cardinality x and if any two of its models of cardinality « are isomorphic.
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Categoricity in some cardinality is not as unusual as one might think. We list
some examples.

1. The theory of infinite sets (identity structures) is k-categorical for all infinite k.
Proof Tmmediate, as here “isomorphic” means “of the same cardinality”. O
2. The theory of densely ordered sets without endpoints is Ro-categorical.

Proof See any textbook on set theory. The theorem was proved by Cantor using
what is called the back-and-forth method. O

3. The theory of divisible torsion-free abelian groups is k-categorical for k > Ry.

Proof Check that a divisible torsion-free abelian group is a vector space over the
rationals. Use the fact that vector spaces of the same dimension (over the same
field) are isomorphic. O

4. The theory of algebraically closed fields (of a fixed characteristic) is k-
categorical for k > Ry.

Proof Use Steinitz’s theorem: two algebraically closed fields of the same character-
istic and of the same uncountable transcendence degree are isomorphic. U

The connection between categoricity and completeness, for countable languages,
is given by the following.

Theorem 4.3.16 (Vaught’s Theorem) If T has no finite models and is k -categorical
for some nk not less than the cardinality of L, then T is complete.

Proof Suppose T is not complete. Then there is a o such that T H/ o and T t/ —o.
By the Model Existence Lemma, there are 2 and B in Mod(T) such that A = o
and B = —o. Since 2 and ‘B are infinite we can apply the Skolem-L&wenheim
Theorem (upwards or downwards), so as to obtain 2" and B’, of cardinality «, such
that A =2, and B = B’. But then 2 = 8B/, and hence A’ = B’, so A =B.

This contradicts 2 =0 and B = —o. 0

As a consequence we see that the following theories are complete:

. The theory of infinite sets;

. The theory of densely ordered sets without endpoints;

. The theory of divisible torsion-free abelian groups;

. The theory of algebraically closed fields of fixed characteristic.

B W N =

A corollary of the last fact was known as Lefschetz’s principle: if a sentence o,
in the first-order language of fields, holds for the complex numbers, it holds for all
algebraically closed fields of characteristic zero.
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This means that an “algebraic” theorem ¢ concerning algebraically closed fields
of characteristic 0 can be obtained by devising a proof by whatsoever means (ana-
Iytical, topological, .. .) for the special case of the complex numbers.

Decidability We have seen in Chap. 2 that there is an effective method to test
whether a proposition is provable—by means of the truth table technique, since
“truth = provability”.

It would be wonderful to have such a method for predicate logic. Church has
shown, however, that there is no such method (if we identify “effective” with “recur-
sive”) for general predicate logic. But there might be, and indeed there are, special
theories which are decidable. A technical study of decidability belongs to recursion
theory. Here we will present a few informal considerations.

If T, with language L, has a decidable set of axioms I, then there is an effective
method for enumerating all theorems of 7T'.

One can obtain such an enumeration as follows:

(a) Make an effective list o1, 02, 03, ... of all axioms of T (this is possible because
I' is decidable), and a list ¢1, ¢3, ... of all formulas of L.

(b) (1) write down all derivations of size 1, using o1, ¢1, with at most o1 uncan-
celled,
(2) write down all derivations of size 2, using o1, 02, 9192, with at most o1, 02
uncancelled,

(n) write down all derivations of size n, using o1, ...,0,, @, ..., @y, With at
most o1, ..., 0, uncancelled,

Each time we get only finitely many theorems and each theorem is eventually de-
rived. The process is clearly effective (although not efficient).
We now observe the following.

Lemma 4.3.17 If I" and I" (complement of I') are effectively enumerable, then I
is decidable.

Proof Generate the lists of I" and I'¢ simultaneously. In finitely many steps we will
either find o in the list for " or in the list for I"“. So for each ¢ we can decide in
finitely many steps whether o € I" or not. 0

As a corollary we get the next theorem.
Theorem 4.3.18 If T is effectively axiomatizable and complete, then T is decidable.
Proof Since T is complete, we have I" -0 or I = —¢ for each o (where I" axiom-
atizes T).Soc e T I'tfo & T'—0o.

From the above sketch it follows that 7 and T¢ are effectively enumerable. By
the lemma T is decidable. g



120 4 Completeness and Applications

Application The following theories are decidable:

1. The theory of infinite sets;

2. The theory of densely ordered sets without endpoints;

3. The theory of divisible, torsion-free abelian groups;

4. The theory of algebraically closed fields of fixed characteristic.

Proof See the consequences of Vaught’s Theorem (4.3.16). The effective enumerat-
ing is left to the reader (the simplest case is, of course, that of a finitely axiomatizable
theory, e.g. (1), (2). Il

We will finally present one more application of the non-standard approach, by
giving a non-standard proof of the following lemma.

Lemma 4.3.19 (Konig’s Lemma) An infinite, finitary tree has an infinite path.

A finitary tree, or fan, has the property that each node has only finitely many
immediate successors (“zero successors” is included). By contraposition one obtains
from Konig’s Lemma the fan theorem (which was actually discovered first).

Theorem 4.3.20 If in a fan all paths are finite then the length of the paths is
bounded.

Note that if one considers the tree as a topological space, with its canonical topol-
ogy (basic open set “are” nodes), then Konig’s Lemma is the Bolzano—Weierstrass
theorem, and the fan theorem states the compactness.

We will now provide a non-standard proof of Konig’s Lemma.

Let T be a fan, and let T* be a proper elementary extension (use Theo-
rem 4.3.13).

(1) the relation “...is an immediate successor of ...” can be expressed in the lan-
guage of partial order:

X<y =x<YyAVi(x <z<y—>x=2zVy=z) where, as usual, x <y
stands for x <y Ax # y.

(2) If a is standard, then its immediate successors in 7* are also standard. Since T is
finitary, we can indicate ay, ..., a, such that T &= Vx(x <; a < Y/ l<k<n Gk =
x).By T < T* wealsohave T* EVx(x <; @ <> Y/ | <<, @k = X),s0if b is an
immediate successor of a in T*, then b = a; for some k < n, i.e. b is standard.

Note that a node without successors in T has no successors in T* either, for
TEVxx<a<x=a)&T*EVx(x <a<x=a).

(3) In T we have that a successor of a node is an immediate successor of that node

or a successor of an immediate successor, i.e.

T E=Vxy(x <y—3z(x <z <; y)). (%)

This is the case since for nodes a and b with a < b, b must occur in the finite
chain of all predecessors of a. Soleta =a, <a,—1 <---<a;=b<aj_ <
,...,thena <a;41 <; b.
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Since the desired property is expressed by a first-order sentence (), (3) also
holds for 7*.
(4) Let a™ be a non-standard element of 7*. We claim that P = {a € |T||a™ < a} is
an infinite path (i.e. a chain).

N

(i) P is linearly ordered since 7 = Vxyz(x < yAx <z—>y<zVz<y)and
hence for any p,q € P C |T*| we have p <q orgq < p.

(ii) Suppose P is finite with last element b, then b has a successor and hence an
immediate successor in 7*, which is a predecessor of a*. By (2) this immediate
successor belongs to P. Contradiction. Hence P is infinite.

This shows that 7' has an infinite path. g

Quantifier Elimination Some theories have the pleasant property that they al-
low the reduction of formulas to a particularly simple form: one in which no
quantifiers occur. Without going into a general theory of quantifier elimination,
we will demonstrate the procedure in a simple case: the theory DO of dense or-
der without endpoints, cf. Definition 3.7.3(ii); “without endpoints” is formulated as
“VxJyz(y<xAx<2z).

Let FV(¢) ={y1,...,yn}, where all variables actually occur in ¢. By standard
methods we obtain a prenex normal form ¢’ of ¢, such that ¢’ := Q1x;02x>...
OmXmW¥ (X1, ... Xm, Y1, ..., Yn), Where each Q; is one of the quantifiers V, 3. We
will eliminate the quantifiers starting with the innermost one.

Consider the case Q,, = 3. We bring ¢ into disjunctive normal form \y/ v,
where each v/; is a conjunction of atoms and negations of atoms. First we observe
that the negations of atoms can be eliminated in favor of atoms, since DO+ —z =
7 @<7ZvVvi<z)andDOF —z <7 < (z=7 V7 <z). So we may assume
that the ¥;’s contain only atoms.

By plain predicate logic we can replace Jx,, \/ ¥; by the equivalent formula

W 3xn ;.
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Notation For the rest of this example we will use o & 1 as an abbreviation for
DOFo <.

We have just seen that it suffices to consider only formulas of the form
3xm /A 0p, where each o, is atomic. A systematic look at the conjuncts will show
us what to do.

(1) If x,, does not occur in JX\ o, we can delete the quantifier (cf. Theorem 3.5.2).
(2) Otherwise, collect all atoms containing x,, and regroup the atoms, such that we
getAopéﬂixm <u,~AAjvj < Xm AN Wk = Xm A X, where x does
not contain x,,. Abbreviate this formula as T A x. By predicate logic we have
Fxm (T A x) & Ix,, T A x (cf. Theorem 3.5.3). Since we want to eliminate Jx,,,,
it suffices to consider 3x,,t only.
Now the matter has been reduced to bookkeeping. Bearing in mind that we are
dealing with a linear order, we will exploit the information given by T concern-
ing the relative position of the u;, v;, wy’s with respect to x,.
QRa) t:= N\ xm<ui ANV <X AN Wk =X
Then 3x,, T <> 7/, with 7/ 1= N wo<uin N\ vi <woA N wo=wi
(where wy is the first variable among the wy’s). The equivalence follows
immediately by a model theoretic argument (i.e. DO = Ix,, T < ).
(2b) 7=\ xm <ui AN\ Vj <X
Now the properties of DO are essential. Observe that 3x,, (A xm <
ai NN b j < Xm) holds in a densely ordered set if and only if all the

a;’s lie to the right of the b;’s. So we get (by completeness) Ix,,T S
N vj <ui.
2c) T:= )N\ xm <ui AN Wi = Xp,.
Then 3x,,T i)% wo < ui AN wr = wp.
Qd) t:= N vj <xm AN Wk =xm.
Cf. (2¢).
(2e) T:= )\ xm <uj.
Observe that 3x,, T holds in all ordered sets without a left endpoint. So we

have 3x,, T i T, since we work in DO.
2f) v := /A v; <xp.Cf. (2e).
2g) t:= N\ wk =xpp-
Then 3x,,7 <> N wo = wg.

Remarks
(i) The cases (2b), (2e) and (2f) make essential use of DO.
(ii) It is often possible to introduce shortcuts, e.g. when a variable (other than x,,)
occurs in two of the big conjuncts we have 3x,, T S

If the innermost quantifier is universal, we reduce it to an existential one by
Yxpn@ <> —=3x,—e.
Now it is clear how to eliminate the quantifiers one by one.
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Example

xyx < yATz(x <z AZ<YAVuUF#Z—>u<yvVu==x)))
i)EIxszu[x<y/\x<z/\z<y/\(u=z\/u<y\/u=x)]
<i>3xyz—|3u[—1x<y\/—|x<z\/—|z<y\/(—|u=z/\—-u<y/\—-u=x)]
i)EIxyz—Elu[x:y\/y<xVx:sz<sz:yVy<z
V(u<zVvVz<u)yA(lu=yvy<u)Au<xVx<u))
i)EIxyz—-Elu[xzyVy<x\/x=z\/z<x\/z=y\/y<z
VUu<zAu=yAu<x)VUu<zAu=yAx<u)
VU<ZIAY<UuAU<X)VU<ZIAY<UAX<U)
VEZ<uANu=yAu<x)VE<uAu=yAx<u)
VE<uAy<uAu<x)V@E<uAy<uAx<u)l.
i)Elxyz—'[x:yVy<x\/x:z\/z<x\/z=y\/y<z
VIuu<zAu=yAu<x)Vu(u <z Au=yAx<u)V---
Vdu(z<uAny<uAx<u)l.
<i>EIxyz—-[x=y\/~~\/y<z\/(y<z/\y<x)\/(y<z/\x<y)
VI <zZAYy<x)V(<zAx<z)V@E<YAYy<Xx)
VEZ<yYAx<Yy)VE<xAy<x)VT]L
i)EIxyz(—'T).

S,

Evidently the above quantifier elimination for the theory of dense order without
endpoints provides an alternative proof of its decidability. For, if ¢ is a sentence,
then ¢ is equivalent to an open sentence ¢’. Given the language of DO it is obvious
that ¢’ is equivalent to either T or L. Hence, we have an algorithm for deciding
DO F ¢. Note that we have obtained more: DO is complete, since DO F ¢ <>_L or
DOF ¢« T,50 DO =g or DO .

In general we cannot expect that much from quantifier elimination: e.g. the theory
of algebraically closed fields admits quantifier elimination, but it is not complete
(because the characteristic has not been fixed in advance); the open sentences may
contain unprovable and unrefutable atoms such as 7 =12, 23 =0.

We may conclude from the existence of a quantifier elimination a certain model
theoretic property, introduced by Abraham Robinson, which has turned out to be
important for applications in algebra (cf. the Handbook of Mathematical Logic, A4).

Definition 4.3.21 A theory T is model complete if for A, B € Mod(T)A C B =
A < B.

We can now immediately obtain the following.

Theorem 4.3.22 [f T admits quantifier elimination, then T is model complete.
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Proof Let 2 and B be models of T, such that 2 C 8. We must show that
AE=e@y,...,ay) < BEe@,...,ay) forall ay,...,a, € |2, where FV(p) =
{x1,...,x,}.

Since T admits quantifier elimination, there is a quantifier-free ¥ (xy, ..., x,)
such that T ¢ < .

Hence it suffices to show A+ v (ai,...,a,) < B F Y¥(ay,...,a,) for a
quantifier-free {. A simple induction establishes this equivalence. O

Some theories T have a particular model that is, up to isomorphism, contained
in every model of T'. We call such a model a prime model of T .

Examples

(i) The rationals form a prime model for the theory of dense ordering without
endpoints;
(i) The field of the rationals is the prime model of the theory of fields of charac-
teristic zero;
(iii)) The standard model of arithmetic is the prime model of Peano arithmetic.

Theorem 4.3.23 A model complete theory with a prime model is complete.
Proof Left to the reader. O

Exercises

1. Let A = (A, <) be a poset. Show that Diagt () U{a#b |a#b,a,be|A|} U
{Vxy(x <y Vy<x)}has amodel. (Hint: use compactness.)

Conclude that every poset can be linearly ordered by an extension of its
ordering.

2. If f:A=Band FV(p) = {x1,...,xx},showA = ¢lay, ..., an/X1, ..., Xn] &
B = @[ F @), - F@n /X1 Xn].

In particular, 2 = 8.

3. Let A C$B. ¢ is called universal (existential) if ¢ is prenex with only universal

(existential) quantifiers.

(i) Show that for universal sentences ¢ B = ¢ = A = ¢.

(i) Show that for existential sentences ¢ A = ¢ = B = ¢.

(Application: a substructure of a group is a group. This is one reason to use the
similarity type (—; 2, 1; 1) for groups, instead of (—; 2; 0), or (—; 2; 1), as some
authors do.)

4, LetA= (N, <),B = (N — {0}, <).

Show:
1) A=DB; (i) A=*B;
(>iii) B C 2A; (iv) not B < 2.

5. (Tarski). Let 2 € B. Show A < B <« for all ¢ € L and ay,...,a, €
e, B = ye(y,ai,...,a,) = there is an element a € |2A| such that B =
o(a,ay,...,a,), where FV(¢(y,ai,...,an)) = {y}. Hint: for <= show
() 2@i,....a,) =tT@,...,a,) forteL,
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10.

11.

12.

13.

14.

15.
16.
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(i) AE=e(@y,...,a,) < B E=ey,...,a,) for g € L by induction on ¢ (use
only v, —, 3).

. Another construction of a non-standard model of arithmetic: add to the language
L of arithmetic a new constant ¢. Show I' = Th(O) U {c > n|n € ||} has a
model 9. Show that T 2 1. Can I be countable?

. Consider the ring Z of integers. Show that there is an 2 such that Z < 2( and
Z % 2 (a non-standard model of the integers). Show that 2 has an “infinite
prime number”, poo.

Let (poo) be the principal ideal in 2( generated by poo . Show that 2{/(poo)
is a field F. (Hint: look at Vx(“x notin (pso)” — Iyz(xy =1 + zpxo)), give
a proper formulation and use elementary equivalence.) What is the character-
istic of F'? (This yields a non-standard construction of the rationals from the
integers: consider the prime field.)

. Use the non-standard model of arithmetic to show that “well-ordering” is not a
first-order concept.

. Use the non-standard model of the reals to show that “archimedean ordered

field” is not a first-order concept.

Consider the language of identity with constants ¢; (i € N), I’ ={I1, I, 3} U

{ci #cjli, j € N,i # j}. Show that the theory of I" is k-categorical for k > R,

but not Np-categorical.

Show that the condition “no finite models” in Vaught’s Theorem is necessary

(look at the theory of identity).

Let X C |2|. Define Xo = X U C where C is the set of constants of 2, X, =

X, U{f(ar,....,am)|fin2, ai,...,am € Xy}, Xo = J{Xnln € N}.

Show: B = (X,, RiNX,,....,R.NX, filXe, ..., ful X" {ciliel}))isa

substructure of 2. We say that B is the substructure generated by X. Show that

B is the smallest substructure of 2 containing X; B can also be characterized

as the intersection of all substructures containing X .

Let *R be a non-standard model of Th(R). Show that st (cf. p. 116) is a homo-

morphism from the ring of finite numbers onto R. What is the kernel?

Consider R = (R, N, <, +, -, -~ 1o, 1), where N is the set of natural num-

bers. L(R’) has a predicate symbol N, and we can, restricting ourselves to

+ and -, recover arithmetic by relativizing our formulas to N (cf. Defini-

tion 3.5.12).

Let R <* R = (*R,* N, ...). Show that T = (N, <, +,-,0,1) < (*N, <,
+,-,0, 1) =* N (hint: consider for each ¢ € L(N) the relativized ¢V € L(R)).
Show that any Peano structure contains 1 as a substructure.

Let L be a language without identity and with at least one constant. Let

o =3x1 - xpp(x1,...,x,) and X5 = {@(t1,...,1,)|t; closed in L}, where ¢

is quantifier free.

(i) E o < each 2 is a model of at least one sentence in X,. (Hint: for each

2, look at the substructure generated by .)

(i) Consider X, as a set of propositions. Show that for each valuation

v (in the sense of propositional logic) there is a model 2 such that

Mo, ....t)0 = Mo, ..., t) ]2, forall o(z,...1,) € Xs.
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(iii) Show that o <+ /7L, @(tl,...,1}) for a certain m (hint: use Exer-
cise 9, Sect. 2.5).

Let 2, B € Mod(T) and 2 = *B. Show that Diag(2) U Diag(®8) U T is consis-
tent (use the Compactness Theorem). Conclude that there is a model of 7 in
which both 2l and B can be isomorphically embedded.
Consider the class IC of all structures of type (1; —; 0) with a denumerable
unary relation. Show that any 2 and 9B in X of the same cardinality ¥ > R are
isomorphic. Show that T = Th(K) is not «x-categorical for any k > Rg.
Consider a theory T of identity with axioms A, for all n € N. In which cardi-
nalities is T categorical? Show that T is complete and decidable. Compare the
result with Exercise 10.
Show that the theory of dense order without endpoints is not categorical in the
cardinality of the continuum.
Consider the structure 2 = (R, <, f), where < is the natural order, and where
f is a unary function. Let L be the corresponding language. Show that there is
no sentence o in L such that A =0 < f(r) > 0 for all r € R. (Hint: consider
isomorphisms x — x +k.)
Let %A = (A, ~), where ~ is an equivalence relation with denumerably many
equivalence classes, all of which are infinite. Show that Th(2() is Ng-categorical.
Axiomatize Th(2l). Is there a finite axiomatization? Is Th(2() «-categorical for
K > Ro?
Let L be a language with one unary function symbol f. Find a sentence t,,,
which says that “ f has a loop of length n”, i.e. % |= 1, < thereare ay, ..., a, €
|2L| such that fm(al-) =a;j4+1(i <n)and fgl(an) = a1. Consider a theory T with
axiom set {8, -1y, 0172, 713, ..., Ty, ... }(n € w), where B expresses “f is
bijective”.

Show that T is «-categorical for k¥ > Np. (Hint: consider the partition
{(f(a)|i € }inamodel A)Is T Rp-categorical?

Show that T is complete and decidable. Is T finitely axiomatizable?
Put Ty = {0|T - 0 and o is universal}. Show that 7y axiomatizes the theory of
all substructures of models of 7. Note that one part follows from Exercise 3.
For the converse: let 2l be a model of 7y and consider Diag(2() U T. Use com-
pactness.
We say that a theory T is preserved under substructures if 21 C B and
B € Mod(T) implies 2 € Mod(T). (Los—Tarski). Show that T is preserved
under substructures iff 7' can be axiomatized by universal sentences (use Exer-
cise 24).
Let 2 = B, show that there exists a € such that 2f < Q; B < € (up to isomor-
phism). Hint: assume that the set of new constants of B is disjoint with the set
of new constants of 2. Show that Th(2() U Th(*B) has a model.
Show that the ordering <, defined by x < y := Ju(y = x + Su) is provably
transitive in Peano arithmetic, i.e. PAFVxyz(x <y Ay <z — x < 2).
Show:

(i) PAF Vx(0 < x) (induction on x),

(i) PAFVx(x =0V 3y(x = Sy))(induction on x),
(iii) PAFVxy(x +y=y +x),
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@iv) PAFVYy(x <y — Sx <y) (induction on y),
(v) PAFVxy(x <yVx=yVy<x) (induction on x, the case of x =0 is
simple, for the step from x to Sx use (iv)),
(vi) PAFVy—3x(y <x Ax < Sy) (compare with (iv)).
29. (i) Show that the theory L, of identity with “infinite universe” (cf. Sect. 4.1,
Exercise 3 or Exercise 19 above) admits quantifier elimination.
(i) Show that L has a prime model.

4.4 Skolem Functions or How to Enrich Your Language

In mathematical arguments one often finds passages such as “...there is an x such
that ¢(x) holds. Let a be such an element, then we see that ...”. In terms of our
logic, this amounts to the introduction of a constant whenever the existence of some
element satisfying a certain condition has been established. The problem is: does
one thus strengthen the theory in an essential way? In a precise formulation: sup-
pose T F Ixp(x). Introduce a (new) constant a and replace T by T' =T U {p(a)}.
Question: is T' conservative over T, i.e. does T’ ¢ = T + v hold, for v not con-
taining a? We have dealt with a similar problem in the context of Henkin theories
(Sect. 4.1), so we can use the experience obtained there.

Theorem 4.4.1 Let T be a theory with language L, such that T F Axq@(x), where
FV(p) = {x}, and let c be a constant not occurring in L. Then T U {¢(c)} is con-
servative over T .

Proof By Lemma 4.1.7, T' =T U {3x@(x) — ¢(c)} is conservative over T. If ¢ €
Land T'U{p(c)} F v, then T U {3xp(x)} =4, or T’ Axe(x) — . Since T’ is
conservative over 7 we have T - Jx¢(x) — . Using T - Ixep(x), we get T F .
(For an alternative proof see Exercise 6.) U

The above is but a special case of a very common piece of practice; if one, in
the process of proving a theorem, establishes that “for each x there is a y such that
o(x, ¥)”, then it is convenient to introduce an auxiliary function f that picks a y for
each x, such that ¢(x, f(x)) holds for each x. This technique usually invokes the
axiom of choice. We can put the same question in this case: if 7 - Vx3yp(x, y), in-
troduce a function symbol f and replace T by T' =T U {Vx¢(x, f(x))}. Question:
is T’ conservative over T? The idea of enriching the language by the introduction
of extra function symbols, which take the role of choice functions, goes back to
Skolem.

Definition 4.4.2 Let ¢ be a formula of the language L with FV(¢) = {x1, ..., X, y}.
Associate with ¢ an n-ary function symbol fy,, called the Skolem function (symbol)
of ¢. The sentence

Vx1-~-xn(3yq0(x1,.--,xn,)’)—Nl’(xlv--~axn’f¢(x1v--"x")))

is called the Skolem axiom for ¢.
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Note that the witness of Sect. 4.1 is a special case of a Skolem function (take
n=0): f, is a constant.

Definition 4.4.3 If T is a theory with language L, then T*X = T U{c |0 is a Skolem
axiom for some formula of L} is the Skolem extension of 7' and its language L%
extends L by including all Skolem functions for L. If 2 is of the type of L and 2%
an expansion of 2 of the type of L, such that A** |= o for all Skolem axioms o of
L and || = |2, then AX is called a Skolem expansion of 2.

The interpretation in A** of a Skolem function symbol is called a Skolem func-
tion.

Note that a Skolem expansion contains infinitely many functions, so it is a mild
extension of our notion of structure. The analogue of Lemma 4.1.7 is the follow-
ing.

Theorem 4.4.4 (i) T*X is conservative over T .
(ii) Each 24 € Mod(T) has a Skolem expansion A% € Mod(T*).

Proof We first show (ii). We only consider the case of formulas with FV(p) =
{x1,...,xn,y} for n > 1. The case n = 0 is similar, but simpler. It requires the in-
troduction of new constants in 2 (cf. Exercise 6). Let 2 € Mod(T) and ¢ € L with
FV(p) ={x1,...,xy, y}. We want to find a Skolem function for ¢ in 2.

Define V,, . 4, =1be|A| | A =op@i,...,a,, b)}.

Apply AC to the set {Vy, . 4,1Vay,....a, 7 D}: there is a choice function F such

.....

yeney

that F(Vg,,....a,) € Va,....a,- Define a Skolem function by
F(Val,‘..,(l,l) lf Va1 ..... ay # @7
Fy(ay,...,an) =
e else, where e € [2|.
Now it is a routine matter to check that indeed ¥ |=Vx1 ... x, Qy@(x1, ..., Xn,
y) - QD()C], <o Xns ftﬂ(xl’ R ,Xn))), where F, = f(/?(Sk, and where Q[Sk is the ex-

pansion of 2 with all Skolem functions F, (including the “Skolem constants”, i.e.
witnesses). (i) Follows immediately from (ii): let 7' I ¢ (with ¥ € L), then there is
an 2 such that 2 # 1. Since i € L, we also have 2% I/  (cf. Sect. 4.2, Exercise 3),
hence T 1/ 1fr. 0

Remark 1t is not necessary (for Theorem 4.4.4) to extend L with all Skolem func-
tion symbols. We may just add Skolem function symbols for some given set S of
formulas of L. We then speak of the Skolem extension of 7" with respect to S (or
with respect to ¢ if S = {p}).

The following corollary confirms that we can introduce Skolem functions in the
course of a mathematical argument, without essentially strengthening the theory.
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Corollary 445 If T F Vxi,...,xp,3ye(x1,...,X,,y), where FV(p) =
{xt,..., x5, y}, then T' =T U {¥Vx...x,0(x1, ..., Xy, Jo(x1, ..., xp))} is conser-
vative over T .

Proof Observe that T” = T U {Vx;...x,3ye(x1,..., %5, y) = @(X1,..., X,

Fl@t, ., x))IE VXX (X X fo(X1 o x0)). SO T = = T 4.
Now apply Theorem 4.4.4. U

The introduction of a Skolem extension of a theory T results in the “elimina-
tion” of the existential quantifier in prefixes of the form Vx ... x,3y. The iteration
of this process on prenex normal forms eventually results in the elimination of all
existential quantifiers.

The Skolem functions in an expanded model are by no means unique. If, however,
A E=Vxy...x,Aye(xg, ..., X,, ¥), then the Skolem function for ¢ is uniquely de-
termined; we even have 2K EVxy.oxny (e, .o X0, ) <y = folxr, .., X)),
We say that ¢ defines the function F, in QlSk, and Vxi...x,y(@(x1,...,Xp,y) <
vy = fo(x1,...,x,)) is called the definition of F, in sk,

We may reasonably expect that with respect to Skolem functions the V3!-
combination yields better results than the V3-combination. The following theorem
tells us that we get substantially more than just a conservative extension result.

Theorem 4.4.6 Let T + Vxi...x,Alye(x1,...,x,,y), where FV(p) =
{x1,....xn,y} and let f be an n-ary symbol not occurring in T or ¢. Then
TH =T U {Vx1...x.9(@(X1, ..., Xp, y) < y = f(x1,...,xn))} is conservative
overT.

Moreover, there is a translation T — tofrom Lt =LU{f}to L, such that

(D) TTH1o 1Y,
Q) Tt THO,
B r=1"fortelL.

Proof

(i) We will show that f acts just like a Skolem function; in fact T is equivalent
to the theory 7" of Corollary 4.4.5 (taking f for f,,).
@ TTEVYxr... %01, .., X0, f(X1, .00, X)),
For, TT FVxy...x,3yp(x1,...,Xx,,y) and
TTEVX Xy (X1, . X, Y) © Yy = F(XL, ety X)),
Now a simple exercise in natural deduction, involving R 14, yields (a).
Therefore T’ € T (in the notation of Corollary 4.4.5).
(b) y=f (1,0, x0), VX1 X0 (X1 oo Xy, f (X1, X)) F (X, o, X, Y),
soT' ' Fy=f(x1,....,%3) = @(X1, ..., X, )
and @ (x1, ..., X, V), VX1 ... X000 (X1, oo oy Xy S (X1, .0, X0)),
Vx1...xp3 lye(xt, .. X0, ) EYy = f(x1, ..., X0),
soT' Fo(x1, ..., x5, y) > y= f(X1,...,Xp).
Hence T' FVxp ... xpy(@ (X1, ..., Xn, Y) <y = f(X1, ..., Xn)).



130 4 Completeness and Applications

SoTT C T ,andhence 7' =T.
Now, by Corollary 4.4.5, T is conservative over 7.

(i1) The idea underlying the translation is to replace occurrences of f(—) by a new
variable and to eliminate f.Let T € L™ and let f(—) be a term in L™ not con-
taining f in any of its subterms. Then - t(..., f(—),...) < y(y = f(—) A
7(...,,...)), where y does not occur in 7, and TT = 7(..., f(=),...) <
Ay(p(—,y) At(...,Y,...)). The right-hand side contains one occurrence of f
less than 7. Iteration of the procedure leads to the required f-free formula 7°.
The reader can provide the details of a precise inductive definition of 7°; note
that one need only consider atomic 7 (the translation extends trivially to all for-
mulas). Hint: define something like “f-depth” of terms and atoms. From the
above description of ¥ it immediately follows that 7+ - 7 < 7%, Now (2)
follows from (i) and (1). Finally (3) is evident. O

As a special case we get the explicit definition of a function.

Corollary 4.4.7 Let FV(t) = {x1,...,x,} and f € L. Then TT =T U
{Vx1...x,(t = f(x1,...,xn)} is conservative over T .

Proof We have Vx1 ...x,3!y(y =1), so the definition of f, as in Theorem 4.4.6, be-
comes Vxi...x,y(y =t < y= f(x1,...,Xn)), which, by the predicate and identity
rules, is equivalent to Vxi ... x,(t = f(x1,...,Xn)). O

We call f(x1,...,x,) =1t the explicit definition of f. One can also add new
predicate symbols to a language in order to replace formulas by atoms.

Theorem 4.4.8 Let FV(p) = {x1,...,x,} and let Q be a predicate symbol not in L.
Then

() TT =T U{Vx1...x,(p < Q(x1,...,x,))} is conservative over T.
(i) There is a translation T — t° into L such that

() TTH7 o 19,

Q) Tttt THO,

B3) t=1"forrelL.

Proof Similar to, but simpler than, the above. We indicate the steps; the details are
left to the reader.

(a) Let 2 be of the type of L. Expand 2 to A" by adding a relation Q" =
{(alv 7al’l)|m 'Z(p(al7 san)}

(b) Show A =T < A" =T+ and conclude (i).

(c) Imitate the translation of Theorem 4.4.6. O

We call the extensions shown in Theorem 4.4.6, Corollary 4.4.7 and Theo-
rem 4.4.8, extensions by definition. The sentences

Vxp...xpy(@<y=f(x1,..., %)),
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Vxr...x, (f(x1,...,x5) =1),

Vxi...x,(0 < Q(x1,...,X,)),

are called the defining axioms for f and Q respectively.

Extension by definition belongs to the daily practice of mathematics (and science
in general). If a certain notion, definable in a given language, plays an important role
in our considerations, then it is convenient to have a short, handy notation for it.

Think of “x is a prime number”, “x is equal to y or less than y”, “z is the maxi-
mum of x and y”, etc.

Examples 1. Characteristic functions

Consider a theory T with (at least) two constants cg, c1, such that 7' I ¢ # c1.
Let FV(p) ={x1,...,xn}, then T =Vx;...x,Aly((p Ay =c1) V (—p Ay =cp)).
(Show this directly or use the Completeness Theorem.)

The defining axiom for the characteristic function K is Vxi...x,y[(@ Ay =
cV(mpAy=co)) < y=Ky(xi,...,x)).

2. Definition by (primitive) recursion.

In arithmetic one often introduces functions by recursion, e.g. x!, x¥. The study
of these and similar functions belongs to recursion theory; here we only note that we
can conservatively add symbols and axioms for them. Fact (Godel, Davis, Matijase-
vich): each recursive function is definable in PA, in the sense that there is a formula
¢ of PA such that

(i) PAFVxy...x,3lye(x1,...,x,,y) and _ 3
(i) forky,....ky,me Nf(ky,...,ky) =m=PAF @ky,..., k,,m).

For details see [Smorynski 1991, Davis 1958].

Before ending this chapter, let us briefly return to the topic of Skolem func-
tions and Skolem expansions. As we remarked before, the introduction of Skolem
functions allows us to dispense with certain existential quantifiers in formulas. We
will exploit this idea to rewrite formulas as universal formulas (in an extended lan-
guage!).

First we transform the formula ¢ into prenex normal form ¢’. Let us suppose

that ¢’ =Vxy...x, 3y (x1,..., Xn, ¥, 21, .-, 2k), Where z1, ..., zx are all the free
variables in ¢. Now consider

T* =T UA{Vx1...x421 .- 2@y (X1, ooy Xy V5 205 - +5 Zk) — Y (X1, ..., Xn,
A CTT S ST 4% IS S TR ¢ 3 ) | B

By Theorem 4.4.4 T* is conservative over T, and it is a simple exercise in logic
to show that

T*E=Vx1...x, yY(—, y, =) < Vx1 ... x, 0 (—, f(...),—).

We now repeat the process and eliminate the next existential quantifier in the
prefix of ; in finitely many steps we obtain a formula ¢* in prenex normal form
without existential quantifiers, which, in a suitable conservative extension of 7" ob-
tained by a series of Skolem expansions, is equivalent to ¢.

Warning The Skolem form ¢* differs in kind from other normal forms, in the sense
that it is not logically equivalent to ¢.
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Theorem 4.4.4 shows that the adding of Skolem axioms to a theory is conser-
vative, so we can safely operate with Skolem forms. The Skolem form ¢° has the
property that is satisfiable if and only if ¢ is so (cf. Exercise 4). Therefore it is some-
times called the Skolem form for satisfiability. There is a dual Skolem form ¢ (cf.
Exercise 5), which is valid if and only if ¢ is so. ¢ is called the Skolem form for
validity.

Example Vx13y13y2Vx23y3Vx3VxaTys (X1, X2, X3, X4, Y1, Y2, ¥3, Y4, 21, 22).
Step 1. Eliminate y;:

Vx13y2Vx23y3Va3Vxadys @(x1, X2, X3, X4, f (X1, 21, 22), Y2, ¥3, Y4, 21, 22)-
Step 2. Eliminate y»:

Vx1x23y3Vx3x43ys (..., f(x1,21,22), 8(X1, 21, 22), ¥3, Y4, 21, 22)-
Step 3. Eliminate y3:

Vx1x2x3x43y4 @(..., f(x1,21, 22), g(x1, 21, 22), h(x1, X2, 21, 22), V4, 21, 22)-
Step 4. Eliminate y4:

Vxixoxsxa  @(..., f(x1,21,22), g(x1,21,22), h(x1, X2, 21, 22), k(x1, X2, X3, X4,
21,22), 21, 22)-

In Skolem expansions we have functions available which pick elements for us.
We can exploit this phenomenon to obtain elementary extensions.

Theorem 4.4.9 Consider 2 and B of the same type. If B is a Skolem expansion
of B and A* € BK, where A* is some expansion of A, then A < B.

Proof We use Exercise 5 of Sect. 4.3. Let ay,...,a, € |2],B = yp(y,ay,...,

a,) & B = o(f,@i,...,ay),ai,...,an), where f, is the Skolem function
for ¢. Since A* C Bk, fwgl*(al, e Oy) = f;‘BSk(al, ...,ag)andsob = (fy(a,...,
— sk — _ *
an)®" = (fp@,....a)* €.

Hence B¢ = o(b,ay,...,a,). This shows 2 < 8. O

Definition 4.4.10 Let X C |2(]. The Skolem hull Gx of X is the substructure of 2
which is the reduct of the structure generated by X in the Skolem expansion A% of
2A (cf. Exercise 12, Sect. 4.3).

In other words Gy is the smallest substructure of 2, containing X, which is
closed under all Skolem functions (including the constants).

Corollary 4.4.11 Forall X C |2 &x < 2.

We now immediately get the strengthening of the Downward Skolem-Lowen-
heim Theorem formulated in Theorem 4.3.12, by observing that the cardinality of
a substructure generated by X is the maximum of the cardinalities of X and of
the language. This also holds in the present case, where infinitely many Skolem
functions are added to the language.
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Exercises

1. Consider the example concerning the characteristic function.
(i) Show TH EVxj...x,(@ <> Ky(x1,...,X,) =c1).
(ii) Translate Ky (x1,...,%,) = Ko(y1, ..., Yn)-
(i) Show TF F Vxi...xpy1,. s n(Ko(X1s .o, Xn) = Kp(V1s--vuyn) <
VX1 ... Xn@ (X1, ooy X)) VX Xm0 (X, e, X))
2. Determine the Skolem forms of
(@) Vyax(2x2 +yx —1=0),
b) Ve35(e>0—> G >0AVx(lx —al <§—|f(x) — f(a)| <¢)),
(¢) Vx3Iy(x = f(y)),
d Vayx<y—>Ju@<x)ATv(y<v) Adwx <vAw<y)),
(e) VxIy(x = y2 VXx= —y2).
3. Let o be the Skolem form of o. Consider only sentences.
(i) Show that I" U {o°} is conservative over I" U {o'}.
(ii) Put I'* = {o*|o € I'}. Show that for finite I", I"* is conservative over I".
(iii) Show that I'* is conservative over I for arbitrary I".

4. A formula ¢ with FV(p) = {x1, ..., x,} is called satisfiable if there is an 2 and
ai,...,a € |2 such that 2l = ¢(a, ..., a,). Show that ¢ is satisfiable iff ¢° is
satisfiable.

5. Let o be a sentence in prenex normal form. We define the dual Skolem
form oy of o as follows: let 0 = (Q1x1)...(Qux,)T, Where T is quantifier
free and the Q; are quantifiers. Consider o’ = (Q;x1)...(Q,X,)—T, where
Q; =V, 3iff Q; =3,V. Suppose (¢)° = (Qi,xi,) ... (Qi xi,)—7'; then o5 =
(Qi]-xil) cee (Qik-xik)f/~

In words: eliminate from o the universal quantifiers and their variables just as
the existential ones in the case of the Skolem form. We end up with an existential
sentence.

Example (Vx3yVze(x, y,2))s = 3yp(c, y, f (V).

‘We suppose that L has at least one constant symbol.

(a) Show that for all (prenex) sentences o, = o iff |= o5. (Hint: look at Exercise
4.) Hence the name: “Skolem form for validity”.

(b) Prove Herbrand’s theorem:

m
o @l—\X/aS/(z‘f,...,t,"l)
i=1

for some m, where o is obtained from o by deleting the quantifiers. The
tj (i <m, j <n) are certain closed terms in the dual Skolem expansion of L.
Hint: look at —=(—o)*. Use Exercise 16, Sect. 4.3.
6. Let T F Ixp(x), with FV(¢p) = {x}. Show that any model 2 of T can be ex-
panded to a model 2* of T with an extra constant ¢ such that 2* = ¢(c). Use
this for an alternative proof of Theorem 4.4.1.
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7. Consider I, the theory of identity “with infinite universe” with axioms
M(n € N) and I, with extra constants ¢;(i € N) and axioms ¢; # ¢ j for
i #j, i, j € N.Show that I’ is conservative over /.

4.5 Ultraproducts

So far we have exploited the strength of the interaction between logic and its inter-
pretations; the completeness theorem is the key to that part of logic, it provides us
with the compactness theorem, yields non-standard models, characterizes theories,
etc. In the present section we will look at the model theoretic side from a different
point of view.

One might wonder how far one can get without the formal tools of logic; more
specifically, how far will the model theoretic approach get us? In this section we
will introduce a tool for model construction that is very useful for applications in
mathematics, and that allows us to forget for a minute the derivations side of logic.
The notion of ultraproduct was introduced in the 1950s by Los.

There are many techniques that construct new structures out of old ones. Here
is a simple example: let 2l and 9B be groups; then the Cartesian product 2 x B
consists of pairs (a, b) witha € A, b € B. Multiplication is defined coordinate-wise:
(ay,b1) - (az, br) = ay -az, by - by) and the identity is the pair of identities. The result
is again a group. Note, however, that the Cartesian product of two fields is not a
field.

We will generalize this notion of product so that the properties of the product can
be kept under control. This requires a little bit of set theory.

Definition 4.5.1 Let / be a non-empty set. 7 C P(I) is a filter if

i A, Be F=>ANBeF
(i) AeF,ACB=>BeF
(iii) @ ¢ F (the filter is proper)

We assume F # @. If F is maximal, then F is called an ultrafilter. F is called a free
filter if NF = 0.

Example 4.5.2 The following sets are filters:

1. F={A| AD Ap}, for Ag # 0. If Ag = {ap}, then clearly F is an ultrafilter; this
filter is called a principal ultrafilter.

2. F={A| I — Aisfinite}, for infinite /. The A’s in this filter are called cofinite
sets.

3. F={AC[0,1]| n(A) = 1}. Here u is the Lebesgue measure.

The following provides us with lots of filters.
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Definition 4.5.3 G < P (/) has the finite intersection property (fip) if

Al,...,ApeG= A N---NA, #0.

Lemma 4.5.4 If G has the finite intersection property, then G is contained in a
filter.

Proof Define F ={A|AD B N---N By for By,..., B € G and k € N}.

(@) If A,A" e F,then AD By N---N B and A’ D By N--- N B for certain
B],...,Bk,Bi,...,B;GG.SOAﬂA/QB]ﬂ-“ﬂBkﬂBiﬂ-“ﬂB;,WhiCh
implies AN A" € F.

(i) Ac F,AC A = A’ € F. Trivial.

(iii) ¥ ¢ F. Trivial. O

Exercise 4.5.5 Show that this F is the smallest filter containing G. We say that G
generates F.

Lemma 4.5.6 Let F C P (1) be a filter. The following are equivalent:

(i) F is an ultrafilter.
(i) Ae ForA°e Fforall AC X.
(iii)) AUBe F=>AecForBeF.

Proof (i) = (ii) Assume that A, A¢ ¢ F. Claim: {A} U F has the finite intersection
property. Suppose {A} U F does not have the finite intersection property. Consider
AiN---NA, where A; e F.If (AiN---NA,)NA=@,then AD A N---NA,.
But then A € F—contradiction. Let G € P(X) be generated by F U {A}, then
G D F and G # F; this contradicts the maximality of F. Hence A € F or A€ € F.

(i) = (iii) Suppose A U B € F. Now suppose A, B ¢ F. Then by (ii),
A€, B¢ € F. Because F is a filter, also A° N B¢ € F, which is equivalent to
(A U B)¢ € F. But now it follows that (A U B) N (AU B)° =@ € F. Contradic-
tion.

(iii) = (i) Assume that F is not maximal. Then F is a proper subset of a filter 7.
Therefore there is a set A in 7’ which is not in F.

Now AU A€ = [ € F, therefore, by (ii), A € F or A° € F.Infact A € F, hence
A€ e F'. We know that A € F', hence ¥ € F'. Contradiction, so F is an ultrafilter. (]

Exercise 4.5.7 If F is a free filter, then F does not contain finite sets.

Corollary 4.5.8

(1) If F is a free ultrafilter, then F contains all cofinite sets.
(i) If 1 is finite and F € 'P(1) is an ultrafilter, then F is not free (it is principal).

Theorem 4.5.9 (AC) Each filter is contained in an ultrafilter.
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Proof We will use Zorn’s lemma. Suppose we have a filter / € P(X). Let Z be the
set of all filters containing F partially ordered by C. Let K be a chain in Z. Define
F*=JK. Claim: F* is a filter.

(i) A,B € F* = A € F1, B € F, for certain Fi, F, € K. Say F| € JF,, then
A, BeF,=>ANBeF,=> ANBeF*
(ii) Suppose A € F* and B 2 A. This means that A € F for some F € K. Because
F is a filter it follows that B € F, which implies that B € F*.
(iii) @ ¢ F*. Trivial.

Note that F € K = F € F*. We now may apply Zorn’s lemma: there is a maximal
Fm € Z. This is the required ultrafilter. O

Corollary 4.5.10 There is a free ultrafilter on every infinite set I.

Proof The intersection of all cofinite sets of I is empty (why?). So take the F gen-
erated by the cofinite sets and extend it to an ultrafilter. U

Exercise 4.5.11

(1) Let F be a free ultrafilter. Show that A € F and B is finite = A — B € F.

(2) Show thatif G € P(N) and G is countable = G does not generate a free ultra-
filter.

(3) Let F be a filter (an ultrafilter) on I and A € F, then F N P(A) is a filter (an
ultrafilter) on A.

(4) The set of all filters is closed under arbitrary intersection and unions of chains.

Our next step is the general definition of Cartesian products of structures with
the same similarity type. Consider an indexed set {2l;|i € I}; for the universe of the
Cartesian product of the set we simply take the Cartesian product of the universes
and we define the relations and operations coordinate-wise. The language L is fixed.

Definition 4.5.12 (Cartesian Product of Structures)

L [lic;Ai = 1{f : I — U;e;Ai | f() € A;}. For convenience, we put
[Tic; Ai = A

RAYSf1, ..y fo) © Vi € IRY (1), ..., fu(@))).

FAfio oo fo) = MFA(f1G), L fu (D).

A = \ich,

[licr = (AR} R FR BN (e e d)).

SR e

We will denote this product structure by 2( when no confusion arises.

Example 4.5.13 ]_[ieN A; where 2; = (N, +, -, {0, 1}) Since this is the denumerable
product of the natural numbers, we are considering all functions from N to N. One
can visualize those in the lattice in the first quadrant of the plane.
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From now on we will practice a harmless bit of abuse of language by using 2( both
for the structure and for its universe; the reader will have no difficulty discerning the
two meanings.

Lemma 4.5.14 Let F be a filter on I; put f1 ~ fr < {i €l | f1(i) = f2()} € F,
where f1, fo € . Then ~ is an equivalence relation on 2.

Proof

@) fi~ fi.Notethat i € I | fi()) = fi()} =1 € F.
() fi~ f»= f»~ fi1, by definition.
(iii) Transitivity. Assume f1 ~ f> and f, ~ f3.

Put Ay={iel| f1() = f2(D} and Ay ={i € I | f2(i) = f3(1)}, then Ay, As €
(F),andhence AiN Ay e F.Now A1 N Ay C{i| f1(i)) = f3()}.So{i e 1| f1(i) =
f3()} € F, and hence f1 ~ f3. O

Notation The proper notation for the equivalence relation with respect to F would
be ~ 7. When no confusion arises, we will stick to ~. The equivalence class of f
under ~ r will be denoted by f/F.

The equivalence classes of the elements of the Cartesian product 2 will serve as
the elements of a new structure. For this purpose we have to define the relations and
operations.

Lemma 4.5.15

I.If fi ~81,...,fn ~ gn then {i €I | Rmi(fl(i),...,fn(i))} e F&lie
IR (g1(i),...,gn(i)} €F
2. A fi~ 8Ly ens fr ™~ 8ns then FACAIG), ..oy fu(D)) ~ FA(g130), ..., ga (i)

Proof (a) =>:Put Ay ={iel|lfili))=g1@)},..., A, ={i €l|f,(i) = gn(i)}. Let
Al,...,ApeFand B={i €I | R¥(fi(i),..., fu(i))} € F be given. If i € A| N
-+ N Ay N B, then fi(i) = g1(i), ..., fu(i) = gn(i) and R (f1(i)...., (i) s0
R¥%i(g1(i),...,8n())).S0AIN---NA,NBC{iel|R¥(gi(i),...,gn()}. And
since Ay N---N A, N B e F,itfollows that {i € I | R% (g1(i), ..., gn(i))} € F.
<: Similar.

Mb)Let AiN---NA, € F, as in (a). Consider the set C ={i € [ | ]-"m"(fl(i),...,
fu(@) = F(g1(). ... gn(i))). Suppose i € AjN---N Ay, then f1(i) = g1(i). ...,
fn (i) = g, (i) and therefore F2i (f1(i), ..., fu())) = F2i(g1(i), ..., gn(i))}. This
tellsusthat A;N---NA, € C,andsince A;N---NA, € F,itfollows that C € F.[J

Now we can define a product structure modulo a filter.

Definition 4.5.16 Let F be a filter on I, then

ﬂ/f:ﬂ%li/]:=<]_[Ai/]:, Ri,....Ry, Fr .. Fy (8] € J}>

iel iel
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where Uie] Ai/F={f/FI|fellieAi)
Re(f1)Fsooos o) FY= (i € TI R (FiG), ..., fui))} € F
FeCfi[Fooos ) )= F ooy S/ F
&j=c¥/F.

Observe that ﬁk and fk are well defined by Lemma 4.5.15.
Notation [|p ;i :=[];c; i/ F.
[ 172 is called the reduced product of the 2;’s. [ | 2; is an ultraproduct if F

is an ultrafilter.

Our next task is to interpret terms of the language in the reduced product.

Lemma 4.5.17 [[t(fi/F,..., S/ P, 21 = MG, - Fn DI, 20,/ F-

Proof Induction on ¢.

e [=c:
lel, 2, = M.c(@)/F = rillclls, /F-
° t:?:

LS, 2 = f/F = xi f()/F =il flla, /) F.
o t=Gt1,....t0):
MrCfi/F,..., In/ N, 20 .
=UGW (/T fa/F)se stk (/T fa/ DI 2
=Gln(fi/F,.... VLN 1y TR [ex(f1/F,s .-, Jn/ T, 21)
EG0ilnha,..., Sa@)e, /Ty Al (fr@),s -y Sn @)1y, /F)

def

= MG ([ (f1(), -, @)Dt - - [ (f1 @), - .., Jn@) )/ F
= MG (f1 (), ..., Jn(@)s -, n(f1@), ..., Ju(@ON s,/ F
= At (n(f1G), .-, Jn(@)s -, 0 (f1@D), ..., Fn@OD e /F. O

Lemma 4.5.18

[[HEr=s <« {ielllly =0sly}eF.

F
Proof HF WEt=s & IIt]]HFQ[i = [IS]]]’IFQLI. & ALty /F = Aillslla, /F &
{i e Il = sl } € F. O

Theorem 4.5.19 (Fundamental Theorem of Ultraproducts, L.os) Let F be an ultra-
filter, then

Proof Induction on ¢.
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1. Observe that in general ¢ has parameters in [ [ 2;. ¢ is a sentence in the ex-
tended language L(] [ 24).

2. Note that we can restrict ourselves to formulas without terms, i.e. the following
is proved for closed ¢(t1, ..., t,), see Corollary 3.5.9:

BEot,....ts) & BEe(lnls,. .. [hls)

o 9= (t=s).See Lemma 4.5.18.
e 9=R@/F.....gn/F). [[rAi ER@I/F,....8m/F) &
i e I|R¥(g1(),....em(N}€F & {i €T |W =R@IG),....emG0)} € F.
cv=01 Ao [ A E A0 ES % Eerand [[% ¢ &5
{iellAiEpleFand{iel |A =p}eF.
PutX;={iel |¥UE=pi}and Xo={i €1 |2; =¢2}.
Now X1 NXpeFandalso X1NX, C{iel|A; E¢1 A2} eF, hence
{i e I|2; =¢1 A @2} € F. The converse is obvious.
e p=—Y. [[pAi E~Y(fi/F..... falF) &
[0 EYA/F, o falF) E i e A =Y (AD. ... )} € F.
Since F is an ultrafilter this last statement is equivalent to
{iel|A;i =Y (fi@),..., fn@))} € F and hence to
el E—~v(i@),..., nG)}EF.
o o=Vxy ). [[p A EVXY(x, fi/F,..., u/F) &
[r 2% BV @/F Fi/F ... JufF) forall g € 1,2 <5
{iel | =Ev(@), fi(),..., @)} e Fforall g e [[;c; A
Note that for any a € 2(; we can find a g € [],,; 2; such that g(i) = a: take an
arbitrary g’ and define

iel

N PO,
g(l)_{a if = j.
So we get for all a € |2;]:

X={iel|lAEv@ fi(),..., 1)} eF. (1

Assume now that {i € I |; =Vxy(x, fi(i), ..., fu(i)} & F. Then
{iel|A; EVxy(x, f1@),..., fu(i))} € F, and hence

Y={elldEIydk fil),.... ful)}eF. 2)

Since XNY € F, wehave X NY # 0. Sopickani € X NY, then by (2) 2;
Y (b, f1(D), ..., fa(i)) forallb € A;,andby (1) EIx—y (x, f1(), ..., fn(D)),
that is, there is a b € A; such that ; &= =y (b, f1(i), ..., fu(i)). Contradiction.
Hence {i e I |A; EVxy (x, f1(),..., fu(i)} e F.

The converse is left to the reader. O

Definition 4.5.20 Qll}- = [z 2 where 2; =2 for all i. This is called the ultra-
power of .

Corollary 4.5.21 2 < /.
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Proof Consider the embedding Ai.a/F. This gives you all the constant functions
modulo}'.NoleIF Eo@ /F,...,ax/F) e licl|AE=eplal,...,a)}=1¢€F,
where d; = Ai - a; are constant functions with values a;. We say that 2 is elemen-
tarily embedded in < L., and the function Ai.a/F is an elementary embedding. (]

We continue Example 4.5.13. To avoid notational confusion, we denote the in-
dex set, i.e. N, by I. The (horizontal) rows are the standard numbers, embedded in
the product (modulo F). Consider d(i) =i (the diagonal). Claim: d > n/F for all
standard n. Qlfp Ed>n()/Fe{ieN|di)>n@))eFliel|d@i >n@)}=
{i € I|i > n}is cofinite, so it is in F.

Let us define an infinite prime number: f (i) = p; (the ith prime). We show that
f/F is a prime:

N EVxyGay=f/F>x=1vy=1) &
{ie I NEVxy(xy=pi—>x=1vy=1)}eF <&

{iel|INEVxy(xy=f@i)—>x=1vy=D}eF
Since p; is a prime number, this set is 7 (i.e. N), which, being cofinite, belongs to F.
This shows that f/JF is a prime in Nér.

Theorem 4.5.22 (Ultrafilter Compactness Theorem) Let C = Mod(I"). If for every
finite A C I there is an A € K with A = A, then there is an ultraproduct B of
Ap’s such that B =T .

Proof We may assume that I” is infinite. Let 2(4 = A, and let I be the set of finite
subsets of I".

Define foragp € I': Sy, ={A € I | ¢ € A}. The family of S,’s has the finite inter-
section property: {¢1, ..., @} C Sy, N---NSy, . By Lemma 4.5.4 and Theorem 4.5.9
there is an ultrafilter 7 containing the S,’s.

If Ae S, then ¢ € A so A, = @, and therefore Sy € {A | A4 = ¢}

So{A|”%s Ep}eF.

Now apply the fundamental theorem: {A | A4 = ¢} € F < [[ A4 = ¢. Hence

[[7FA4E=T. g

This yields a purely model theoretic proof of the Compactness Theorem.

Corollary 4.5.23 (The Compactness Theorem) If Mod(A) # @ for all finite A S I”
then Mod(I") # .

This proof doesn’t use any logic at all. That is indeed most satisfying, as with the
Compactness Theorem one gets enough logic back. One can get, so to speak, the ad-
vantages of the Compactness Theorem, with all its virtues, by completely algebraic
means.

The following is a mild variation of the ultrafilter compactness theorem.

Theorem 4.5.24 Every 2 is embedded in an ultraproduct of its finitely generated
substructures.
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Proof For a given structure 2 we consider I" = Diag(2(), with the language contain-
ing constants for all elements of 2. Let A be a finite subset of I"; the new constants
of A are ay, ..., a,. The substructure 24 of 2 is generated by ay,...,a,. As A is
a subset of the diagram, 24 = A.

Let F be an ultrafilter containing the finite subsets A of I", then {A| A5 = A} €
F,andhence [TrAp=T,s0A — I[TrA4. O

Exercise 4.5.25 If F ={X C I |ip € X} (i.e. F is a principal ultrafilter) then
l_[F A =2A,,.

Definition 4.5.26

(i) K is a basic elementary class if K = Mod(¢), for some sentence ¢ (i.e. K is
finitely axiomatizable).
(ii) K is an elementary class if KK = Mod(I"), for some set of sentences I" (i.e.
is axiomatizable).
(iii) K is closed under elementary equivalence if A € IC, A =B = B € K.
(vi) K is closed under ultraproducts if 2; € K, F is an ultrafilter = [[ 2 € K.

Axiomatizability and finite axiomatizability are by nature syntactic notions; as it
turns out, they also have strictly model theoretic characterizations.

Theorem 4.5.27

(1) K is an elementary class < K is closed under elementary equivalence and
ultraproducts.

(ii) K is a basic elementary class < K and K¢ are closed under elementary equiv-
alence and ultraproducts.

Proof (i) (=) K =Mod(I") for some I.

KC is closed under elementary equivalence. Choose an arbitrary 2( € IC. Let B8 = L.
This means 2 = ¢ < B = ¢, for all sentences ¢. Because 2 =¢ forall ¢ € I', it
now follows that B |=¢ forall ¢ € I, so B € Mod(I") = K.

K is closed under ultraproducts. Let 2; € K for i € I and let F be an ultrafilter.
Define A=[[rA;. Weknow A =9 & {iel | =ple F. If o eI, then {i €
IAi=@}=1¢€ F.So% ¢ forall ¢ € I', which means that 2{ € Mod(I") = K.

(«<=): We have to find an axiom set for K, i.e. a set I such that I' =9 < ¢ €
KC Clearly, Th(K) is a plausible candidate, so let us try I" = Th(K). Since I C
Mod(Th(K)), we only have to show “2”.. So let 2l € Mod(I"). Consider Th(ﬁ() (i.e.
the theory of 2 in the extended language L(21)).

Claim: Any finite A C Th(2l) has a model in .

Picksucha A ={p;...¢,} andputo = ¢ A--- Ag,. Letay, ..., ax be the new
constants occurring in o' ; we define 6 * = o [z1, ..., zx/ay, - . ., k], where z1, ..., 2k
are fresh variables. Now suppose that 3Zo* holds in no B in K; then —=3706* € T,
hence A = =370 %, i.e. A = V—Zo*, which contradicts 2 = I'. Therefore there is
for each A an A4 € K with A5 = A. By Theorem 4.5.24, [ [ A4 € Mod(Th(2l))
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for a suitable utrafilter F. Therefore A <> [1r24 (by Lemma 4.3.9), and thus
A=T] F2a. K is closed under ultrafilters and =, hence 2 € K.
(i1) By (i) and Lemma 4.2.10. O

Application 4.5.28

(i) The class of well-ordered sets is not elementary. N is well-ordered, but 2 =
N?I,— (for some free ultrafilter ) has infinite descending sequences. Provide an
example.

(i1) The class of all trees is not elementary. Fact: N is a tree. Consider the structure
2 under (i). There is an infinite element d. The top cannot be reached in a finite
number of immediate predecessor steps from d.

(iii) The class of all fields of positive characteristic is not elementary. Consider
F,, =Z/(p;) (i.e. the prime field of characteristic p;). Take a free ultrafilter
on N. I[T¢gF,, =2 1is a field.

Since {i |Fp; = pi # 0} = {i}“ is cofinite, we have 2 |= p; # 0. Hence ITrF),
has characteristic 0.

(vi) The class of archimedean ordered fields is not elementary. Consider 2 = Qﬁ-,
where F is a free ultrafilter over N. 2( has infinite elements, for example d =
M.i/F. A =d>rforall r € Q. So there is no standard n such that n > d. In
other words the series 1 + 1,1+ 14+ 1,14+ 14141, ... will remain below d.

Example 4.5.29 Let A = 7N where F is a free ultrafilter over N.

2l has infinite numbers (non-standard numbers) including infinite primes: put
f (i) = p;.Now 2 |=“f/F is a prime”, thatis A =Vxy(xy = f/F > x=1vy=
1). This infinite prime—Ilet us call it poo—generates an ideal /. We claim that I isa
maximal ideal. Fortunately there is a way to formulate this in first-order logic. Re-
call that the maximality of the prime ideal (p) for an ordinary prime is expressed by
“for all n there is an m such that mn = 1 mod p”. This is formalized by the formula
o: Vx3dyz(xy =1+ zp). As o holds for all standard primes, it also holds for ps,
by the fundamental theorem. Therefore 2/(pso) is a field. Since it cannot have a
positive characteristic, it has characteristic 0. A field of characteristic 0 contains as
its prime field the rationals, so we can recover the rationals from 2{/(p,). Hence
we have in a roundabout way constructed the rationals directly from the finite prime
fields (and hence from N) by model theoretic means.

Corollary 4.5.30 (a) A group G can be ordered < all of its finitely generated sub-
groups can be ordered.
(b) Every torsion-free abelian group can be ordered.

Proof

(a) Extend the language of group theory with <. The theory of abelian groups has
the axiom set 17, I consists of the ordering axioms + Vxyz(x <y - x +z <
y + z). Apply Lemma 4.5.24 to the extended language/similarity type.
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(b) Let Gx be generated by {ay, ..., a,}. By the fundamental theorem of abelian
groups G o = 7Z" for some n. Z" can be ordered lexicographically and thus so
can G 4. Now apply (a). O

Theorem 4.5.31 If A =B then there exists a € such that A < € and *B < €.

We will not prove this theorem here.

Theorem 4.5.32 [f2A =B then A S %5_-, for some I, and some ultrafilter F.

Proof (<): Trivial. .

(=): Let A’s be a finite subset of Th(2() (in L(2()). Say A = {¢1, ..., ¢}, where
@1, ..., @, contain new constants ay, ..., a. Define oo = @1 A+ - A @, and g =
oalzt, ..., 2k/a1, - .., ar], where z1, ..., zx are fresh Variables.?l =371, ..., 204
and A =B, hence B =137y, ..., zxPa. Now by Lemma 4.3.9 B = @ (by, ..., by)
for certain b1, ..., by € |°8]; note that we had to expand *B in order to accommodate
the new constants. By Theorem 4.5.22 %5, = Th(ﬁ(). So by Lemma 4.3.9 S

[ 1734 in L(). By taking reducts we get the desired result: B 5: A =y %9_- inL. [

Exercise 4.5.33 (1) Vi € I(; — B;) = [17U; — I[17B;.
Q) Vi e I < B;) = [TrA; <> TS

Theorem 4.5.34 Let KC be an elementary class. 2 can be embedded into an element
of K & all finitely generated substructures of 2 can be embedded into elements
of K.

Proof (=): trivial.
(«=): For each finitely generated 2(; of 2 there is a B; € K so that 2; — B, € K.
So by Theorem 4.5.24 A < ITrA; — MrB; € K. O

Application 4.5.35 Recall that a Boolean algebra is atomic iff
Vx(x >0—>3y0<y<xAVz0O<z<y—>z=y))).

Facts: (1) An atomic Boolean algebra is isomorphic to a subset of the powerset of
the atoms.

(2) A finitely generated Boolean algebra is atomic (see P.R. Halmos, Lectures on
Boolean Algebras).

By Theorem 4.5.24 any Boolean algebra 2( is embedded into an ultraproduct of
its finitely generated subalgebras (which are atomic). The atomic Boolean algebra’s
are elementary, so 2l is embedded in an atomic Boolean algebra. Hence each 2/ is
isomorphic to a sub-Boolean algebra of a P(X) (Stone representation theorem).

Application 4.5.36 (Algebraic closures) Given a field 2l we will exhibit a field B
extending 2, in which all polynomials p(x) of positive degree have zeros.
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Fact: For each finite set of non-constant polynomials pi(x), ..., px(x) € A[x] there
is an extension A’ of 2 such that 2 = Axp;(x) = 0 A ---Axpr(x) = 0. Define
I' ={3xp(x) =0 | p(x) apolynomial of positive degree over A} U Diag(), I =
{AC | Afinite }, S, = {A|3xp(x) =0 € A}. The §,’s have the finite intersection
property: {Ixpi(x) =0, ..., Ixpr(x) =0} € Sy, N---N Sy, (s0 g = Diag(A)). For
each A there is an 2 4 such that 24 = A. Let F be an ultrafilter on / extending the
Sp’s. HrAa EIp(x) =06 {A|Ax E I px) =0} € F. [TrA4 | Diag(2)
implies A < ITr2A o. We have found one particular extension in which all the poly-
nomials have zeros. Then we consider the smallest extension of 2 inside ITr24;
this, on algebraic grounds, is the algebraic closure.

For more on ultraproducts, see: P.C. Eklof, Ultraproducts for Algebraists in
Handbook of Mathematical Logic, Elsevier, Amsterdam, 1977; H. Schoutens, The
Use of Ultraproducts in Commutative Algebra, Springer, 2010; J.L. Bell and A.B.
Slomson, Models and Ultraproducts: An Introduction (Dover Books on Mathemat-
ics), 2006; C.C. Chang and H.J. Keisler, Model Theory. Elsevier, Amsterdam 1990
(3rd ed.).



Chapter 5
Second-Order Logic

In first-order predicate logic the variables range over elements of a structure, in
particular the quantifiers are interpreted in the familiar way as “for all elements a
of |2(]...” and “there exists an element a of || ...”. We will now allow a second
kind of variable ranging over subsets of the universe and its Cartesian products, i.e.
relations over the universe.

The introduction of these second-order variables is not the result of an unbridled
pursuit of generality; one is often forced to take all subsets of a structure into con-
sideration. Examples are “each bounded non-empty set of reals has a supremum”,
“each non-empty set of natural numbers has a smallest element”, “each ideal is con-
tained in a maximal ideal”. Already the introduction of the reals on the basis of the
rationals requires quantification over sets of rationals, as we know from the theory
of Dedekind cuts.

Instead of allowing variables for (and quantification over) sets, one can also allow
variables for functions. However, since we can reduce functions to sets (or relations),
we will restrict ourselves here to second-order logic with set variables.

When dealing with second-order arithmetic we can restrict our attention to vari-
ables ranging over subsets of N, since there is a coding of finite sequences of num-
bers to numbers, e.g. via Godel’s B-function, or via prime factorization. In general
we will, however, allow for variables for relations.

The introduction of the syntax of second-order logic is so similar to that of first-
order logic that we will leave most of the details to the reader.

The alphabet consists of symbols for

(i) individual variables: xq, x1, X2, ...,
(i1) individual constants: cg, c1, 2, ...,

and for eachn > 0,

(iii) n-ary set (predicate) variables: X{j, X7, X5, ...,
(iv) n-ary set (predicate) constants: L, Py, P{', P}, ...,
(v) connectives : A, =, V, 1, <>, 3, V.
Finally we have the usual auxiliary symbols: (, ), , .
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Remark There are denumerably many variables of each kind. The number of con-
stants may be arbitrarily large.

Formulas are inductively defined by:

(i) X9, PP, Le FORM,
(i) forn >0 X"(t1,...,t,) € FORM, P"(t{,...,t,) € FORM,
(iii) FORM is closed under the propositional connectives,

(iv) FORM is closed under first- and second-order quantification.

Notation We will often write (xi,...,x,) € X" for X"(x1,...,x,) and we will
usually drop the superscript in X”.

The semantics of second-order logic is defined in the same manner as in the case
of first-order logic.

Definition 5.1 A second-order structure is a sequence 24 = (A, A*, c*, R*),
where A* = (Ay|n € N),c* = {cili e N} C A, R* = (R!|li,n € N), and A, C
P(A"), R! € A,.

In words: a second-order structure consists of a universe A of individuals and
second-order universes of n-ary relations (n > 0), individual constants and set (re-
lation) constants, belonging to the various universes.

In case each A,, contains all n-ary relations (i.e. A, = P(A")), we call 2 full.

Since we have listed L as a 0-ary predicate constant, we must accommodate it in
the structure 2.

In accordance with the customary definitions of set theory, we write 0 =@, 1 =
{0} and 2 = {0, 1}. Also we take A° = 1, and hence Ay € P(A?) = P(1) = 2.
By convention we assign 0 to L. Since we also want a distinct O-ary predicate
(proposition) T :=— 1, we put 1 € Ag. So, in fact, Ag = P(A%) =2.

Now, in order to define validity in 2, we mimic the procedure of first-order logic.
Given a structure 2, we introduce an extended language L(2() with names S for
all elements S of A and A,(n € N). The constants R} are interpretations of the
corresponding constant symbols P/".

We define 2 = ¢, ¢ is true or valid in A, for closed ¢.

Definition 5.2

) AESiES=1,
(i) AES"G1,...,50) if (51,...,59) € S,
(ii1) the propositional connectives are interpreted as usual (cf. Definition 2.2.1,
Lemma 3.4.5),
(iv) A E=Vxpkx) if A = @) foralls € A,
A= xpx) if A = @(s) for some s € A,
W) AEVX"e(X™") if A= (S") forall " € Ay,
A= IX" (X" if A= (S") for some S" € A,,.
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If 2 = ¢ we say that ¢ is true, or valid, in 2.
As in first-order logic we have a natural deduction system, which consists of the
usual rules for first-order logic, plus extra rules for second-order quantifiers,

by X'

— V’E
[¢]
%
@
- ERy4
AXe X" Y
-  FE
14
where the conditions on V21 and 3*E are the usual ones, and @™ is obtained from
@ by replacing each occurrence of X" (tq,...,t,) by o(¢t1,...,t,) for a certain for-

mula o, such that no free variables among the #; become bound after the substitution.
Note that 327 gives us the traditional comprehension schema:

EIX"Vxl...xn[(p(xl,...,x,,) <—>X"(x1,...,x,,)],

where X" may not occur free in ¢.

Proof
Va1 .. X (@1, ..., Xp) < @(X1, .., X))

AX"Vxy . xy (@, .oy X)) < XX L, X))

Since the top line is derivable, we have a proof of the desired principle. Con-
versely, 321 follows from the comprehension principle, given the ordinary rules of
logic. The proof is sketched here (X and 7 stand for sequences of variables or terms;
assume that X" does not occur in o).

[VX (0 (¥) < X" (¥))]

325

o(1) o X"(1) (p(...,d(?),...)T
0., X"(1),..) .
— B3
IX"Vi(o (X) < X" (X)) IX (..., X"(1),...)

IX"g(..., X"(1),...) -

In 1 a number of steps are involved, i.e. those necessary for the substitution theo-
rem. In * we have applied a harmless 3-introduction, in the sense that we went from
an instance involving a variable to an existence statement, exactly as in first-order
logic. This seems to beg the question, as we want to justify 3-introduction. How-
ever, on the basis of the ordinary quantifier rules we have justified something much
stronger than * on the assumption of the comprehension schema, namely the intro-
duction of the existential quantifier, given a formula ¢ and not merely a variable or
a constant.
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Since we can define V2 from 3% a similar argument works for V2E.

The extra strength of the second-order quantifier rules lies in V2I and 3*E.
We can make this precise by considering second-order logic as a special kind of
first-order logic (i.e. “flattening” second-order logic). The basic idea is to intro-
duce special predicates to express the relation between a predicate and its argu-
ments.

So let us consider a first-order logic with a sequence of predicates Apy, Ap;,
Ap,, Aps, ..., such that each Ap,, is (n + 1)-ary. We think of Ap, (x, y1,..., yu) as
XP Y1y ey Yn)-

For n = 0 we get Ap,(x) as a first-order version of X°, but that is in accordance
with our intentions. X is a proposition (i.e. something that can be assigned a truth
value), and so is Apy(x). We now have a logic in which all variables are first order,
so we can apply all the results from the preceding chapters.

For the sake of a natural simulation of second-order logic we add unary predi-

ELINNT3

cates V, Uy, Uy, Uy, ..., to be thought of as “is an element”, “is a o-ary predicate
(i.e. proposition)” “is a 1-ary predicate”, etc.
We now have to indicate axioms of our first-order system that embody the char-

acteristic properties of second-order logic.

@) Yxyz(Uix) AU () AV(@) > x#FyAyF#zAzFx) foralli # j.
(i.e. the U;’s are pairwise disjoint, and disjoint from V).
(i) Yxyr...yn(@Ap,(x, ¥1, ..., yu) = Un(x) AN ; V(i) forn > 1.
(i.e. if x, y1, ..., yn are in the relation Ap,,, then think of x as a predicate,
and the y;’s as elements).
(iii) Up(Co, V(Cyi+1), fori >0, and U, (Cji.5), for i, n > 0.
(i.e. certain constants are designated as “elements” and “predicates”).
(V) Y21 ... 23X [Up () AVYYL. o ya QA Vi) = (0 < Ap, (x, y1. ... y))],
where x & FV (¢*), see below. (The first-order version of the comprehension
schema. We assume that FV(¢) C{z1,...,2Zn, Y1, -+, Yn}-
(v) —Apo(Co). So there is a 0-ary predicate for “falsity”.)

We claim that the first-order theory given by the above axioms represents second-
order logic in the following precise way: we can translate second-order logic in the
language of the above theory such that derivability is faithfully preserved.

The translation is obtained by assigning suitable symbols to the various sym-
bols of the alphabet of second-order logic and defining an inductive procedure for
converting composite strings of symbols. We put

(x)* 1= x5i41,
(c))* :=cyin1, fori=>0,
(in)* = X3i.5n,
(Pi")* ‘=c3i5n, fori>0,n>0,

(X9)" 1= Apy(x3), fori >0,
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(Pio)* :=Apy(czi), fori=>0,
(L)* := Apy(co).

Furthermore:

(pOy)* := *Oy™*  for binary connectives [ and,
(—p)* :=—¢* and,
(Vxip(x)) " =V (V(x]) = ¢*(x])),
o) =3 (V (1) A ¢ (<),
(VX7 o(X7)" =V (X7) (Ua((X7)") = ¢ ((X}))),
(3X7e(X7)" :=3(X]) (U (X)) A 2" ((X])))-

It is a tedious but routine job to show that 5 ¢ <F; ¢*, where 2 and 1 refer to
derivability in the respective second-order and first-order systems.

Note that the above translation could be used as an excuse for not doing second-
order logic at all, were it not for the fact that the first-order version is not nearly
as natural as the second-order one. Moreover, it obscures a number of interesting
and fundamental features; e.g. validity in all principal models (see below) makes
sense for the second-order version, whereas it is rather an extraneous matter for the
first-order version.

Definition 5.3 A second-order structure 2 is called a model of second-order logic
if the comprehension schema is valid in 2.

If A is full (i.e. A, =P(A") for all n), then we call 2 a principal (or standard)
model.

From the notion of model we get two distinct notions of “second-order validity”:
(i) true in all models, (ii) true in all principal models.

Recall that 2 |= ¢ was defined for arbitrary second-order structures; we will use
= ¢ for “true in all models”.

By the standard induction on derivations we get -2 ¢ = = ¢.

Using the above translation into first-order logic we also get = ¢ = F; ¢. Com-
bining these results we get the following theorem.

Theorem 5.4 (Completeness Theorem) > ¢ <= .

Obviously, we also have |= ¢ = ¢ is true in all principal models. The converse,
however, is not the case. We can make this plausible by the following argument:

(1) We can define the notion of a unary function in second-order logic, and hence
the notions “bijective” and “surjective”. Using these notions we can formulate
a sentence o, which states “the universe (of individuals) is finite” (any injection
of the universe into itself is a surjection).
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(i) Consider I' = {0} U {A,|n € N}. I' is consistent, because each finite subset
{o, Anys ..., Ay} is consistent, since it has a second-order model, namely the
principal model over a universe with n elements, where n = max{nj, ..., ni}.

So, by the Completeness Theorem above I" has a second-order model. Suppose
now that I" has a principal model 2. Then || is actually Dedekind finite, and
(assuming the axiom of choice) finite. Say 2 has ng elements, then 2A = A,,41.
Contradiction.

We see that I" has no principal model. Hence the Completeness Theorem fails
for validity w.r.t. principal models (and likewise compactness). To find a sentence
that holds in all principal models but fails in some model a more refined argument
is required.

A peculiar feature of second-order logic is the definability of all the usual con-
nectives in terms of V and —.

Theorem 5.5

(a) Fo Ll vXx0.x0,

(b) F2p AY < VX (9 > (¥ — X)) - XO),

© F2aoVvy < VX2 > X)) A (¥ - X0) > X0),
(d) k2 3xp < VX' (Vx (¢ —> X — X9),

(€) F23X"p < VX' (VX" ((¢ — X%) — X0).

Proof (a) is obvious.

(b)

o AY]

9 [p — (¥ — XO)] lo Al
¥ — X° ¥
XO
(¢ — (¥ — X%) — x°
vX%((¢ — (¥ — X%) — X%
o Ay =YX (9 = (¥ = X)) — X9
Conversely,
] [¥]
YNy
V= (@AY) VX WX =X

o= (= (@AY)) o= W= (@A) > oAy
OAY
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(d)
[Vx(p(x) = X)]

[p(x)] px) = X
X

Ixp(x) Vx(px)— X)—> X
Vx(px) — X) > X
VX Vx(px) —> X) —> X)

Conversely,
o ()]
Ixp(x)
o(x) = Ixp(x) VX(Vx(px) —> X) — X)

Vx(p(x) = Jxe(x)) Vx(p(x) = xe(x)) — Ixep(x)

xe(x)
(c) and (e) are left to the reader. O

In second-order logic we also have natural means to define identity for individu-
als. The underlying idea, going back to Leibniz, is that equals have exactly the same
properties.

Definition 5.6 (Leibniz Identity) x =y :=VX(X(x) < X(y)).
This defined identity has the desired properties, i.e. it satisfies Iy, ..., I1.

Theorem 5.7

(i) Fpx=x.

(i) Fox=y—>y=x.

(i) Fox=yAy=z—>x=2z.
iv) Fax =y = (p(x) = @(¥)).

Proof Obvious. O

In case the logic already has an identity relation for individuals, say =, we can
show the following.

Theorem 5.8 o x =y < x=1y.

Proof — is obvious, by I4. < is obtained as follows:

VX (X(x) < X(y)

X=x X=X < x=y

x=y

In V2E we have substituted z = x for X (2). O



152 5 Second-Order Logic

We can also use second-order logic to extend Peano arithmetic to second-order
arithmetic.

We consider a second-order logic with (first-order) identity and one binary pred-
icate constant S, which represents, intuitively, the successor relation. The following
special axioms are added:

1. IxVy=S(y, x).
2. Vx3AlyS(x, y).
3. Vxyz(S(x,2) AS(y,2) > x =y).
For convenience we extend the language with numerals and the successor
function. This extension is conservative anyway, under the following axioms:
@ Vy—=S(y,0),
(i) S(n,n+1),
(i) y=xT < S(x, y).
‘We now write down the induction axiom (N.B., not a schema, as in first-order
arithmetic, but a proper axiom!).
4. VX(X(O0) AVX(X(x) = X(xT)) = Vx X (x)).

The extension from first-order to second-order arithmetic is not conservative. It
is, however, beyond our modest means to prove this fact.

One can also use the idea behind the induction axiom to give a (inductive) def-
inition of the class of natural numbers in a second-order logic with axioms (1),
(2), (3): N is the smallest class containing 0 and closed under the successor opera-
tion.

Let v(x) :=VYX[(X(0) AYY(X(y) = X(y1)) = X (x)].

Then, by the comprehension axiom Y Vx (v(x) <> Y (x)).

As yet we cannot assert the existence of a unique Y satisfying Vx (v(x) < Y (x)),
since we have not yet introduced identity for second-order terms.

Therefore, let us add identity relations for the various second-order terms, plus
their obvious axioms.

Now we can formulate the axiom of extensionality.

Axiom of Extensionality

VI(X"(X) < Y'(X) < X" =Y".

So, finally, with the help of the axiom of extensionality, we can assert
AYVx(v(x) < Y(x)). Thus we can conservatively add a unary predicate constant
N with axiom Vx(v(x) <> N (x)).

The axiom of extensionality is on the one hand rather basic—it allows defini-
tion by abstraction (“the set of all x, such that ...”)—and on the other hand rather
harmless—we can always turn a second-order model without extensionality into
one with extensionality by taking a quotient with respect to the equivalence relation
induced by =.
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Exercises

1.

2.

~N N W

10.

11.

12.

Show that the restriction on X" in the comprehension schema cannot be
dropped (consider =X (x)).
Show I' ¢ & ' b ¢* (where I'* = {y*|y € IT'}).

Hint: use induction on the derivation, with the comprehension schema and
simplified V-, 3-rules. For the quantifier rules it is convenient to consider an
intermediate step consisting of a replacement of the free variable by a fresh
constant of the proper kind.

. Prove (c) and (e) of Theorem 5.5.

. Prove Theorem 5.7.

. Give a formula ¢ (X 2), which states that X2 is a function.

. Give a formula ¢(X?) which states that X2 is a linear order.

. Give a sentence o which states that the individuals can be linearly ordered with-

out having a last element (o can serve as an infinity axiom).

. Given second-order arithmetic with the successor function, give axioms for ad-

dition as a ternary relation.

. Let a second-order logic with a binary predicate constant < be given with extra

axioms that make < a dense linear ordering without endpoints. We write x < y
for <(x, ). X is a Dedekind cut if IxX (x) AIx=-Xx) AVX(X(X) Ay <x —
X (¥)). Define a partial ordering on the Dedekind cuts by putting X < X' :=
Vx (X (x) — X’(x)). Show that this partial order is total.

Consider the first-order version of second-order logic (involving the predicates
Ap,, Uy, V) with the axiom of extensionality. Any model 2 of this first-order
theory can be “embedded” in the principal second-order model over Ly = {a €
|22l = V (a)}, as follows.

Define for any r € U, f(r) ={{a1,...,an)|A =Ap,(F,ay, ..., ay)}.

Show that f establishes an “isomorphic” embedding of 2 into the corre-
sponding principal model. Hence principal models can be viewed as unique
maximal models of second-order logic.

Formulate the axiom of choice—for each number x there is a set X ...—in
second-order arithmetic.
Show that in Definition 5.6 a single implication suffices.



Chapter 6
Intuitionistic Logic

6.1 Constructive Reasoning

In the preceding chapters, we have been guided by the following, seemingly harm-
less extrapolation from our experience with finite sets: infinite universes can be sur-
veyed in their totality. In particular can we in a global manner determine whether
2 = Jxe(x) holds, or not? To adapt Hermann Weyl’s phrasing: we are used to think-
ing of infinite sets not merely as defined by a property, but as sets whose elements
are so to speak spread out in front of us, so that we can run through them just as an
officer in the police department goes through his file. This view of the mathematical
universe is an attractive but rather unrealistic idealization. If one takes our limita-
tions in the face of infinite totalities seriously, then one has to read a statement like

. . 10,, . . iy s s .
“there is a prime number greater than 10'9"” in a stricter way than “it is impossible

that the set of primes is exhausted before 101", For we cannot inspect the set of
natural numbers at a glance and detect a prime. We have to exhibit a prime p greater
than 101",

Similarly, one might be convinced that a certain problem (e.g. the determination
of the saddle point of a zero-sum game) has a solution on the basis of an abstract
theorem (such as Brouwer’s fixed point theorem). Nonetheless one cannot always
exhibit a solution. What one needs is a constructive method (proof) that determines
the solution.

Let us give one more example to illustrate the restrictions of abstract methods.
Consider the problem: “Are there two irrational numbers a and b such that a” is

rational?” We apply the following smart reasoning: suppose ﬁﬁ is rational, then

we have solved the problem. Should ﬁﬁ be irrational then (\/Tﬁ)‘/E is rational.
In both cases there is a solution, so the answer to the problem is yes. However,
should somebody ask us to produce such a pair a, b, then we have to engage in
some serious number theory in order to come up with the right choice between the
numbers mentioned above.

Evidently, statements can be read in a non-constructive way, as we did in the pre-
ceding chapters, and in a constructive way. In this chapter we will briefly sketch the
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logic one uses in constructive reasoning. In mathematics the practice of construc-
tive procedures and reasoning has been advocated by a number of people, but the
founding fathers of constructive mathematics clearly are L. Kronecker and L.E.J.
Brouwer. The latter presented a complete program for the rebuilding of mathemat-
ics on a constructive basis. Brouwer’s mathematics (and the accompanying logic) is
called intuitionistic, and in this context the traditional non-constructive mathematics
(and logic) is called classical.

There are a number of philosophical issues connected with intuitionism, for
which we refer the reader to the literature, cf. Dummett, Troelstra—van Dalen.

Since we can no longer base our interpretations of logic on the fiction that the
mathematical universe is a predetermined totality which can be surveyed as a whole,
we have to provide a heuristic interpretation of the logical connectives in intuition-
istic logic. We will base our heuristics on the proof interpretation put forward by
A. Heyting. A similar semantics was proposed by A. Kolmogorov; the proof inter-
pretation is called the Brouwer—Heyting—Kolmogorov (BHK) interpretation.

The point of departure is that a statement ¢ is considered to be true (or to hold) if
we have a proof for it. By a proof we mean a mathematical construction that estab-
lishes ¢, not a deduction in some formal system. For example, a proof of “2+3 =57
consists of the successive constructions of 2, 3 and 5, followed by a construction that
adds 2 and 3, followed by a construction that compares the outcome of this addition
and 5.

The primitive notion is here “a proves ¢”, where we understand by a proof a
(for our purpose unspecified) construction. We will now indicate how proofs of
composite statements depend on proofs of their parts.

(A) a proves ¢ A :=a is apair (b, c) such that b proves ¢ and c proves .

(V) aproves ¢V :=aisapair (b, c) such that b is a natural number and if b =0
then ¢ proves ¢, if b # 0 then ¢ proves V.

(—) a proves ¢ — Y :=a is a construction that converts any proof p of ¢ into a
proof a(p) of .

(L) noa proves L.
In order to deal with the quantifiers we assume that some domain D of objects
is given.

(V) a proves Vxg(x) := a is a construction such that for each b € D a(b) proves
@(b). B

(3) a proves Axp(x) :=a is a pair (b, ¢) such that b € D and c proves ¢(b).

The above explanation of the connectives serves as a means of giving the reader
a feeling for what is and what is not correct in intuitionistic logic. It is generally
considered to be the intended intuitionistic meaning of the connectives.

Examples

1. ¢ Ay — g istrue, for let (a, b) be a proof of ¢ A ¥, then the construction ¢ with
c(a, b) = a converts a proof of ¢ A i into a proof of ¢. So ¢ proves (¢ A Y — @).
2. (gAY —>0)— (p— (Y — 0)). Leta prove ¢ Ay — 0, i.e. a converts each
proof (b, c) of ¢ A ¥ into a proof a(b, c) of o. Now the required proof p of
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¢ — (Y — o) is a construction that converts each proof b of ¢ into a p(b) of
¥ — o. So p(b) is a construction that converts a proof ¢ of ¥ into a proof
(p(b))(c) of o. Recall that we had a proof a(b,c) of o, so put (p(b))(c) =
a(b, c); let g be given by g(c) = a(b, c¢), then p is defined by p(b) = q. Clearly,
the above contains the description of a construction that converts a into a proof
p of ¢ = (¥ — o). (For those familiar with the A-notation: p = Ab.Ac.a(b, ¢),
so Aa.Ab.ic.a(b, c¢) is the proof we are looking for.)
3. =dxp(x) = Vx—p(x).

We will now argue a bit more informally. Suppose we have a construction a
that reduces a proof of Ix¢(x) to a proof of L. We want a construction p that
produces for each d € D a proof of ¢(d) — L, i.e. a construction that converts a
proof of ¢(d) into a proof of L. So let b be a proof of ¢(d), then (d, b) is a proof
of Axp(x), and a(d, b) is a proof of L. Hence p with (p(d))(b) =a(d,b) is a
proof of Vx—¢@(x). This provides us with a construction that converts a into p.

The reader may try to justify some statements for himself, but he should not
worry if the details turn out to be too complicated. A convenient handling of these
problems requires a bit more machinery than we have at hand (e.g. A-notation).
Note, by the way, that the whole procedure is not unproblematic since we assume a
number of closure properties of the class of constructions.

Now that we have given a rough heuristics of the meaning of the logical con-
nectives in intuitionistic logic, let us move on to a formalization. As it happens, the
system of natural deduction is almost right. The only rule that lacks constructive
content is that of reductio ad absurdum (RAA). As we have seen (p. 36), an appli-
cation of RAA yields - —=—¢ — ¢, but for =—¢ — ¢ to hold informally we need a
construction that transforms a proof of ——¢ into a proof of ¢. Now a proves —=—¢
if a transforms each proof b of —¢ into a proof of L, i.e. there cannot be a proof b
of —¢. b itself should be a construction that transforms each proof ¢ of ¢ into a proof
of L. So we know that there cannot be a construction that turns a proof of ¢ into a
proof of L, but that is a long way from the required proof of ¢! (See Example 1.)

6.2 Intuitionistic Propositional and Predicate Logic

We adopt all the rules of natural deduction for the connectives Vv, A, —, L, 3,V with
the exception of the rule RAA. In order to cover both propositional and predicate
logic in one sweep we allow in the alphabet (cf. Sect. 3.3, p. 55) O-ary predicate
symbols, usually called proposition symbols.

Strictly speaking we deal with a derivability notion different from the one intro-
duced earlier (cf. p. 34), since RAA is dropped; therefore we should use a distinct
notation, e.g. ;. However, we will continue to use - when no confusion arises.

We can now adopt all results of the preceding parts that did not make use of RAA.

The following list may be helpful.
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Lemma 6.2.1

(D) Fony <>y Ae((p.31)
@) Fevy<yve
B) Fl@Any)rno oA (Y Ao)
@) FeVvy)vo eV (Y Vo)
) FovE o)< (pVvy)AlpVo)
©) Fon( Vo) (eAy)Viipno)
(7 Fo— == (p.31)
@ Flo—>W—>0) @AYy —o0) (@ 31)
9 Fo— (= 9) (p.35)
(10) Fo — (m¢ — V) (p. 35)
(1) F=(eVvy) < —p -y
(12) F=p V=Y — —(p AY)
(13) (e V) = (¢ > ¥)
(14) E(p— ¥) = (=¥ = —¢) (p. 35)
(15) F(p—>¥) = (¥ = o) > (¢ > 0)) (p. 35)
(16) FL< (¢ A=) (p. 35)
(17) FIx(px) vV ir(x)) < Ixe(x) VvV IAxy(x)
(18) FVx(p(x) A (x)) < Vxp(x) AVxyr(x)
(19) F—-3xp(x) < Vx—@(x)
(20) F3IAx—p(x) > —Vxe(x)
(21) EVx(p = ¥ (x)) < (¢ = Vxr(x))
(22) F3x(p = Y (%)) = (¢ = xY(x))
(23) F(p Vv Vxy(x)) = Vx(p vV ¥ (x))
(24) F(p A Jxp(x)) < Fx(p AP (x))
(25) F3Ax(px) = ¥) = (Vxpx) = ¥)
(26) FVx(p(x) = ¥) < Qxpx) —> ¥).

(Observe that (19) and (20) are special cases of (26) and (25).)

All of those theorems can be proved by means of straightforward application of
the rules. Some well-known theorems are conspicuously absent, and in some cases
there is only an implication one way; we will show later that these implications
cannot, in general, be reversed.

From a constructive point of view RAA is used to derive strong conclusions from
weak premises. For example, in —(¢ A ¥) - —¢ VvV =y the premise is weak (some-
thing has no proof) and the conclusion is strong, it asks for an effective decision. One
cannot expect to get such results in intuitionistic logic. Instead there is a collection
of weak results, usually involving negations and double negations.

Lemma 6.2.2

(1) F=p <> ——=—¢

2) F@eA=Y) = —(e—> )

Q) Fl—=>v¥)— (—p—> —Y)
@) F==(p—=>Y) < (—p — =)
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S) F==(pAY) < (m—p A=)
(6) F ~=¥xg(x) = Yx——o(x).

In order to abbreviate derivations we will use the notation % in a derivation when

there is a derivation for I" ¢ (I" has 0, 1 or 2 elements).

Proof (1) =¢ — ———p follows from Lemma 6.2.1 (7). For the converse we again
use Lemma 6.2.1(7):

[p A=y ]?
[l 9= p ooyl lpA—yP
- [_‘_‘_‘(/’]2 W -
1
1
! —1
7(p 2 —(p —> V) )
T Y (@ A=) = —(p = V)
el [p— y1*
v [—y1?
- 1
[——g]? =@
1
—2
——y
3

- — —-—-w

4

(= ¥) = (79— —~—Y)

We prove (3) also by using (14) and (15) from Lemma 6.2.1.
(4) Apply the intuitionistic half of the contraposition (Lemma 6.2.1 (14)) to (2):

[==(p > ¥)1* pl! [-y]?

—(p A=) OA—Y
1
1
—¢ [——¢]?
1
—
—1—11)0‘

—FF3

4

(g = ¥) = (mmo = —Y)



160 6 Intuitionistic Logic

For the converse we apply some facts from Lemma 6.2.1:

[—(p — ]!
—(=p V) [—(p — ]!
== A=Y —(=p V)
—¢ A 4 S At 4
- -
1
S
—=(p = V)
2

(7 = =) = (@ =)

S) —: Apply B)to ¢ Ay — ¢ and ¢ A — . The derivation of the converse
is given below.

[p]' [y]?
(=@ AP pAY
2L [——p A ==y ]t
% -
[——g A==y ]* L
——y —y
1
—3
(@ AY) A

(o A==Y) = (9 A Y)

6) FIx—p(x) = ~Vxp(x), Lemma 6.2.1 (20)
SO ——=Vxp(x) > —Ix—p(x), Lemma6.2.1 (14)
hence =—Vxp(x) - Vx——¢(x), Lemma6.2.1 (19).

Most of the straightforward meta-theorems of propositional and predicate logic
carry over to intuitionistic logic. The following theorems can be proved by a tedious
but routine induction. O

Theorem 6.2.3 (Substitution Theorem for Derivations) If D is a derivation and $
a propositional atom, then D[¢/$] is a derivation if the free variables of ¢ do not
occur bound in D.

Theorem 6.2.4 (Substitution Theorem for Derivability) If I' - o and is a propo-
sitional atom, then I'[¢/$] = o[@/$], where the free variables of ¢ do not occur
boundino or I'.
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Theorem 6.2.5 (Substitution Theorem for Equivalence)

I'=(p1 < @) = (Vi1 /8] < ¥lp/$)).
I'tei < o= T =bylei/$] < ¥lpa/Sl,

where is an atomic proposition, the free variables of ¢1 and ¢ do not occur bound
in I or W and the bound variables of W do not occur free in I'.

The proofs of the above theorems are left to the reader. Theorems of this kind are
always suffering from unaesthetic variable conditions. In practical applications one
always renames bound variables or considers only closed hypotheses, so that there
is not much to worry about. For precise formulations cf. Chap. 7.

The reader will have observed from the heuristics that v and 3 carry most of
the burden of constructiveness. We will demonstrate this once more in an informal
argument.

There is an effective procedure to compute the decimal expansion of
w(3.1415927...). Let us consider the statement ¢, := in the decimal expansion
of 7 there is a sequence of n consecutive sevens.

Clearly @100 — @99 holds, but there is no evidence whatsoever for =g V @9g.

The fact that A, —, V, L do not ask for the kind of decisions that Vv and 3 require,
is more or less confirmed by the following.

Theorem 6.2.6 If ¢ does not contain v or 3 and all atoms but 1 in ¢ are negated,
then = ¢ < ——g.

Proof Induction on ¢.
We leave the proof to the reader. (Hint: apply Lemma 6.2.2.) U

By definition intuitionistic predicate (propositional) logic is a subsystem of the
corresponding classical systems. Godel and Gentzen have shown, however, that by
interpreting the classical disjunction and existence quantifier in a weak sense, we
can embed classical logic into intuitionistic logic. For this purpose we introduce a
suitable translation.

Definition 6.2.7 The mapping ° : FORM — FORM is defined by

(i) L°:=1 and ¢° := ——¢ for atomic ¢ distinct from L,
(i) (@ AY)°:=9° AY°,
(i) (¢ V)°i==(=¢° A —=Y°),
iv) (p = ¥)°:i=9° = ¥°,
(V) (Vxg(x))® :=Vxp°(x),
(vi) (Fxe(x))® :=—Vx—p°(x).

This mapping is called the Godel translation.
We define I'° = {¢°|¢ € I'}. The relation between classical derivability (-.) and
intuitionistic derivability (;) is given by the following.
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Theorem 6.2.8 ', ¢ < I'°; p°.

Proof Tt follows from the preceding chapters that . ¢ <> ¢°, therefore < is an
immediate consequence of I' F; ¢ = " . ¢.
For =, we use induction on the derivation D of ¢ from I".

1. ¢ € I', then also ¢° € I'° and hence I"™° I-; ¢°.
2. The last rule of D is a propositional introduction or elimination rule. We consider
two cases:

—1 ol Induction hypothesis I'°, ¢° b-; ¥°.
D By — I I'°F; ¢° — ¥°, and so by definition
I Fi(p—¥)°.
14
ad
VE lo] (v]

Induction hypothesis :"° ; (¢ Vv ¥)°,
D Dl D2 FO, (po l_l_ O'OFO, wo l_i o°
oV Y o o (where I" contains all uncancelled
hypotheses involved).

o
re l_i _|(_|§00 /\_|w0)’ re l_i (,00 N UO, re '_i wo — o°.

The result follows from the derivation below:

[°]' ¢°—>0° [Wel? ¢°—o°
o° [—o°]? 0° [—o°]?
1 1
1 2
—-(po ﬁl/fo
=(=¢° A=) —¢° A=Y

1

3
—=g°
O_O

The remaining rules are left to the reader.

The last rule of D is the falsum rule. This case is obvious.

4. The last rule of D is a quantifier introduction or elimination rule. Let us consider
two cases:

vi D Induction hypothesis: I'° F; ¢(x)°
By VI I'°H; Vxe(x)°,s0 I'° F; (Vxp(x))°.

w

@(x)
Vxp(x)
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[p(x)] Induction hypothesis: I'° F; (Ix¢(x))°,

3E: p D e, ¢(x)°F;o°.
So I'° F; (=Vx—¢@(x))° and
Jxp(x) o I Vx(p(x)° — o°).
o

Vx(p(x)° — c°)

[p(x)°]! P(x)°—>0°
o° [~a°T?
1
—p(x)°
—Vx—p(x)° Vx—g(x)°
1
o 2

——0
—

We now get I'° ; 0°.
5. The last rule of D is RAA.

[—¢] Induction hypothesis I"°, (—¢)° F; L.
D  so I'°F; =—¢°, and hence by Theorem 6.2.6 I'° I-; ¢°
1

_— . 0
1

Let us call formulas in which all atoms occur negated, and those which contain

only the connectives A, —,V, L, negative.
The special role of Vv and 3 is underlined by the following.

Corollary 6.2.9 Classical predicate (propositional) logic is conservative over in-
tuitionistic predicate (propositional) logic with respect to negative formulas, i.e.
e @ ki @ for negative .

Proof ¢°, for negative ¢, is obtained by replacing each atom p by ——p. Since
all atoms occur negated we have ; ¢° <> ¢ (apply Lemma 6.2.2(1) and Theo-
rem 6.2.6). The result now follows from Theorem 6.2.8. O

In some particular theories (e.g. arithmetic) the atoms are decidable, i.e. I' -
@ V —p for atomic ¢. For such theories one may simplify the Godel translation by
putting ¢° := ¢ for atomic .

Observe that Corollary 6.2.9 tells us that intuitionistic logic is consistent iff clas-
sical logic is so (a not very surprising result!).

For propositional logic we have a somewhat stronger result than Theorem 6.2.8.
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Theorem 6.2.10 (Glivenko’s Theorem) F. ¢ < ;i ——¢.

Proof Show by induction on ¢ that F; ¢° <> =—¢ (use Lemma 6.2.2), and apply
Theorem 6.2.8. O

6.3 Kripke Semantics

There are a number of (more or less formalized) semantics for intuitionistic logic
that allow for a completeness theorem. We will concentrate here on the semantics
introduced by Kripke since it is convenient for applications and it is fairly simple.

Heuristic Motivation Think of an idealized mathematician (in this context tra-
ditionally called the creative subject), who extends both his knowledge and his uni-
verse of objects in the course of time. At each moment k he has a stock X} of
sentences, which he, by some means, has recognized as true and a stock Ay of ob-
jects which he has constructed (or created). Since at every moment k the idealized
mathematician has various choices for his future activities (he may even stop al-
together), the stages of his activity must be thought of as being partially ordered,
and not necessarily linearly ordered. How will the idealized mathematician inter-
pret the logical connectives? Evidently the interpretation of a composite statement
must depend on the interpretation of its parts; e.g. the idealized mathematician has
established ¢ or (and) ¥ at stage k if he has established ¢ at stage k or (and) ¥ at
stage k. The implication is more cumbersome, since ¢ — 1 may be known at stage
k without ¢ or ¢ being known. Clearly, the idealized mathematician knows ¢ —
at stage k if he knows that if at any future stage (including k) ¢ is established, also
Y is established. Similarly Vx¢(x) is established at stage k if at any future stage
(including k) for all objects a that exist at that stage ¢(a) is established.

Evidently in the case of the universal quantifier we must take the future into ac-
count since for all elements means more than just “for all elements that we have
constructed so far”! Existence, on the other hand, is not relegated to the future.
The idealized mathematician knows at stage k that 3x¢(x) if he has constructed an
object a such that at stage k he has established ¢(a). Of course, there are many ob-
servations that could be made, for example that it is reasonable to add “in principle”
to a number of clauses. This takes care of large numbers, choice sequences, etc.
Think of Vxy3dz(z = x¥); does the idealized mathematician really construct 1010 as
a succession of units? For this and similar questions the reader is referred to the
literature.

We will now formalize the above sketched semantics.

For a first introduction it is convenient to consider a language without function
symbols. Later it will be simple to extend the language.

We consider models for some language L.

Definition 6.3.1 A Kripke model is a quadruple K = (K, ¥, C, D), where K is a
(non-empty) partially ordered set, C a function defined on the constants of L, D a
set-valued function on K, X' a function on K such that
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e C(c)e D(k) forallk € K,
e D(k)#@forallk e K,
o Y (k) C Afg forallk e K,

where Aty is the set of all atomic sentences of L with constants for the elements of
D(k). D and X satisfy the following conditions:

(i) k<l= D(k) < D(l),
(i) L& X (k), for all k,
(i) k<l= X(k) < X().

D(k) is called the domain of K at k, the elements of K are called nodes of K.
Instead of “¢ has auxiliary constants for elements of D(k)” we say for short “p has
parameters in D(k)”.

X assigns to each node the “basic facts” that hold at &, the conditions (i), (i),
(ii1) merely state that the collection of available objects does not decrease in time,
that a falsity is never established and that a basic fact that once has been established
remains true in later stages. The constants are interpreted by the same elements in
all domains (they are rigid designators).

Note that D and X together determine at each node k a classical structure 2A(k)
(in the sense of Definition 3.2.1). The universe of 2((k) is D (k) and the relations of
(k) are given by X (k) as the positive diagram: (@) € R®® iff R(d) € X (k). The
conditions (i) and (iii) above tell us that the universes are increasing:

k<l = |[A®k)|<|AOD|
and that the relations are increasing:
k<l = R¥OcRAD,

Furthermore ¢2® = ¢2® for all k and I.

In ¥ (k) there are also propositions, something we did not allow in classical pred-
icate logic. Here it is convenient for treating propositional and predicate logic simul-
taneously.

The function X tells us which atoms are “true” in k. We now extend X' to all
sentences.

Lemma 6.3.2 X has a unique extension to a function on K (also denoted by X)
such that X (k) C Senty, the set of all sentences with parameters in D(k), satisfy-

ing:

1) opvyeXk) e Xk) ory e X(k),
(1) oA"Y e X(k) e X(k)andy € X (k),
(i) p >y e Xk) s foralll >k (pe X(1) = e X)),
(iv) Ixp(x) € X (k) < there is an a € D(k) such that p(a) € X (k),
V) Yxpx) € X (k) < foralll > k and for all a € D(l) ¢(a) € X(I).

Proof Immediate. We simply define ¢ € X' (k) for all k € K simultaneously by in-
duction on ¢. O
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Notation We write k ¢ for ¢ € X' (k), pronouncing it as “k forces ¢”.
Exercise for the reader: reformulate (i)—(v) above in terms of forcing.

Corollary 6.3.3 (i) k F—¢ < foralll > k [ lF¢.
(i) k =——¢ & for alll > k there exists a p > | such that (p ).

Proof kl-—¢p & kg — 1< foralll > k(I = [+ 1) < foralll > k [ IFe.
klF—=—¢ < for all l > k [ l/—¢ < for all [ > k not (for all p >1 plte) < for all
[ > k there is a p > [ such that p . O

The monotonicity of X' for atoms is carried over to arbitrary formulas.
Lemma 6.3.4 (Monotonicity of ) k <[, k¢ = [l¢.

Proof Induction on ¢.

Atomic ¢: The lemma holds by Definition 6.3.1.

o=p1 A Let klFp; Ao and k <1, then k¢ A @3 & k¢ and klFpr =
(ind. hyp.) [+ and [ gy < L1 A @3.

© = @1 V @2: Mimic the conjunction case.

¢ =¢1 — ¢ Letkl¢; — @3, [ > k. Suppose p > 1 and p ¢, then, since p > k,
plF@y. Hence I o — ¢).

¢ = dxp1(x): Immediate.

@ =Vxg1(x): Let kI-Vxei(x) and ! > k. Suppose p > [ and a € D(p), then, since
p >k, plkgi(a). Hence [ FVYx@; (x). O

We will now present some examples, which refute classically true formulas. It
suffices to indicate which atoms are forced at each node. We will simplify the pre-
sentation by drawing the partially ordered set and indicating the atoms forced at
each node. For propositional logic no domain function is required (equivalently,
a constant one, say D (k) = {0}), so we simplify the presentation accordingly.

kig¢ kiq kog ) 28 kig 1,2
\/ 90<>80,1/)
ko ko ko® o1
a b C d

(a) In the bottom node no atoms are known, in the second one only ¢, to be precise
ko /@, k1 F¢. By Corollary 6.3.3 ko l-——¢, so kg I/—=—¢ — ¢. Note, however,
that kg #—¢, since ki -¢. So kg @ Vv —e.

®) kilFo A (i =0,1,2), so kgl=—(¢ A ). By definition, ko —¢ vV ¢ &
ko F—¢ or ko =—1. The first is false, since k| l-¢, and the latter is false, since
ky =vr. Hence ko /A —(p A ) — =@ V =,
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(©)
(d)
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The bottom node forces ¥ — ¢, but it does not force = V ¢ (why?). So it does
not force (Y — @) = (¢ V @).

In the bottom node the following implications are forced: ¢y — ¢, @3 —
v2, 93 — @1, but none of the converse implications is forced, hence kg (¢ <>
©2) V(2 < @3) V (93 < @1).

We will analyse the last example a bit further. Consider a Kripke model with
two nodes as in d, with some assignment X' of atoms. We will show that for
four arbitrary propositions o1, 02, 03, o4ko -\ | <i<;=4 01 <0, i.e. from any
four propositions at least two are equivalent.

There are a number of cases. (1) At least two of o1, 07, 03, 04 are forced
in kg. Then we are done. (2) Just one o; is forced in k9. Then of the remaining
propositions, either two are forced in k1, or two of them are not forced in k.
In both cases there are o; and o/, such that kg -0 <> 0. (3) No o; is forced
in kp. Then we may repeat the argument under (2).

(e)

(1) kolF¢ — Ixo(x), for the only node that forces ¢ is k;, and indeed
ki o (1), s0 k; Faxo (x).
Now suppose kg -3x (¢ — o (x)), then, since D (ko) = {0}, ko - — o (0).
But k; ¢ and k; o (0).
Contradiction. Hence kg (¢ — Jxo (x)) — Jx (¢ — o (x)).

Remark (¢ — Ixo(x)) — Ix(p — o(x)) is called the independence of premise
principle. It is not surprising that it fails in some Kripke models, for ¢ — JIxo (x)
tells us that the required element a for o (a) may depend on the proof of ¢ (in
our heuristic interpretation); while in 3x(¢ — o (x)), the element a must be found
independently of ¢. So the right-hand side is stronger.

(i) kol=Vxy(x) < ki VYxy(x)(@ = 0, 1). ki Ky (1), so we have shown
ko F=Yxyr(x). kol-3x—y(x) < ko= (0). However, kil (0), so
ko F#3x— (x). Hence kg lA=Vx ¢ (x) — Ix—y (x).

(iii) A similar argument shows kg I/(Vxy (x) — t) — Ix (Y (x) — 1), where
T is not forced in k;.
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®) Dk;) =1{0,...,i}, Xk) = {@0),...,0(0 — 1}, kg-Vx——¢(x) < for all
i kil=-==¢(j), j <1i. The latter is true since for all p > i k, = @(j),j <i.
Now ko =-—=—Vx¢@(x) & for all i there is a j > i such that k; -Vx¢(x). But no
k; forces Vxo(x). So ko FYx——¢(x) — ==Vxe(x).

Remark We have seen that =——Vx@(x) — Vx——¢(x) is derivable and it is easily
seen that it holds in all Kripke models, but the converse fails in some models. The
schema Vx——@(x) — ——Vx¢(x) is called the double negation shift (DNS).

The next thing to do is to show that Kripke semantics is sound for intuitionistic
logic.
We define a few more notions for sentences:

(i) Klgif k¢ forall k € K.
(i) k¢ if Ll-¢ for all K.

For formulas containing free variables we have to be more careful. Let ¢ contain
free variables, then we say that k ¢ iff k-Cl(¢) (the universal closure). For a
set I and a formula ¢ with free variables x;, x;;, xi,, ... (which we will denote
by ), we define I" I-¢ by: for all K, k € K and for all (@ € D(k)) [k - (a) for all
Y € I' = kl~@(a)]. (a € D(k) is a convenient abuse of language.)

Before we proceed we introduce an extra abuse of language which will prove
extremely useful: we will freely use quantifiers in our meta-language. It will have
struck the reader that the clauses in the definition of the Kripke semantics abound
with expressions like “forall [ > k7, “for all a € D(k)”. It saves quite a bit of writing
touse “VI >k, “VYa € D(k)” instead, and it increases systematic readability to boot.
By now the reader is well used to the routine phrases of our semantics, so he will
have no difficulty avoiding a confusion of quantifiers in the meta-language and the
object language.

By way of example we will reformulate the preceding definition:

Il := (YK)(Vk € K)(Ya € D(k)[V¥ € I'(kl=y (@) = k(@)

There is a useful reformulation of this “semantic consequence” notion.

Lemma 6.3.5 Let I” be finite, then I' ¢ < FCI(N\ I' — ¢) (Where CI(X) is the
universal closure of X).

Proof Left to the reader. g
Theorem 6.3.6 (Soundness Theorem) I'+¢ = I I-¢.

Proof Use induction on the derivation D of ¢ from I". We will abbreviate “k - (a)
for all ¥ € I by “kI-I"(a)”. The model K is fixed in the proof.

(1) D consists of just ¢, then obviously kI-I"(a) = k¢ (a) for all k and (a) €
D).
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(2) D ends with an application of a derivation rule.

(AD)

(AE)
(vVI)
(VE)

(= 1)

(= E)
(ED)

(V1)

(VE)
@3n
(3E)

Induction hypothesis: VkVa € D(k)(k-I"(a) = kl~¢;(a)), for i =
1,2. Now choose a k € K and a € D(k) such that k-I"(d), then
klF@1(a) and klI-¢y(a), so kI-(@1 A 92)(@).

Note that the choice of a did not really play a role in this proof. To
simplify the presentation we will suppress reference to @, when it does
not play a role.

Immediate.

Immediate.

Induction hypothesis: Vk(kI-I" = k¢ v ), Yk(k T, ¢ = ko),
Vk(k I, ¥ = ko). Now let k|-I", then by the ind. hyp. k¢ Vv ¢,
80 k=@ or k- In the first case k-1, ¢, so k o . In the second case
k=TI, vy, so kl-o. In both cases k -0, so we are done.

Induction hypothesis: (Vk)(Ya € D)) (k=T (a), p(a) = k- (a)).
Now let k I-I"(a) for some a € D (k). We want to show k I-(¢ — ¥)(a),
so let [ > k and [ ¢ (a). By monotonicity /-I"(a), and a € D(I), so
the ind. hyp. tells us that / =y (@). Hence VI > k(I - (a) = [ -y (@),
so kl=(¢ — ¥)(@).

Immediate.

Induction hypothesis: Yk(kl-I" = k- L). Since, evidently, no k can
force I', Vk(k-I" = k F¢) is correct.

The free variables in I" are X, and z does not occur in the sequence
X. Induction hypothesis: (Vk)(Va, b € D(k))(kI-I"(a) = kl~p(a, b)).
Now let kI-I"(a) for some a € D(k), we must show k -VYze(a, 7). So
let/ > k and b € D(I). By monotonicity /I-I"(@) and a € D(l), so by
the ind. hyp. [ -¢(a, b). This shows (VI > k)(Vb € D(1))(I F¢(a, b)),
and hence k -Vzo(d, z).

Immediate.

Immediate.

Induction hypothesis: (Vk)(Ya € D(k))(k =TI (a) = kF3z¢(a, 7)) and
(Vk)(Ya,b € D(k))(kl-¢p(a,b), kI (a) = kl-o(a)). Here the vari-
ables in I" and o are ¥, and z does not occur in the sequence X. Now
let k-1I"(a), for some a € D(k), then k-3z¢p(a, z). So let k -¢(a, b)
for some b € D(k). By the induction hypothesis k -0 (a). O

For the Completeness Theorem we need some notions and a few lemmas.

Definition 6.3.7 A set of sentences I is a prime theory with respect to a language

L if

(i) I is closed under -,
(i) vy el =peloryel,
(i) Ixp(x) € I' = ¢(c) € I" for some constant ¢ in L.

The following is an analogue of the Henkin construction combined with a maxi-
mal consistent extension.
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Lemma 6.3.8 Let I" and ¢ be closed, then if I' t/ @, there is a prime theory I'" in a
language L', extending I such that I'' t ¢.

Proof In general one has to extend the language L of I" by a suitable set of “wit-
nessing” constants. So we extend the language L of I" by a denumerable set of
constants to a new language L’. The required theory I'’ is obtained by series of
extensions [ C [T C1h....Weput Ip:=1T".

Let Iy be given such that Iy I/ ¢ and I contains only finitely many new con-
stants. We consider two cases.

k is even. Look for the first existential sentence Ix(x) in L’ that has not yet been
treated, such that I'; - 3x1/(x). Let ¢ be the first new constant not in I';. Now put
D1 :=T U {Y (o).

k is odd. Look for the first disjunctive sentence 1 V ¥r» with Iy - 1 Vv yrp that has
not yet been treated. Note that not both Iy, Y| - ¢ and I, ¥» - ¢ for then by VE
It o.

Now we put:

LeUiyn}y if vtz e
Tiq1 = .
I, U{yn} otherwise.

Finally:

F/3=UFk-

k>0
There are a few things to be shown:

1. It/ . We first show I} I ¢ by induction on i. For i =0, It/ ¢ holds by
assumption. The induction step is obvious for i odd. For i even we suppose
Iiy1 F¢. Then I3, ¥ (c) F ¢. Since I; - 3x(x), we get I; - ¢ by IE, which
contradicts the induction hypothesis. Hence I I ¢, and therefore by complete
induction I t ¢ for all i.

Now, if I'' - ¢ then I'; - ¢ for some i. Contradiction.

2. I’ is a prime theory.

(a) Let Y1 V ¥, € I'’ and let k be the least number such that I} - ¥ V ¥s.
Clearly v V v, has not been treated before stage k, and I, - v V i for
h > k. Eventually ¥| Vv ¥, has to be treated at some stage & > k, so then
Y1 € Ty or Yy € Iy, and hence Y € I oryrp € I,

(b) Let Axyr(x) € I'', and let k be the least number such that I, - 3xy (x). For
some h > k Ixyr(x) is treated, and hence v (c) € I}, € I'’ for some c.

(¢) I''is closed under . If I’ =+, then I -/ \ v, and hence by (a) ¥ € I''.

Conclusion: I' is a prime theory containing I”, such that I'’ t ¢. O

The next step is to construct for closed I" and ¢ with I I/ ¢, a Kripke model,
with 1" and k /¢ for some k € K.
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Lemma 6.3.9 (Model Existence Lemma) If I" b ¢ then there is a Kripke model K
with a bottom node kg such that ko l=-1I" and ko .

Proof We first extend I" to a suitable prime theory I"” such that I'" b ¢. I'’ has
the language L’ with the set of constants C’. Consider a set of distinct constants
{cfn li > 0,m > 0} disjoint with C’. A denumerable family of denumerable sets of
constants is given by C! = {cﬁn |m > 0}. We will construct a Kripke model over the
poset of all finite sequences of natural numbers, including the empty sequence (),
with their natural ordering, “initial segment of”.

Define C(()) := C’ and C(it) = C(()) UCOU ... U C*! for i of positive
length k. L(#) is the extension of L with the set of atoms At (1), obtained from
the constants from C (7). Note that L(7) only depends on the length |7| of #; for
convenience we denote it by Lj;). Now put D(n) := C ().

We define! X (71) by induction on the length of 7i. We construct simultaneously a
collection of (prime) theories I" (7).

L X(():=T"nAt((), T()=T1".

2. Suppose X () and I' (1) are given. Consider an enumeration {0y, o), (o1, T1),
(02, 72), ... of all pairs of sentences in L 54 such that I" (%), o; i/ 7; in the lan-
guage Li;14+1. The sentences o; and 7; are in the language L 41, they involve
only finitely many constants of L; ;. Hence we may apply Lemma 6.3.8 to
' (1) U{o;} and 7;. That is, taking away the fresh constants from o; and t;, there
remain denumerably many fresh constants to catry out the construction described
in the lemma. This yields a prime theory I" (11, i) with the same language L (1, i)
(= Ljjij41) such that o; € I" (i1, i) and v; & I" (71, ).

Now put X (#,i) := I'(ii,i) N At(ii,i). We observe that all conditions for

a Kripke model are met. The model very much reflects (like the model of
Lemma 4.1.11) the nature of the prime theories involved.

Claim n -y < I'(n) .
We prove the claim by induction on .
e For atomic ¥ the equivalence holds by definition.
e Y =1 A Yp—immediate.
o Y=YV
(@) 7=y vV Y s iy or iy = (ind. hyp.) I'(5) F 4y or I' () F 4 =
L=y V.
(b) I'(n) -1 Vip = I'(n) &y or I' (1) = yra, since I (71) is a prime theory (in
the right language L(#)). So, by the induction hypothesis, 7 -1 or 71 -2,
and hence 711 - V Y.

o U =11 — VY.

T am indebted to Masahiko Rokuyama for noting a gap in the following construction and argu-
ment, and to Katsuhiko Sano for its correction.
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(a) nl=yr; — vo. Suppose I"(17) b Y1 — V2, then I' (i), ¥ I Yp. By the defi-
nition of the model there is an extension m = (no, ..., nx_1, i) of 1 such that
() U {y1} € I'(m) and I (m) I/ v». By the induction hypothesis 1 -
and by m > 7 and 71 =) — v, m =y, Applying the induction hypothesis
once more we get I () - vr,. Contradiction. Hence I (71) - y; — 5.

(b) The converse is simple; left to the reader.

o U =Vxy(x).

(a) Letn FVx@(x), and assume I" (i) H Vx@(x) in L7, hence, by conservativity,
I' (1) / Vx@(x) in L4 (see Exercise 6).
Now pick a constant ¢ in L;|41 but notin L.
If F(Fl) + (p(c) in L|,‘1’H_1, then F(?l) = Vx<p(x) in L\ﬁ\+l'
So we conclude I" (1) ¥ ¢(c) in Lyj41. Then I" (i, i) ¥ ¢(c) for a suitable
i (take T for o; and ¢(c) for 7; in the above construction).
Now, by the induction hypothesis 7, i ¥ ¢(c), which contradicts 7 |-
Vxp(x).
(b) I'(i) F Vxg(x). Suppose 1 FAVx@(x), then m @ (c) for some m > 7 and for
some ¢ € L(m), hence I (m) # ¢(c) and therefore I" (m) * Vx¢(x). Contra-
diction.

o Y =Ixp(x).
The implication from left to right is obvious. For the converse we use the fact
that I" (1) is a prime theory. The details are left to the reader.

We can now finish our proof. The bottom node forces I" and ¢ is not forced. g

We can get some extra information from the proof of the Model Existence
Lemma: (i) the underlying partially ordered set is a tree, (ii) all sets D () are denu-
merable.

From the Model Existence Lemma we easily derive the following.

Theorem 6.3.10 (Completeness Theorem—Kripke) I't; ¢ < '@ (I" and ¢
closed).

Proof We have already shown =>. For the converse we assume I" I/; ¢ and apply
Lemma 6.3.9, which yields a contradiction. 0

Actually we have proved the following refinement: intuitionistic logic is com-
plete for countable models over trees.

The above results are completely general (safe for the cardinality restriction
on L), so we may as well assume that I" contains the identity axioms Iy, ..., I4
(3.6). May we also assume that the identity predicate is interpreted by the real equal-
ity in each world? The answer is no; this assumption constitutes a real restriction, as
the following theorem shows.

Theorem 6.3.11 If for all k € K kla =b = a = b for a,b € D(k) then
KEVxy(x =y Vx#y).
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Proof Leta,b € D(k) and kl¥a = EL then a # b,llOt only in D(k), but in all D(/)
forl > k, hence for all [ > k,lfa =b, so kl-a # b. O

For a kind of converse, cf. Exercise 18.

The fact that the relation a ~; b in 2(k), given by k =@ = b, is not the identity
relation is definitely embarrassing for a language with function symbols. So let us
see what we can do about it. We assume that a function symbol F is interpreted in
each k by a function Fy. We require k <! = F; C F;. F has to obey I : VXy(X =
¥y — F(X¥) = F(y)). For more about functions see Exercise 34.

Lemma 6.3.12 The relation ~y is a congruence relation on A(k), for each k.
Proof Straightforward, by interpreting 11 — I4. d

We may drop the index k; this means that we consider a relation ~ on the whole
model, which is interpreted node-wise by the local ~’s.

We now define new structures by taking equivalence classes: A* (k) := A(k) /~,
i.e. the elements of |2* (k)| are equivalence classes a/~y of elements a € D(k), and
the relations are canonically determined by

Ri(a/~,...) & Ri(a,...), similarly for the functions Fy(a/~,...) =
Fi(a,...)/~.

The inclusion 2(k) € 2(/), for k <, is now replaced by a map fi; : A* (k) —
2A* (1), where fy; is defined by fi;(a) = a®® for a € |A*(k)|. To be precise:

a/~p—> a/~y, so we have to show a ~ a’ = a ~; a’ to ensure the well-

definedness of fi;. This, however, is obvious, since k -a = d=lFa=d.
Claim 6.3.13 fy; is a homomorphism.

Proof Let us look at a binary relation. Ry (a/~,b/~) < Ri(a,b) < kF-R(a,b) =
IFR(a,b) & Ri(a,b) & Rf(a/~,b/~).
The case of an operation is left to the reader. O

The upshot is that we can define a modified notion of a Kripke model.

Definition 6.3.14 A modified Kripke model for a language L is a triple K =
(K, 2L, f) such that K is a partially ordered set, 2l and f are mappings such that
for k € K,2U(k) is a structure for L and for k,! € K with k <[ f(k,[) is a homo-
morphism from 2((k) to A(l) and f(I,m) o f(k,l) = f(k,m), f(k,k)=id.

Notation We write fy; for f(k,1), and k =*¢ for 2((k) = ¢, for atomic ¢.
Now one may mimic the development presented for the original notion of Kripke

semantics.
In particular the connection between the two notions is given by the next lemma.



174 6 Intuitionistic Logic

Lemma 6.3.15 Let K* be the modified Kripke model obtained from K by dividing
out ~. Then kl-¢(a) & k\-*¢(d/~) forallk € K.

Proof Left to the reader. U

Corollary 6.3.16 Intuitionistic logic (with identity) is complete with respect to mod-
ified Kripke semantics.

Proof Apply Theorem 6.3.10 and Lemma 6.3.15. g

We will usually work with ordinary Kripke models, but for convenience we will
often replace inclusions of structures 2((k) € 2A(/) by inclusion mappings (k) —

A).

6.4 Some Model Theory

We will give some simple applications of Kripke’s semantics. The first ones concern
the disjunction and existence properties.

Definition 6.4.1 A set of sentences I" has the

(1) Disjunction property (DP)if 'FoVv iy =TFgor '+ y.
(ii) Existence property (EP) if I' F 3xp(x) = ' - ¢(t) for some closed term ¢
(where ¢ Vv ¢ and Jx¢(x) are closed).

In a sense DP and EP reflect the constructive character of the theory I" (in the
frame of intuitionistic logic), since it makes explicit the clause “if we have a proof of
Ix¢(x), then we have a proof of a particular instance”, and similarly for disjunction.

Classical logic does not have DP or EP, for consider in propositional logic pg Vv
—po. Clearly . po vV —po, but neither . pg nor . —pg!

Theorem 6.4.2 Intuitionistic propositional and predicate logic without function
symbols have DP.

Proof LetF ¢ Vv ¢, and suppose t# ¢ and t# ¥, then there are Kripke models XC; and
K, with bottom nodes k| and k; such that ky /¢ and kp /.

e

for foo

ke
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It is no restriction to suppose that the partially ordered sets K1, K> of K; and K>
are disjoint.

We define a new Kripke model with K = K; U K, U {ko} where ko &€ K1 U K>
(see the picture for the ordering).

A1 (k) forke Ky,
We define 2A(k) = { RU>(k) fork € K3,
[ for k = ko,

where |2(] consists of all the constants of L, if there are any, otherwise |2{| contains
only one element a. The inclusion mapping for A (ko) < 2A(k;) (i =1, 2) is defined
by ¢ > ¢®&) if there are constants; if not, we pick a; € (k;) arbitrarily and define
Jfor(a) = ay, foa(a) = ay. A satisfies the definition of a Kripke model.

The models K1 and K, are “submodels” of the new model in the sense that the
forcing induced on K; by that of K is exactly its old forcing, cf. Exercise 13. By
the Completeness Theorem ko - ¢ V ¥, so kg =@ or ko . If ko e, then &k .
Contradiction. If kg - ¢, then k> F . Contradiction. So t ¢ and t# i are not true,
hence - ¢ or - . U

Observe that this proof can be considerably simplified for propositional logic.
All we have to do is place an extra node under k1 and k, in which no atom is forced
(cf. Exercise 19).

Theorem 6.4.3 Let the language of intuitionistic predicate logic contain at least
one constant and no function symbols; then EP holds.

Proof LetF 3x¢(x) and I/ ¢(c) for all constants c. Then for each c there is a Kripke
model /C, with bottom node k. such that k. f~¢(c). Now mimic the argument of
Theorem 6.4.2 above, by taking the disjoint union of the IC.’s and adding a bottom
node kg. Use the fact that kg F3x@(x). O

The reader will have observed that we reason about our intuitionistic logic and
model theory in a classical meta-theory. In particular we use the principle of the
excluded third in our meta-language. This indeed detracts from the constructive na-
ture of our considerations. For the present we will not bother to make our arguments
constructive; it may suffice to remark that classical arguments can often be circum-
vented, cf. Chap. 7.

In constructive mathematics one often needs stronger notions than the classical
ones. A paradigm is the notion of inequality. For example, in the case of the real
numbers it does not suffice to know that a number is unequal (i.e. not equal) to 0
in order to invert it. The procedure that constructs the inverse for a given Cauchy
sequence requires that there exists a number n such that the distance of the given
number to zero is greater than 27" Instead of a negative notion we need a positive
one. This was introduced by Brouwer, and formalized by Heyting.
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Definition 6.4.4 A binary relation # is called an apartness relation if

(1) Vxy(x =y < —xi#y),
(1) Vxy(x#y < y#x),
(i) Vxyz(x#y — x#z V y#7).

Examples

1. For rational numbers the inequality is an apartness relation.

2. If the equality relation on a set is decidable (i.e. Vxy(x =y V x # y)), then # is
an apartness relation (Exercise 22).

3. For real numbers the relation |a — b| > 0 is an apartness relation (cf. Troelstra—
van Dalen, 2.7, 2.8).

We call the theory with axioms (i), (ii), (iii) of Definition 6.4.4 AP, the theory
of apartness (obviously, the identity axiom x1 = x3 A y1 = y2 A x1#y] — Xo#tys is
included).

Theorem 6.4.5 APHVxy(——x=y - x=y).
Proof Observe that ——x = y <> m——x#y <> —x#y <> x = y. O

We call an equality relation that satisfies the condition Vxy(——x =y — x = y)
stable. Note that stable is essentially weaker than decidable (Exercise 23).

In the passage from intuitionistic theories to classical ones by adding the prin-
ciple of the excluded third usually many notions are collapsed, e.g. =—x =y and
x =y. Or conversely, when passing from classical theories to intuitionistic ones (by
deleting the principle of the excluded third) there is a choice of the right notions.
Usually (but not always) the strongest notions fare best. An example is the notion of
linear order.

The theory of linear order, LO, has the following axioms:

1) Vxyzx <yAy<z—>x<2),
(i) Vxyz(x <y—>z<yVvx<z),
>iil) Vxy(x =y < —x <y A—y < X).

One might wonder why we did not choose the axiom Vxyz(x <y Vx=yVy <x)
instead of (ii), it certainly would be stronger! There is a simple reason: the axiom is
too strong, it does not hold, e.g. for the reals.

We will next investigate the relation between linear order and apartness.

Theorem 6.4.6 The relation x <y V' 'y < x is an apartness relation.
Proof An exercise in logic. d
Conversely, Smorynski has shown how to introduce an order relation in a Kripke

model of AP: let CI-AP, then in each D (k) the following is an equivalence relation:
kFa#b.
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(a) klFa =a < —ata, since k -a = a we get kl-—a#a and hence k Ha#a.

(b) kl-a#b <> b#a, so obviously k Fa#b < k Hb#a.

(c) Let kFa#b, k F£b#c and suppose k -atc, then by axiom (iii) k F-a#b or k -c#b,
which contradicts the assumptions. So k Ha#c.

Observe that this equivalence relation contains the one induced by the identity;
klFa = b = ktfa#b. The domains D (k) are thus split up in equivalence classes,
which can be linearly ordered in the classical sense. Since we want to end up with
a Kripke model, we have to be a bit careful. Observe that equivalence classes may
be split by passing to a higher node, e.g. if k <[ and k l/a#b then [ -a#b is very
well possible, but / /a#b = k l/a#b. We take an arbitrary ordering of the equiva-
lence classes of the bottom node (using the axiom of choice in our meta-theory if
necessary). Next we indicate how to order the equivalence classes in an immediate
successor [ of k.
The “new” elements of D(l) are indicated by the shaded part.

(i) Consider an equivalence class [ap]x in D(k), and look at the corresponding set
ao == J{lalila € [aolk}.
This set splits in a number of classes; we order those linearly. Denote the equiv-
alence classes of dg by agb (where b is a representative). Now the classes be-
longing to the b’s are ordered, and we order all the classes on | J{daglag € D(k)}
lexicographically according to the representation agb.

(i) Finally we consider the new equivalence classes, i.e. of those that are not equiv-
alent to any b in | J{aolap € D(k)}. We order those classes and put them in that
order behind the classes of case (1).

Under this procedure we order all equivalence classes in all nodes.

We now define a relation Ry for each k: Ri(a, b) :=[alir < [b]r, where < is the
ordering defined above. By our definition k <[ and Ry (a, b) = R;(a, b).

We leave it to the reader to show that I4 is valid, i.e. in particular k FVxyz(x =
ZAX <y — z<Yy),where < is interpreted by Ry.

ao

Observe that in this model the following holds:

#) Vxy(x#y<ox<yVvy<ux),
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for in all nodes k, k a#tb <> kl~a <bor kb < a.
Now we must check the axioms of linear order.

(i) Transitivity. koFVxyz(x <y Ay <z —> x < z) < for all k > kg, for all
a,b,ce D(k)klra <bAb <c— a <c<sforallk > kg, foralla, b, c € D(k)
andforalll >kllFa<bandll-b<c=lla<c.

So we have to show R;(a, b) and R;(b, c) = R;(a, c), but that is indeed the
case by the linear ordering of the equivalence classes.

(i1) (Weak) linearity. We must show ko -Vxyz(x <y — z <y Vx < z). Since in
our model Yxy(x#y <> x <y V y < x) holds the problem is reduced to pure
logic. Show: AP+ Vxyz(x < yAy<z—=>x<72)+Vxy(x#fy o x <yVvy<
X)FEVxyzx <y—>z<yVvx<z).

We leave the proof to the reader.

(iii) Anti-symmetry. We must show kg FVxy(x =y <> —x < y A =y < x). As be-
fore the problem is reduced to logic. Show:

AP+ Vxy(x#fty o x <yVvVy<x)FVxy(x=y < -x <yA—-y<Xx).

Now we have finished the job—we have put a linear order on a model with an
apartness relation. We can now draw some conclusions.

Theorem 6.4.7 AP + LO + (#) is conservative over LO.
Proof Immediate, by Theorem 6.4.6. g
Theorem 6.4.8 (van Dalen—Statman) AP + LO + (#) is conservative over AP.

Proof Suppose AP # ¢, then by the Model Existence Lemma there is a tree model
KC of AP such that the bottom node k¢ does not force ¢.

We now carry out the construction of a linear order on K, the resulting model
K* is a model of AP + LO + (#), and, since ¢ does not contain <, kg k#¢. Hence
AP + LO + (#) I/ ¢. This shows the conservative extension result:

AP+LO+ #F o= APF ¢, for ¢ in the language of AP. O

There is a convenient tool for establishing elementary equivalence between
Kripke models.

Definition 6.4.9 (i) A bisimulation between two posets A and B is a relation R C
A x B such that for each a, a’, b with a < a’, aRb there is an element »’ with a’ Rb’
and for each a, b, b’ with aRb, b < b’ there is an element a’ such that a’Rb’.

(ii) R is a bisimulation between propositional Kripke models A and B if it is a
bisimulation between the underlying posets and if aRb = X' (a) = ¥ (b) (i.e. a and
b force the same atoms).

Bisimulations are useful to establish elementary equivalence node-wise.

Lemma 6.4.10 Let R be a bisimulation between A and B, then forall a, b, ¢, aRb =
(alFp & bl).
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Proof Induction on ¢. For atoms and conjunctions and disjunctions the result is
obvious.

Consider ¢ = g1 — ¢3.

Let aRb and al~¢| — @5. Suppose b #p; — ¢;, then for some b’ > b b g
and b’ #@,. By definition, there is an a’ > a such that a’ Rb’. By the induction hy-
pothesis a’ ¢ and a’ I#¢;. Contradiction.

The converse is completely similar. O

Corollary 6.4.11 If R is a total bisimulation between A and B, i.e. domR =
A, ran R = B, then A and B are elementarily equivalent (Al¢ < Bl-g).

We end this chapter by giving some examples of models with unexpected prop-

erties.

1.
f g

o (2)

f is the identity and g is the canonical ring homomorphism Z — Z/(2).

IC is a model of the ring axioms (p. 82).

Note that kg3 # 0, kg #2 = 0, ko #2 # 0 and ko H/Vx(x # 0 — Jy(xy =
1)), but also ko F#3x(x # 0 A Vy(xy # 1)). We see that IC is a commutative ring
in which not all non-zero elements are invertible, but in which it is impossible to
exhibit a non-invertible, non-zero element.

2.
ko

Again f and g are the canonical homomorphisms. K is an intuitionistic, com-
mutative ring, as one easily verifies.
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KC has no zero divisors: kgF—3xy(x #0 Ay #0 A xy =0) < for all
i kil 3xy(x Z0Ay #0Axy =0). (1)
For i = 1, 2 this is obvious, so let us consider i = 0. kg Fxy(x Z#0A y Z0 A
xy=0) s koFm#A0An#£0Amn=0forsomem,n.Som #0,n#0,mn=
0. Contradiction. This proves (1).

The cardinality of the model is rather undetermined. We know ko F3xy(x #
y)—take 0 and 1, and koF—3x;x2x3x4 A\ l<i<j<4Xi # Xj. But note that

ko lA3x1x0x3 N l<icj<3Xi # Xj. ko AVx1x2x3x4 N/ l<icjeaXi = xj and
ko F=3x1x0x3 N l<i<j<3Xi FXj.
Observe that the equality relation in /C is not stable: kg F——0 = 6, but

ko 40 = 6.

S, is the (classical) symmetric group on n elements. Choose n > 3. ko forces
the group axioms (p. 80). kg lF=VYxy(xy = yx), but ko /Ixy(xy # yx), and
ko l/Yxy(xy = yx). So this group is not commutative, but one cannot indicate

non-commuting elements.

Define an apartness relation by ki l-a#b < a # b in Z/(2), idem for ky. Then
KEVx(x#0 — Jy(xy = 1)).

This model is an intuitionistic field, but we cannot determine its characteristic.
kiFYx(x +x =0), ko FYx(x +x +x = 0). All we know is L FVYx(6 - x =0).

In the short introduction to intuitionistic logic that we have presented we have
only been able to scratch the surface. We have intentionally simplified the issues so
that a reader can get a rough impression of the problems and methods without going
into the finer foundational details. In particular we have treated intuitionistic logic
in a classical meta-mathematics, e.g. we have freely applied proof by contradiction
(cf. Theorem 6.3.10). Obviously this does not do justice to constructive mathematics
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as an alternative mathematics in its own right. For this and related issues the reader
is referred to the literature. A more constructive approach is presented in the next
chapter.

Exercises

1.

(Informal mathematics). Let ¢(n) be a decidable property of natural numbers
such that neither Ingp(n) nor Yn—g(n) has been established (e.g. “n is the
largest number such that n and n 4 2 are prime”). Define a real number a by

the Cauchy sequence:
' 270 if Vk < n—p(k)
ay ‘= .
"k, 27 ifk <nand g(k) and —g(i) for i < k.

Show that (a,) is a Cauchy sequence and that “——a is rational”, but there is no
evidence for “a is rational”.

. Prove
Fo—m(p—=>¥) = (= —~yY), F-—(pV—e),
F=(p A —p), F==(==¢ — ¢),
==, == (p —> ¥) ==, F==(p = ¥) < —(p A—Y),

F=(e Vi) < —=(=p— ).

(@ Vo, U VY (eOY) v = (eOy), where O € {A, vV, =}

(b) Let the proposition ¢ have atoms py, ..., pp, show N\ (pi V =pi) @ Vv
—|(p.

. Define the double negation translation ¢ of ¢ by placing —— in front of each

subformula. Show ; ¢° <> ¢~ " and . ¢ & ;@7

. Show that for propositional logic I-; —¢ <. —¢.
. Intuitionistic arithmetic HA (Heyting’s arithmetic) is the first-order intuition-

istic theory with the axioms of p. 82 as mathematical axioms. Show HA
Vxy(x =y Vx #y) (use the principle of induction). Show that the Godel trans-
lation works for arithmetic, i.e. PA + ¢ <& HA F ¢° (where PA is Peano (clas-
sical) arithmetic). Note that we need not doubly negate the atoms.

. Show that PA is conservative over HA with respect to formulas not containing

V and 3.

. Show that HAF ¢ Vi <> Ax(x =0 — ) A (x #0 — ¥)).
. (@) Show I/ (9o > ¥) V(¥ = 9); F (==¢ = ¢) = (9 V —9);

V=gV -=p (o > Y Vo) [(—e = ) V(mg — o)l
W 1<i<j<n(@i < ¢)), foralln > 2.
(b) Use the Completeness Theorem to establish the following theorems:
D) o= W —9)
(i) (pve)—>e
(iii) Vxye(x,y) = Yyxe(x,y)
(iv) IxVye(x,y) = VyIxe(x, y). B
(¢c) Show kVYxyp(x,y) < VIl >kVa,be D) ll-¢(a,b).
ko — ¥ < 3l > k(=@ and [ FY).
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10.

11.

12.
13.

14.

15.

16.

17.

18.
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Give the simplified definition of a Kripke model for (the language of) propo-
sitional logic by considering the special case of Definition 6.3.1 with X' (k)
consisting of propositional atoms only, and D (k) = {0} for all k.
Give an alternative definition of a Kripke model based on the “structure map”
k — 20(k) and show the equivalence with Definition 6.3.1 (without proposi-
tional atoms).
Prove the Soundness Theorem using Lemma 6.3.5.
A subset K’ of a partially ordered set K is closed (under <) ifk e K',k <l =
l € K'. If K’ is a closed subset of the underlying partially ordered set K of a
Kripke model /C, then K’ determines a Kripke model K’ over K’ with D’(k) =
D(k) and k- ¢ < k¢ for k € K’ and ¢ atomic. Show kIF'¢ < k¢ for all
¢ with parameters in D(k), for k € K’ (i.e. it is the future that matters, not the
past).
Give a modified proof of the Model Existence Lemma by taking as nodes of
the partially ordered set prime theories that extend I and that have a language
with constants in some set COUC'U---UCk—1 (cf. the proof of Lemma 6.3.9).
Note that the resulting partially ordered set need not (and, as a matter of fact, is
not) a tree, so we lose something. However compare Exercise 16.
Consider a propositional Kripke model /C, where the X' function assigns only
subsets of a finite set I" of the propositions, which is closed under subformu-
las. We may consider the sets of propositions forced at a node instead of the
node: define [k] = {¢ € I'lk¢}. The set {[k]|k € K} is partially ordered by
inclusion. Define X' ([k]) := X' (k) N At, show that the conditions of a Kripke
model are satisfied; call this model K, and denote the forcing by . We say
that /C is obtained by filtration from IC.

(a) Show [k]Fro < kg, forp e I.

(b) Show that K has an underlying finite partially ordered set.

(c) Show that - ¢ < ¢ holds in all finite Kripke models.

(d) Show that intuitionistic propositional logic is decidable (i.e. there is a deci-
sion method for F ¢), apply Lemma 4.3.17.

Each Kripke model with bottom node k¢ can be turned into a model over a tree

as follows: K, consists of all finite increasing sequences (ko, k1, ..., kn), ki <

ki+1(0 <i < n), and Uy ((ko, ..., k) := A(k,). Show (ko, ..., kn), Fye <

k, ¢, where I, is the forcing relation in the tree model.

(a) Show that (¢ — ) V (¥ — ¢) holds in all linearly ordered Kripke models
for propositional logic.

(b) Show that LC I# o = there is a linear Kripke model of LC in which o fails,
where LC is the propositional theory axiomatized by the schema (¢ —
¥) V (Y — ). (Hint: apply Exercise 15.) Hence LC is complete for linear
Kripke models (Dummett).

Consider a Kripke model X for decidable equality (i.e. Vxy(x =y V x # y)).

For each k the relation k -a = b is an equivalence relation. Define a new model

K’ with the same partially ordered set as K, and D'(k) = {[alx|la € D(k)},

where [a] is the equivalence class of a. Replace the inclusion of D (k) in D(l),

for k < I, by the corresponding canonical embedding [a]; +> [a];. Define for

atomic ¢ kF' ¢ :=k-¢ and show k I-'¢ < k¢ for all ¢.
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19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.
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Prove DP for propositional logic directly by simplifying the proof of Theo-

rem 6.4.2.

Show that HA has DP and EP, the latter in the form: HA F 3x¢(x) = HA +

¢(n) for some n € N. (Hint: show that the model constructed in Theorems 6.4.2

and 6.4.3 is a model of HA.)

Consider predicate logic in a language without function symbols and constants.

Show F 3xp(x) =F Vxe(x), where FV(¢) C {x}. (Hint: add an auxiliary con-

stant ¢, apply Theorem 6.4.3, and replace it by a suitable variable.)

Show Vxy(x =y v x #y) /A AP, where AP consists of the three axioms of

the apartness relation, with x#y replaced by #.

Show Vxy(—m—x =y —>x=y) A Vxy(x =y Vx #y).

Show that k¢ Vv —¢ for maximal nodes k of a Kripke model, so ¥ (k) =

Th(2((k)) (in the classical sense). That is, “the logic in maximal node is classi-

cal.”

Give an alternative proof of Glivenko’s theorem using Exercises 15 and 24.

Consider a Kripke model with two nodes ko, k1; ko < k1 and 2(kg) = R,

A(ky) = C. Show ko bF=Vx (x> +1#£0) — Ix (x> + 1 =0).

Let D =R[X]/X? be the ring of dual numbers. ID has a unique maximal ideal,
generated by X. Consider a Kripke model with two nodes kg, k1; ko < k1 and

(ko) =D, Ak;) =R, with f : D — R the canonical map f(a + bX) = a.

Show that the model is an intuitionistic field, define the apartness relation.

Show that Vx (¢ V¢ (x)) — (@ VVxyr(x))(x € FV(¢)) holds in all Kripke mod-

els with constant domain function (i.e. VkI(D (k) = D(l)).
This exercise will establish the undefinability of propositional connectives in
terms of other connectives. To be precise the connective [J; is not definable in

(or “by”) Oy, ..., O, if there is no formula ¢, containing only the connectives

o, ..., 0, and the atoms pg, p1, such that = polJ; p1 <> .

(1) V isnotdefinable in —, A, L. Hint: suppose ¢ defines Vv, apply the Godel
translation.

(i) A is not definable in —,V, L. Consider the Kripke model with three
nodes ki, kp, k3 and k; < k3, ky < k3, ky “—p, ko ||—q, k3 “—p, g. Show that
all A-free formulas are either equivalent to L or are forced in k; or k5.

(iii) — is not definable in A, Vv, =, L. Consider the Kripke model with three
nodes ki, kp, k3 and k| < k3, ko < k3, k1 =p, k3l=p, g. Show for all —-
free formulas kp ¢ = ki I-¢.

In this exercise we now consider only propositions with a single atom p. De-
fine a sequence of formulas by ¢g : =1, ¢1 := p, ©2 := =P, 243 := Qo4+1 V
Oon+2s Pontd = Qan+2 —> @an+1 and an extra formula ¢, := T. There is a
specific set of implications among the ¢;, indicated in the diagram on the left.
(i) Show that the following implications hold:
F©n+1 = ©n+3, T @ont1 = Qonta, Q242 = Q2043,
F 90— ¢ Fon = ¢oo.
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® 00 aj P by
: ag ba
4n+3 4n+4
" 4n—+1 a b
An+2 : s ’
' ag by
as b5

b m

e mmm

(i) Show that the following “identities” hold:

F (@2n+1 = @an+2) <> Q2. = (P22 —> Q2n+4) < Q2n+4,
F (@2n43 = ©n+1) <> ©on+d, = (Pan+4 —> Q2n41) < Q2046
F (@2n+5 = ©2n+1) <> Q2+1, = (Pant+6 = Q2n+1) < Q2n+4,
F (or — @2n+1) <> @2py1 fork >2n +7,

F (o — @2n+2) <> @2pyo for k >2n + 3.

Determine identities for the implications not covered above.

(iii) Determine all possible identities for conjunctions and disjunctions of ¢;’s
(look at the diagram).

(iv) Show that each formula in p is equivalent to some ;.

(v) In order to show that there are no other implications than those indicated
in the diagram (and the compositions of course) it suffices to show that no
@, is derivable. Why?

(vi) Consider the Kripke model indicated in the diagram on the right.
a1 Fp and no other node forces p. Show: Va,3¢;Vk(kF¢; < k > ay),
Vb,3pVk(kl-@; & k> by).

Clearly the ¢;(¢;) is uniquely determined, call it ¢(a,), resp. ¢(b,).
Show ¢(a1) = ¢1, ¢b1) = @2, ¢(a2) = ¢4, ¢(b2) = g6, @(an42) =
[(@(@ns1) V9 b)) = (9(an) Vb)) = @(@ns1)V @(bn)), @(bpi) =
[(@@ns1) V bs1) = @(ane) V (b)) = (@ans1) V @bus)).
(vii) Show that the diagram on the left contains all provable implications.

Remark The diagram of the implications is called the Rieger-Nishimura lattice
(it actually is the free Heyting algebra with one generator).
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31.

32.

33.

34.

35.
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Consider intuitionistic predicate logic without function symbols. Prove the fol-

lowing extension of the existence property: F Iyp(x,...,x,,y) &
F ¢(x1,...,x,,1), where ¢ is a constant or one of the variables xp, ..., x;.
(Hint: replace x1, ..., x, by new constants ay, ..., a,.)

Let Q1x1 ... Qux,@(X, ¥) be a prenex formula (without function symbols), then
we can find a suitable substitution instance ¢’ of ¢ obtained by replacing the
existentially quantified variables by certain universally quantified variables or
by constants, such that = Q1x1 ... Qnx,0(X, ¥) ©F ¢ (use Exercise 31).
Show that - ¢ is decidable for prenex ¢ (use Lemma 4.3.17 and Exercise 32).
Remark. Combined with the fact that intuitionistic predicate logic is undecid-
able, this shows that not every formula is equivalent to one in prenex normal
form.
Consider a language with identity and function symbols, and interpret an n-
ary symbol F by a function Fj : D(k)* — D(k) for each k in a given Kripke
model K. We require monotonicity: k <1 = Fi C F;, and preservation of
equality: a ~ b = Fi(a) ~ Fy(b), where a ~; b < kl-a =b.

(i) Show KIFVX3ly(F(X) =y).

(i) Show K 14.
(iii) Let K-Vx3yp(X, y), show that we can define for each k an Fj satisfying

the above requirements such that K FVX@ (X, F(X)).

(iv) Show that one can conservatively add definable Skolem functions.

Note that we have shown how to introduce functions in Kripke models, when
they are given by “functional” relations. So, strictly speaking, Kripke models
with just relations are good enough.

I' is a prime theory in L. L(c) is obtained by adding a constant c. I'(c) =
{o|I"' ¢ € L(c)}. Show that I"(c) is prime in L(c).



Chapter 7
Normalization

7.1 Cuts

Anyone with a reasonable experience in making natural deduction derivations ob-
serves that one somehow gets fairly efficient derivations. The worst that can happen
is that a number of steps end up with what was already derived or given, but then
one can obviously shorten the derivation. Here is an example:

[0 A @]? [o A @]?
— AFE | — AE
® lp = ¥1] o
— FE — I
v v —>o0
— E
o
— >
p—>Y)—o
)

(0Ap) = (9= ¥)—o0)

o occurs twice; the first time it is a premise for a — I, and the second time the
result of a — E. We can shorten the derivation as follows:

[0 Apl!
— AF

o

— 1

p—>y¥)—>o

— 11
(0Anp) = (¢ = ¥)—o0)

It is apparently not a good idea to introduce something and to eliminate it right away.
This indeed is the key idea for simplifying derivations: avoid eliminations after in-
troductions. If a derivation contains an introduction followed by an elimination, then
one can, as a rule, easily shorten the derivation, the question is, can one get rid of
all those unfortunate steps? The answer is yes, but the proof is not trivial.

The topic of this chapter belongs to proof theory; the system of natural deduction
was introduced by Gentzen, who also showed that “detours” in derivations can be
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eliminated. The subject was revived again by Prawitz, who considerable extended
Gentzen’s techniques and results.
We will introduce a number of notions in order to facilitate the treatment.

Definition 7.1.1 The formulas directly above the line in a derivation rule are called
the premises, the formula directly below the line, the conclusion. In elimination
rules a premise not containing the connective is called a minor premise. All other
premises are called the major premises.

Convention The major premises will from now on appear on the left-hand side.

Definition 7.1.2 A formula occurrence y is a cut in a derivation when it is the
conclusion of an introduction rule and the major premise of an elimination rule. y is
called the cut formula of the cut.

In the above example ¢ — o is a cut formula.
We will adopt a slightly modified VI -rule, this will help to streamline the system.

@
\24

Vx glx/y]
where y does not occur free in a hypothesis of the derivation of ¢, and x is free for
yin .

The old version of VI is clearly a special case of the new rule. We will use the
familiar notation, e.g.

p(y)
\21 A2
Vx o(x)
Note that with the new rule we get a shorter derivation for
D
p(x) ; D
Vxo(x) namely @(x)
VE \2
P (y) Vye(y)
VI
Vyo(y)

The adoption of the new rule is not necessary, but rather convenient.

We will first look at predicate calculus with A, —, L, V.

Derivations will systematically be converted into simpler ones by “elimination
of cuts”; here is an example:

D
o D D
— I converts to
Y=o W o
— F
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In general, when the tree under consideration is a subtree of a larger derivation the
whole subtree ending with o is replaced by the second one. The rest of the derivation
remains unaltered. This is one of the features of natural deduction derivations: for
a formula o in the derivation only the part above o is relevant to o. Therefore we
will only indicate conversions as far as required, but the reader will do well to keep
in mind that we make the replacement inside a given bigger derivation.

We list the possible conversions:

Dy D,
@1 @2 ) D;
— Al is converted to
A WAN) @i
ANE
Qi
[¥]
Dy
D,
D, [0 is converted to
— 1 D,
14 Y-
— > E )
®
D
® ) Dlt/y]
— VI is converted to
Vxeplx/yl plt/y]
—VE
plt/y]

It is not immediately clear that this conversion is a legitimate operation on
derivations. For example, consider the following derivation, where we assume that
z€ FV(p(u,z)) and v ¢ FV(p(u, z)). The elimination of the lower cut yields the
conversion.

Yup(u, z)
D (ﬂ(v, Z) Vu<p(u, U)
& = Yop.2) to MW:D[WZ]
h VI Yopv.v)
9. v) Vxo(x, x) ¢(v,v)
-  _VE
@(v,v)

The inadvertent substitution of v for z in D is questionable because v is not free
for z in the third line of the right-hand derivation and we see that in the resulting
derivation V[ violates the condition on the variable involved in the VI application.
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Proper variable In order to avoid confusion of the above kind, we have to look a
bit closer at the way we handle our variables in derivations. There is, of course, the
obvious distinction between free and bound variables, but even the free variables do
not all play the same role. Some of them are “the variable” involved in a VI. We call
these occurrences proper variables and we extend the name to all occurrences that
are “related” to them. The notion “related” is the transitive closure of the relation
that two occurrences of the same variable have if one occurs in a conclusion and
the other in a premise of a rule in “related” formula occurrences. It is simplest to
define “related” as the reflexive, symmetric, transitive closure of the “direct relative”

relation which is given by checking all derivation rules, e.g. in %/\E

the top occurrence and bottom occurrence of ¥ (x, y) are directly related, and so are
the corresponding occurrences of x and y. This applies similarly to the ¢ at the top
and the one at the bottom in

2l
The details are left to the reader.

Dangerous clashes of variables can always be avoided, it just requires a routine
renaming of variables. Since these syntactic matters present notorious pitfalls, we
will exercise some care. Recall that we have shown earlier that bound variables may
be renamed while retaining logical equivalence. We will also use this expedient trick
in derivations.

Lemma 7.1.3 In a derivation the bound variables can be renamed so that no vari-
able occurs both free and bound.

Proof By induction on D. Actually it is better to do some “induction loading”, in
particular to prove that the bound variables can be chosen outside a given set of
variables (including the free variables under consideration). The proof is simple,
and hence left to the reader. g

Note that the formulation of the lemma is rather cryptic. We mean of course that
the resulting configuration is again a derivation.

It also expedient to rename some of the free variables in a derivation; in particular
we want to keep the proper and the non-proper free variables separated.

Lemma 7.1.4 In a derivation the free variables may be renamed, so that unrelated
proper variables are distinct and each one is used exactly once in its inference rule.
Moreover, no variable occurs as a proper and a non-proper variable.
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Proof Induction on D. Always choose a fresh variable for a proper variable. Note
that the renaming of the proper variables does not influence the hypotheses and the
conclusion. O

In practice it may be necessary to keep renaming variables in order to satisfy the
results of the preceding lemmas.
From now on we assume that our derivations satisfy the above condition, i.e.

(i) bound and free variables are distinct,
(i) proper and non-proper variables are distinct and each proper variable is used in
precisely one V1.

Lemma 7.1.5 The conversions for —, A,V yield derivations.

Proof The only difficult case is the V-conversion. But according to our variables
condition D[t /u] is a derivation when D is one, for the variables in ¢ do not act as
proper variables in D. O

Exercise 7.1.6 Carry out suitable renamings in the derivation on the previous page
so that the conversion again yields a derivation.

Remark There is an alternative practice for formulating the rules of logic, which
is handy indeed for proof theoretical purposes: make a typographical distinction
between bound and free variables (a distinction in the alphabet). Free variables are
called parameters in that notation. We have seen that the same effect can be obtained
by the syntactical transformations described above. It is then necessary, of course,
to formulate the V-introduction in the liberal form!

7.2 Normalization for Classical Logic

Definition 7.2.1 A string of conversions is called a reduction sequence. A deriva-
tion D is called an irreducible derivation if there is no D’ such that D > D',

Notation D >1 D’ stands for “D is converted to D””. D > D’ stands for “there is
a finite sequence of conversions D = Dy > D| >{ -+ > Dy =D and D > D’
stands for D > D’ or D =D'. (D reduces to D’.)

The basic question is of course “does every sequence of conversions terminate in
finitely many steps?”, or equivalently, “is > well-founded?” The answer turns out
to be yes, but we will first look at a simpler question: “does every derivation reduce
to an irreducible derivation?”

Definition 7.2.2 If there is no D’l such that D; > D’l (i.e. if Dy does not contain
cuts), then we call Dy a normal derivation, or we say that D is in normal form, and
if D> D’ where D’ is normal, then we say that D normalizes to D'.
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We say that > has the strong normalization property if > is well-founded, i.e.
there are no infinite reduction sequences, and we say that it has the weak normal-
ization property if every derivation normalizes.

Popularly speaking, strong normalization tells you that no matter how you choose
your conversions, you will ultimately find a normal form; weak normalization tells
you that if you choose your conversions in a particular way, you will find a normal
form.

Before discussing the normalization proofs, we remark that the | -rule can be
restricted to instances where the conclusion is atomic. This is achieved by lowering
the rank of the conclusion step by step.

Example
D D
D
) L 1
1 is replaced by — —
@ v
ANy — NI
pAY
D
D
n is replaced by i etc.
14
©—> Y — 1
=Y

(Note that in the right-hand derivation some hypothesis may be canceled, this is,
however, not necessary; if we want to get a derivation from the same hypotheses,
then it is wiser not to cancel the ¢ at that particular VI/.) A similar fact holds for
RAA: it suffices to apply RAA to atomic instances. The proof is again a matter of
reducing the complexity of the relevant formula.

[p AV lp AY]
[—¢] @ [—v¥] ¥
Rl L 1
D - b |
is replaced by ) Ay
1 D D
OAY L 1
— RAA — RAA
% 4
Al

OAY
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[—(p = ¥)]
D
1

is replaced by

o>y

[=Vx @(x)]
D
il
Vx ¢(x)

is replaced by

Some definitions are in order now.

Definition 7.2.3

193

[e] [o— ¥]

v [—=v]

—(p—> V)
D
1
— RAA
¥

0=

[Vx ¢o(x)]
[—@(x)] @(x)

4

—Vx ¢(x)

(i) A maximal cut formula is a cut formula with maximal rank.
(i) d = max{r(p)|e cut formula in D} (observe that max ¥ = 0).
n = number of maximal cut formulas and cr(D) = (d, n), the cut rank of D.

If D has no cuts, put cr(D) = (0, 0). We will systematically lower the cut rank
of a derivation until all cuts have been eliminated. The ordering on cut ranks is

lexicographic:

d,n)<d,ny=d<d v(d=d rnn<n').

Fact7.2.4 < isawell-ordering (actually - w) and hence has no infinite descending

sequences.

Lemma 7.2.5 Let D be a derivation with a cut at the bottom, let this cut have rank
n while all other cuts have rank < n, then the conversion of D at this lowest cut

yields a derivation with only cuts of rank < n.
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Proof Consider all the possible cuts at the bottom and check the ranks of the cuts
after the conversion.

(i) —-cut
[¢]
D,
Dy
@ﬁ D2=D. ThenD>1D’=¢
Dy
=Y @
S 14

4

Observe that nothing in D; and D, was changed in the process of conversion,
so all the cuts in D’ have rank < n.
(i1) V-cut

D
p(x)

=D. ThenD > D = <D) [t/x]
Yy ¢(y) ¢
@(t)
The substitution of a term does not affect the cut rank of a derivation, so in D’

all cuts have rank < n.
(iii) A-cut. Similar. O

Observe that in the A, —, L, V-language the reductions are fairly simple, i.e.
parts of derivations are replaced by parts of the old derivation (forgetting for a mo-
ment about the terms)—things get smaller!

Lemma 7.2.6 If cr(D) > (0,0), then there is a D' with D >, D' and
cr(D') < cr(D).

Proof Select a maximal cut formula in D such that all cuts above it have lower rank.
Apply the appropriate reduction to this maximal cut, then the part of the deriva-
tion D ending in the conclusion o of the cut is replaced, by Lemma 7.2.5, by a
(sub)derivation in which all cut formulas have lower rank. If the maximal cut for-
mula was the only one, then d is lowered by 1, otherwise n is lowered by 1 and d
remains unchanged. In both cases cr(D) gets smaller. Note that in the first case n
may become much larger, but that does not matter in the lexicographic order.

Observe that the elimination of a cut (here!) is a local affair, i.e. it only affects
the part of the derivation tree above the conclusion of the cut.

Theorem 7.2.7 (Weak Normalization) All derivations normalize.

Proof By Lemma 7.2.6 the cut rank can be lowered to (0, 0) in a finite number of
steps, hence the last derivation in the reduction sequence has no more cuts. g
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Normal derivations have a number of convenient properties, which can be read
off from their structure. In order to formulate these properties and the structure, we
introduce some more terminology.

Definition 7.2.8 (i) A path in a derivation is a sequence of formulas ¢y, ..., @y,
such that ¢q is a hypothesis, ¢, is the conclusion and ¢; is a premise immediately
above @;4+1(0 <i <n —1). (ii) A track is an initial part of a path which stops at
the first minor premise or at the conclusion. In other words, a track can only pass
through introduction rules and through major premises of elimination rules.

Example
oA Y]
o> W—ol ¢ A
v —o T
o
gAY o

p—=> WY —>o0)=> (@AY —0)

The underlying tree is labeled with numbers:

9
6 7 18
4 )

3

2

1

and the tracks are (6,4, 3,2,1),(9,7) and (8, 5).

Fact 7.2.9 In a normal derivation no introduction rule (application) can precede
an elimination rule (application) in a track.

Proof Suppose an introduction rule precedes an elimination rule in a track, then
there is a last introduction rule that precedes the first elimination rule. Because the
derivation is normal, one cannot immediately precede the other. So there has to be a
rule in between, which must be the L -rule or the RAA, but that clearly is impossible,
since L cannot be the conclusion of an introduction rule. 0
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Fact 7.2.10 A track in a normal derivation is divided into (at most) three parts: an
elimination part, followed by a 1 -part, followed by an introduction part. Each of
the parts may be empty.

Proof By Fact 7.2.9 we know that if the first rule is an elimination, then all elimina-
tions come first. Look at the last elimination, it results (1) in the conclusion of D, or
(2)in L, in which case the L -rule or RAA may be applied, or (3) it is followed by an
introduction. In the last case only introductions can follow. If we applied the - or
RAA-rule, then an atom appears, which can only be the premise of an introduction
rule (or the conclusion of D). Il

Fact 7.2.11 Let D be a normal derivation. Then D has at least one maximal track,
ending in the conclusion.

The underlying tree of a normal derivation looks like the following diagram:

The picture suggests that the tracks are classified as to “how far” they are from
the maximal track. We formalize this in the notion of order.

Definition 7.2.12 Let D be a normal derivation.

o(t,,) = 0 for a maximal track t,,.
o(t) = o(t") + 1 if the end formula of track ¢ is a minor premise

belonging to a major premise in #’.

The orders of the various tracks are indicated in the picture.
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Theorem 7.2.13 (Subformula Property) Let D be a normal derivation of I F ¢,
then each formula (occurrence) ¥ of D is a subformula of ¢ or of a formula in
I', unless  is canceled by an application of RAA or when it is the L immediately
following such a canceled hypothesis.

Proof Consider a formula ¥ in D; if it occurs in the elimination part of its track ¢,
then it evidently is a subformula of the hypothesis at the top of ¢. If not, then it is a
subformula of the end formula 1{ of . Hence v/ is a subformula of a formula v of
a track #; with o(#1) < o(t). Repeating the argument we find that v is a subformula
of a hypothesis or of the conclusion.

So far we have considered all hypotheses, but we can do better. If ¢ is a sub-
formula of a canceled hypothesis, it must be a subformula of the resulting implica-
tional formula in case of an — I application, or of the resulting formula in case of
an RAA-application, or (and these are the only exceptions) it is itself canceled by
an RAA-application or it is a 1 immediately following such a hypothesis. O

One can draw some immediate corollaries from our results so far.
Corollary 7.2.14 Predicate logic is consistent.

Proof Suppose L, then there is a normal derivation ending in L with all hypothe-
ses canceled. There is a track through the conclusion; in this track there are no
introduction rules, so the top (hypothesis) is not canceled. Contradiction. 0

Note that Corollary 7.2.14 does not come as a surprise. We already knew that
predicate logic is consistent on the basis of the Soundness Theorem. The nice point
of the above proof is that it uses only syntactical arguments.

Corollary 7.2.15 Predicate logic is conservative over propositional logic.

Proof Let D be anormal derivation of I F ¢, where I" and ¢ contain no quantifiers;
then by the subformula property D contains only quantifier-free formulas, hence D
is a derivation in propositional logic. d

7.3 Normalization for Intuitionistic Logic

When we consider the full language, including Vv and 3, some of the notions intro-
duced above have to be reconsidered. We briefly mention them:
@(u)
D : .
e Inthe 3F u is called the proper variable.
Ix p(x) o

o
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e The lemmas on bound variables, proper variables and free variables remain cor-
rect.
e Cuts and cut formulas are more complicated, they will be dealt with below.

As before we assume that our derivations satisfy the conditions on free and bound
variables and on proper variables.

Intuitionistic logic adds certain complications to the technique developed above.
We can still define all conversions:

D [p1] [¢2] D;
. ®i Dy D, ©i
V-conversion v converts to
Y1V o o Dy
VE
o o
D () D
. (1) 2 p(t)
J-conversion converts to
Ix o(x) o D'[t/y]
o2 o

()
Lemma 7.3.1 For any derivation D' with y not free in o and t free for y in ¢(y),
o) - ’
D'[t/y] is also a derivation.
(o2

Proof Induction on D', O

It becomes somewhat harder to define tracks; recall that tracks were introduced
in order to formalize something like “essential successor”. In ‘”_:/f'/f ¢ we did not
consider ¢ to be an “essential successor” of ¢ (the minor premise) since i has
nothing to do with ¢.

In VE and 3E the canceled hypotheses have something to do with the major
premise, so we deviate from the geometric idea of going down in the tree and we
make a track that ends in ¢ Vv ¥ both continuing through (the canceled) ¢ and ¥;
similarly a track that gets to Ix¢(x) continues through (the canceled) ¢ (y).

The old clauses are still observed, except that tracks are not allowed to start at
hypotheses, canceled by VE or 3E. Moreover, a track (naturally) ends in a major
premise of VE or F if no hypotheses are canceled in these rule applications.
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Example
o] [ I
Ixp(x) I (x)
oM VY] Fxex) v Ixy(x) Ixp(x) v Ixy (x)
[Fx(e(x) v ¥ (x)] Ixe(x) vV Iy (x) .

Ixe(x) vV Ixy(x)

Ax(p(x) V ¥ (x)) = Ixp(x) vV Ixy (x)
In tree form:

9 110
7T 18
4 5/ 6
2 3

The derivation contains the following tracks:
(2,4,9,7,5,3,1),(2,4,10,8,6,3, 1).
There are still more problems to be faced in the intuitionistic case.

(1) There may be superfluous applications of vV E and 3E in the sense that “nothing
is canceled”.

D D’
Thatis, in  Jxe(x) o no hypotheses ¢(y) are canceled in D’.

o
We add extra conversions to get rid of those elimination rule applications:

D D D>

oV Y o o  converts to

o
if ¢ and ¢ are not canceled in resp. D1, D».
D D’
D/
ngo(x) o converts to
_ o
o

if @(y) is not canceled in D',
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(i) An introduction may be followed by an elimination in a track without giving
rise to a conversion.

Example
] [l ] [l
— Al — Al
YNV (2% A
VE
A
—— AE
2

In each track there is an A-introduction and two steps later an A-elimination, but
we are not in a position to apply a reduction.

We would still not be willing to accept this derivation as “normal”, if only be-
cause nothing is left of the subformula property: ¢ A ¢ is neither a subformula of its
predecessor in the track, nor of its predecessor. The problem is caused by the repeti-
tions that may occur because of VE and 3E, e.g. one may get a string of occurrences
of the same formula:

D
Iig1(x1) o

xo02(x2) o

Jx33(x3) o

Ax, 00 (x1) o

o
Clearly the formulas that would have to interact in a reduction may be too far
apart. The solution is to change the order of the rule applications; we call this a
permutation conversion.
Our example is converted by “pulling” the A E upwards:
lo]  [¢] ol [o]
— NI — Al

YN YAy
— AE

pVoe % 4

2
Now we can apply the A-conversion:

ANE
VvE

oVvo [p] [¢]

@
In view of the extra complications we have to extend our notion of cut.

VE



7.3 Normalization for Intuitionistic Logic 201

Definition 7.3.2 A string of occurrences of a formula o in a track which starts with
the result of an introduction and ends with an elimination is called a cut segment.
A maximal cut segment is one with a cut formula of maximal rank.

We have seen that the elimination at the bottom of the cut segment can be per-
muted upwards:

Example
[v] [v]
D D
o o
Ixp1(x) Yo converts to Ixp1(x) Yo
Iye2(y) v =0 v —o v
ndy v Bye2(y) o
o o
and then to
(V]
D
1%
v—>o ¥
Jxp) (x) o
Aypa(y) o
o

Now we can eliminate the cut formula ¥ — o

v
D
Ixp1(x) o
Aypa(y) o
o

So a cut segment may be eliminated by applying a series of permutation conversions
followed by a “connective conversion”.

As in the smaller language, we can restrict our attention to applications of the
L -rule for atomic instances.



202 7 Normalization

We just have to consider the extra connectives:

D
D
€L
1 can be replaced by —
@
oV Y —
VY
D
D
1 can be replaced by ——
()
Axep(x)
Fxgp(x)

We will show that in intuitionistic logic derivations can be normalized.
We define the cut rank as before, but now for cut segments.

Definition 7.3.3 (i) The rank of a cut segment is the rank of its formula.
(ii) d = max{r(¢)|¢ cut formula in D}, n = number of maximal cut segments,
cr(D) = (d, n) with the same lexicographical ordering.

Lemma 7.3.4 If D is a derivation ending with a cut segment of maximal rank such
that all cut segments distinct from this segment have a smaller rank, then a number
of permutation conversions and a conversion reduce D to a derivation with smaller
cut rank.

Proof (i) Carry out the permutation conversions on a maximal segment, so that an
elimination immediately follows an introduction. For example,

¢ ¥ ¢ ¥
PAY PAY
- > -
2 ¥
Observe that the cut rank is not raised. We now apply the “connective” conversion
to the remaining cut. The result is a derivation with a lower d. O

Lemma 7.3.5 If cr(D) > (0, 0), then there is a D’ such that D > D' and cr(D') <
cr(D).

Proof Let s be a maximal segment such that in the subderivation D ending with s no
other maximal segments occur. Apply the reduction steps indicated in Lemma 7.3.4;
then D is replaced by D’ and either the d is not lowered, but n is lowered, or d is
lowered. In both cases cr(D’) < cr(D). O
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Theorem 7.3.6 (Weak Normalization) FEach intuitionistic derivation normalizes.
Proof Apply Lemma 7.3.5. O

Observe that the derivation may grow in size during the reductions, e.g.

[p]! [p]!
PV eVY wvwl p—o [p]? v—o [y

VY o o
2
o
is reduced by a permutation conversion to
o] P ¢—0 WP ¢¥—o
oV o o
2
oV o D
1
o
where
2k o ¢—>o WP voo
oV Y o o]
= 3
o

In general, parts of derivations may be duplicated.
The structure theorem for normal derivations holds for intuitionistic logic as well;
note that we have to use the extended notion of frack and that segments may occur.

Fact 7.3.7 (i) In a normal derivation, no application of an introduction rule can
precede an application of an elimination rule.

(1) A track in a normal derivation is divided into (at most) three parts: an elim-
ination part, followed by a L part, followed by an introduction part. These parts
contain segments, the last formula of which is resp. the major premise of an elimi-
nation rule, the falsum rule or (an introduction rule or the conclusion).

(iii) In a normal derivation the conclusion is in at least one maximal track.

Theorem 7.3.8 (Subformula Property) In a normal derivation of I' & ¢, each for-
mula is a subformula of a hypothesis in I", or of ¢.

Proof Left to the reader. O

Definition 7.3.9 The relation “gp is a strictly positive subformula occurrence of
is inductively defined by:
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(1) ¢ is a strictly positive subformula occurrence of ¢,

(2) ¥ is a strictly positive subformula occurrence of ¢ A Y, ¥ A, @ Vi, ¥ V @,
o>y,

(3) ¢ is a strictly positive subformula occurrence of Vxr, x .

Note that here we consider occurrences; as a rule this will be tacitly understood.
We will also say, for short, ¢ is strictly positive in ¥, or ¢ occurs strictly positive
in . The extension to connectives and terms is obvious, e.g. “V is strictly positive

in ¥,

Lemma 7.3.10 (i) The immediate successor of the major premise of an elimina-
tion rule is strictly positive in this premise (for — E, NE,VE this actually is the
conclusion).

(i) A strictly positive part of a strictly positive part of ¢ is a strictly positive part

of ¢.
Proof Immediate. 0
We now give some applications of the Normal Form Theorem.

Theorem 7.3.11 Let I' - ¢ Vv , where I' does not contain V in strictly positive
subformulas, then I' =@ or I' =

Proof Consider a normal derivation D of ¢ Vv ¢ and a maximal track 7. If the first
occurrence ¢ V Y of its segment belongs to the elimination part of 7, then ¢ Vv
Y is a strictly positive part of the hypothesis in ¢, which has not been canceled.
Contradiction.

Hence ¢ Vv ¢ belongs to the introduction part of ¢, and thus D contains a sub-
derivation of ¢ or of .

o
@
Dy VY
D looks like Di—2 '
Dy VY
Dy oV Yy
VY

The last k steps are 3E or VE. If any of them were an V-elimination then the
disjunction would be in the elimination part of a track and hence a v would occur
strictly positive in some hypothesis of I". Contradiction.
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Hence all the eliminations are IE. Replace the derivation now by:

Dr ¢
@

In this derivation exactly the same hypotheses have been canceled, so I" - ¢. [J

Consider a language without function symbols (i.e. all terms are variables or
constants).

Theorem 7.3.12 If I' - 3xp(x), where I" does not contain an existential formula
as a strictly positive part, then I' = @(t1) V --- V @(t,), where the terms ty, ..., t,
occur in the hypotheses or in the conclusion.

Proof Consider an end segment of a normal derivation D of Ix¢(x) from I". End
segments run through minor premises of VE and JE. In this case an end segment
cannot result from 3E, since then some Jug (1) would occur strictly positive in 1.
Hence the segment runs through minor premises of Vv E’s. That is, we get:

[or1] [B1]

Dy D,
ar VA Jxex) Fxp(x)
aV B Fxp(x) Ixp(x)
Axp(x)
Ixe(x)

dxp(x) at the beginning of an end segment results from an introduction (else it
would occur strictly positive in I"), say from ¢(#;). It could also result from a L
rule, but then we could conclude a suitable instance of ¢(x).
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We now replace the parts of D yielding the tops of the end segments by parts
yielding disjunctions:

[orq] [B1]

Dy D,
() @(t2)
ar VB o)V e(n) (1) Vv e(t2)

aV B (1) Vv @(t2) @(13)

e(t) Vo) V...Vt

So I' =Y/ ¢(#;) . Since the derivation was normal the various #;’s are subterms
of I' or Ixe(x). O

Corollary 7.3.13 If in addition Vv does not occur strictly positive in I", then I -
o©(t) for a suitable t.

Corollary 7.3.14 If the language does not contain constants, then we get I
Yxp(x).

We have obtained here constructive proofs of the disjunction and existence prop-
erties, which had already been proved by classical means in Chap. 6.

Exercises

1. Show that there is no formula ¢ with atoms p and g without Vv so that - ¢ <
p V g (hence V is not definable from the remaining connectives).

2. If ¢ does not contain — then #; ¢. Use this to show that — is not definable by
the remaining connectives.

3. If A does not occur in ¢ and p and g are distinct atoms, then ¢ - p and ¢ - ¢
=¢ekl.

4. Eliminate the cut segment (o V 1) from

D;

D, o
Dy Ix@a(x) oVvrT [o] [7]
Iye1(y) oVt Dy Ds
oVvT P P

P

5. Show that a prenex formula (Qx1) - - - (Q,Xx,)e is derivable if and only if a suit-
able quantifier-free formula, obtained from ¢, is derivable. This, in combination
with Exercise 15 of Chap. 6, yields another proof of Exercise 33 of Chap. 6.
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7.4 Additional Remarks: Strong Normalization and
the Church-Rosser Property

As we have already mentioned, there is a stronger result for natural deduction: ev-
ery reduction sequence terminates (i.e. < is well-founded). For proofs see Girard
(1987) and Girard et al. (1989). Indeed, one can also show for > the Church—Rosser
property (or confluence property): if D > D1, D > D, then there is a D3 such that
D1 = D3 and D, > D3. As a consequence each D has a unique normal form. One
easily shows, however, that a given ¢ may have more than one normal derivation.

Normalization is an integral part of proof theory; a full treatment is definitely be-
yond this exposition. In particular we have suppressed the technicalities inherent to
the reduction process, the reader may consult the treatment in Prawitz (1965), Troel-
stra and Schwichtenberg (1996), Troelstra and van Dalen (1988), and Schwichten-
berg and Wainer (2012).



Chapter 8
Godel’s Theorem

8.1 Primitive Recursive Functions

We will introduce a class of numerical functions which evidently are effectively
computable. The procedure may seem rather ad hoc, but it gives us a surprisingly
rich class of algorithms. We use the inductive method, that is, we fix a number of
initial functions which are as effective as one can wish; after that we specify certain
ways to manufacture new algorithms out of old ones.

The initial algorithms are extremely simple indeed: the successor function, the
constant functions and the projection functions. It is obvious that composition (or
substitution) of algorithms yields algorithms. The use of recursion was as a device
to obtain new functions already known to Dedekind; that recursion produces al-
gorithms from given algorithms is also easily seen. In logic the study of primitive
recursive functions was initiated by Skolem, Herbrand, Godel and others.

We will now proceed with a precise definition, which will be given in the form of
an inductive definition. First we present a list of initial functions of an unmistakably
algorithmic nature, and then we specify how to get new algorithms from old ones.
All functions have their own arity, that is to say, they map N¥ to N for a suitable k.
We will in general not specify the arities of the functions involved, and assume that
they are chosen correctly.

The so-called initial functions are

e the constant functions Cl‘n with C,]:l (ng,...,ng_1) =m,
o the successor function S with S(n) =n + 1,
e the projection functions Pl-k with Pik (nog,...,ng_1)=n; (i <k).

New algorithms are obtained from old ones by substitution or composition and prim-
itive recursion.

o A class F of functions is closed under substitution if g, ho,...,hp_1 € F =
f e F,where f(n)=g(ho(),...,hp—1(n)).
e F is closed under primitive recursion if g, h € F = f € F, where
£(0,1) = g(it)
fm+1,1) =h(f(m,n),n,m).

D. van Dalen, Logic and Structure, Universitext, DOI 10.1007/978-1-4471-4558-5_8, 209
© Springer-Verlag London 2013
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Definition 8.1.1 The class of primitive recursive functions is the smallest class of
functions containing the constant functions, the successor function, and the projec-
tion functions, which is closed under substitution and primitive recursion.

Remark Substitution has been defined in a particular way: the functions that are sub-
stituted all have the same string of inputs. In order to make arbitrary substitutions
one has to do a little bit of extra work. Consider for example the function f(x, y)
in which we want to substitute g(z) for x and f(z,x) for y: f(g(2), f(z,x)).
This is accomplished as follows: put hg(x,z) = g(z) = g(Plz(x, 7)) and h(x,z) =
f(z,x) = f(P}(x,2), P{(x,2)). Then the required f(g(z), f(z,x)) is obtained as
f(ho(x, 2), h1(x, 2)). The reader is expected to handle cases of substitution that will
come up.

Let us start by building up a stock of primitive recursive functions. The technique
is not difficult at all; most readers will have used it on numerous occasions. The
surprising fact is that so many functions can be obtained by these simple procedures.
Here is a first example:

x + y, defined by

x+0=x
x+O+D)=x+y +1.

We will reformulate this definition so that the reader can see that it indeed fits the
prescribed format:

{+(0,x) =P (x)
+( 4+ 1,x) = S(P (+(y, x), P (x, y), PE(x, ).

As a rule we will we stick to traditional notation, so we will simply write x 4 y
for +(y, x). We will also tacitly use the traditional abbreviations from mathematics,
e.g. we will mostly drop the multiplication dot.

There are two convenient tricks to add or delete variables. The first one is the
introduction of dummy variables.

Lemma 8.1.2 (Dummy Variables) If f is primitive recursive, then so is g with
8(X0, -+ s Xn—1,20, -+ +» Zm—1) = f (X0, ..., Xn—1)-

Proof Put g(xo, ..., Xn—1,20s---»Zm—1) = f(PYT"(X,2), ..., PP™(X,2)). O

Lemma 8.1.3 (Identification of Variables) If f is primitive recursive, then so is
fxo, ..o, xp—D[xi/xj], where i, j <n.

Proof We need only consider the case i # j. f(xo,...,x,—1)[xi/x;] = f (P (xo,
"'7xn—1)’"'7Pin(x07"'7-x}’l—1)7""Pin('x()v"'v-x}’l—l)a"'7P:_1(x09"~9-xn—1))9
O

where the second P;" is at the jth entry.

A more pedestrian notation is f(xq, ..., Xj, - ..y Xjy .., Xn—1).
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Lemma 8.1.4 (Permutation of Variables) If f is primitive recursive, then so is g
with g(xo, ..., Xp—1) = f(x0, ..., Xp—1)[xi, Xj /X, x;], where i, j <n.

Proof Use substitution and projection functions. g

From now on we will use the traditional informal notation, e.g. g(x) =
f(x,x,x),or g(x,y) = f(y,x). For convenience we have used and will use, when
no confusion can arise, the vector notation for strings of inputs.

The reader can easily verify that the following examples can be cast in the re-
quired format of the primitive recursive functions.

. x+y
x+0=x
x+G+D)=Cx+y+1
2. x-y
x-0=0
x-(y+1)=x-y+x (weuse (1))
3. x¥

x0=1
=y . x

4. Predecessor function

(x) = x—1 ifx>0
PX)I=19 ifx=0

Apply recursion:

p0)=0
px+1)=x

5. Cut-off subtraction (monus)

Lo Jx—y ifx=y
* y_{O else

Apply recursion:
{ x=0=x
x=(+D=pkx=y)
6. Factorial function
n=1-2-3.--(n—1)-n
7. Signum function

(x) = 0 ifx=0
8= otherwise
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Apply recursion:
{ sg(0)=0
sgx+1)=1

8. 5g(x) =1-1s5g(x).

— 1 ifx=0

S§(x) = {0 otherwise
9. |x —y|.

Observe that |x —y|=(x = y)+ (y =~ x)
10. f(¥,y)=Y7_,8(X,i), where g is primitive recursive.

{Z?:og(i,i) =g(x,0)
S e i)=Y i) + gy + 1)

11. JT_, g, i), idem.

12. If f is primitive recursive and 7 is a permutation of the set {0, ..., n — 1}, then
g with g(X) = f(xz0, ..., Xz(n—1)) 18 also primitive recursive.

13. If f(X, y) is primitive recursive, so is f (X, k).

The definition of primitive recursive functions by direct means is a worthwhile
challenge, and the reader will find interesting cases among the exercises. For an
efficient and quick access to a large stock of primitive recursive functions there are,
however, techniques that cut a number of corners. We will present them here.

In the first place we can relate sets and functions by means of characteristic func-
tions. In the setting of number theoretic functions, we define characteristic functions
as follows: for A C N* the characteristic function K 4 : N¥ — {0, 1} of A is given by
neA& Ka()=1 (and hence 71 ¢ A & K4 (71) = 0). Warning: in logic the char-
acteristic function is sometimes defined with O and 1 interchanged. For the theory
that does not make any difference. Note that a subset of N¥ is also called a k-ary
relation. When dealing with relations we tacitly assume that we have the correct
number of arguments, e.g. when we write A N B we suppose that A, B are subsets
of the same NF,

Definition 8.1.5 A relation R is primitive recursive if its characteristic function is
SO.

Note that this corresponds to the idea of using K as a test for membership.
The following sets (relations) are primitive recursive:

. ¥: Kg(n) =0 for all n.
. The set of even numbers, E:
{ Kep0)=1
Ke(x +1) =58(KEg(x))
3. The equality relation: K_(x, y) =5g(|x — y|)
4. The order relation: K_(x,y) =sg((x + 1) = y).

N =
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Lemma 8.1.6 The primitive recursive relations are closed under U,N,¢ and
bounded quantification.

Proof Let C=ANB,thenxeC s xeAAxeB,s0 Kc(x) =14 Ka(x)=
1 A Kp(x) = 1. Therefore we put Kc(x) = Ka(x) - Kp(x). Hence the intersec-
tion of primitive recursive sets is primitive recursive. For union take K sup(x) =
sg(Ka(x) + Kp(x)), and for the complement K 4c (x) =5g(K 4 (x)).

We say that R is obtained by bounded quantification from S if R(ii, m) := Qx <
mS(n, x), where Q is one of the quantifiers V, 3.

Consider the bounded existential quantification: R(X, n) := 3y <nS(X, y), then
Kr(X,n)= sg(ZySn Ks(X,y)), soif S is primitive recursive, then R is so.

The V case is similar; it is left to the reader. O

Lemma 8.1.7 The primitive recursive relations are closed under primitive recursive
substitutions, i.e. if fo, ..., fa_1 and R are primitive recursive, then so is S(X) :=

R(fo(X), ..., fa—1(3)).

Proof Ks(X)=Kgr(fi(X),..., fa—1(X)). O
Lemma 8.1.8 (Definition by Cases) Let Ry, ..., R, be mutually exclusive primitive
recursive predicates, such that VX(R{(X) V Ry(X) V++-V Rp(X)) and let g1, ..., g

be primitive recursive functions, then f with

g1(X) if R1(X)

. 2 (%)  if Ra(X)
fQx) = :

gp(;) ipr(})

is primitive recursive.

Proof If Kg, (¥) = 1, then all the other characteristic functions yield 0, so we put
fE) =g1(X)- Kg,(X) + -+ gp(¥) - Kg, (¥). O

The natural numbers are well-ordered, that is, each non-empty subset has a least
element. If we can test the subset for membership, then we can always find this least
element effectively. This is made precise for primitive recursive sets.

Some notation—the minimization operator y is defined as follows: (uy)R(X, y)
is the least number y such that R(X, y) if there is one. Bounded minimization is
given by: (uy < m)R(X,y) is the least number y < m such that R(X, y) if such a
number exists; if not, we simply take it to be m.

Lemma 8.1.9 (Bounded Minimization) R is primitive recursive = (Ly < m)
R(X, y) is primitive recursive.
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Proof Consider the following table:

R R0 RGE1 .. RG&), RGEi+1 ... RGEm)
Kr O 0 1 0 1
g 0 0 1 1 1
o1 1 0 0 0
o1 2 i i i

In the first line we write the values of Kr(x,i) for 0 <i < m, in the sec-
ond line we make the sequence monotone, e.g. take g(¥,i) =sg3_;_o Kr(X, /).
Next we switch 0 and 1: h(X,i)-5gg(X,i) and finally we sum the i : f(X,i) =
Z’jzoh()_c', j). If R(%, j) holds for the first time in i, then f(X,m — 1) =i, and if
R(%, j) does not hold for any j < m, then f(X,m — 1) =m.

So (uy < m)R(X,y) = f(X,m — 1), and thus bounded minimization yields a
primitive recursive function. U

We put (uy <m)R(X,y) := (uy <m+1R(X, y).
Now it is time to apply our arsenal of techniques to obtain a large variety of
primitive recursive relations and functions.

Theorem 8.1.10 The following are primitive recursive.
1. The set of primes:
Prime(x)<&x is a prime<x 1 AVyz <x(x=yz—y=1vz=1).

2. The divisibility relation:

x|y Izsykx-z=y)
3. The exponent of the prime p in the factorization of x:

(ny <0[p” |x A= p"*x]

4. The “nth prime” function:

p(0)=2
pn+1) = (ux < p(n)"+2)(x is prime A x > p(n)).

Note that we start to count the prime numbers from zero, and we use the notation
pn=pn).So po=2, p1 =3, pp =35, .... The first prime is po, and the ith prime
is pi—1.

Proof One easily checks that the defining predicates are primitive recursive by ap-
plying the above lemmas. g
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Coding of Finite Sequences One of the interesting features of the natural number
system is that it allows a fairly simple coding of pairs of numbers, triples, ..., and
n-tuples in general. There are quite a number of these codings, each having its own
strong points. The two best known ones are those of Cantor and of Godel. Cantor’s
coding is given in Exercise 6, Godel’s coding will be used here. It is based on the
well-known fact that numbers have a unique (up to order) prime factorization.

The idea is to associate to a sequence (ng, ..., ni—1) the number 2notl g+l
; 1+l . . .
e p;"“ e pi 1]+ . The extra +1 in the exponents is used to take into account

that the coding has to show the zeros that occur in a sequence. From the prime fac-
torization of a coded sequence we can effectively extract the original sequence. The
way we have introduced these codes makes the coding unfortunately not a bijec-
tion; for example, 10 is not a coded sequence, whereas 6 is. This is not a terrible
drawback; there are remedies, which we will not consider here.

Recall that, in the framework of set theory a sequence of length n is a mapping
from {0, ...,n — 1} to N, so we define the empty sequence as the unique sequence
of length 0, i.e. the unique map from ¥ to N, which is the empty function (i.e. set).
We put the code of the empty sequence 1.

Definition 8.1.11

1. Seq(n) :=Vp,q < n(Prime(p) N Prime(q) Aq <pAp|n—q|n)An#0
(sequence number)
In words: n is a sequence number if it is a product of consecutive positive prime
powers.

2. lth(n) := (ux <n+ 1)[— px | n] (length)

3. (m)i=(ux <n)[pf |nA— pf"'] | n] — 1 (decoding or projection)
In words: the exponent of the ith prime in the factorization of n, minus 1. (n); ex-
tracts the ith element of the sequence.

4. nxm=n- ]_[l].ti(om)_l pl(tnh,l()rll;_-:l (concatenation)
In words: if m, n are codes of two sequences 1, 71, then the code of the concate-
nation of 7 and 7 is obtained by the product of n and the prime powers that one
gets by “moving up” all primes in the factorization of m by the length of n.

Remark 1 is trivially a sequence number. The length function only yields the cor-
rect output for sequence numbers, e.g. [th(10) = 1. Furthermore the length of 1 is
indeed 0, and the length of a 1-tuple is 1.

Notation We will use abbreviations for the iterated decoding functions:
(n)i,j = ((n);)j, etc.

Sequence numbers are from now on written as (no, ..., ng—1). So, for example,
(5,0) =26.3". We write () for the code of the empty sequence. The binary coding,
(x,y), is usually called a pairing function.
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So far we have used a straightforward form of recursion, each next output de-
pends on the parameters and on the previous output. But the Fibonacci sequence
shows us that there are more forms of recursion that occur in practice:

FO)=1
F()y=1
Fn+2)=Fn)+ Fn+1).

The obvious generalization is a function, where each output depends on the param-
eters and all the preceding outputs. This is called course-of-value recursion.

Definition 8.1.12 For a given function f (y,X) its “course-of-value” function
f(y,X) is given by

fO.3)=1 4
fO+1L,%)=f(y-X)- p;(y,x)ﬂ_
Example If f(0)=1, f(1) =0, f(2) =7, then f(0) =1, f(1) =2, f(2)=
21+l .31 f(3):22'3~58:<1’0’7>_

Lemma 8.1.13 If f is primitive recursive, then so is f.
Proof Obvious. O

Since f(n + 1) “codes” so to speak all information on f up to the nth value, we
can use f to formulate course-of-value recursion.

Theorem 8.1.14 If g is primitive recursive and f(y,x) = g(f(y,X),y, X), then f
is primitive recursive.

Proof We first define f.

{f(o,)?):l i i
fO+LX)=f(y, %) (g(f(y,X),y,x).

f is obviously primitive recursive. Since f(y,X) = (f(y + 1, X)) y we see that f is
primitive recursive. 0

By now we have collected enough facts for future use about the primitive recur-
sive functions. We might ask if there are more algorithms than just the primitive
recursive functions. The answer turns out to be yes. Consider the following con-
struction: each primitive recursive function f is determined by its definition, which
consists of a string of functions fo, fi, ..., fu—1 = f such that each function is ei-
ther an initial function, or obtained from earlier ones by substitution or primitive
recursion.

It is a matter of routine to code the whole definition into a natural number
such that all information can be effectively extracted from the code (see Hinman
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1978, p. 34). The construction shows that we may define a function F' such that
F(x,y) = fx(y), where fy is the primitive recursive function with code x. Now
consider D(x) = F(x, x) 4+ 1. Suppose that D is primitive recursive, i.e. D = f,, for
a certain n, but then D(n) = F(n,n) + 1 = f,(n) + 1 # f,,(n). Contradiction. It is
clear, however, from the definition of D that it is effective, i.e. we have an (informal)
algorithm to compute D(n) for each n; so we have indicated how to get an effec-
tive function which is not primitive recursive. The above result can also be given
the following formulation: there is no binary primitive recursive function F(x, y)
such that each unary primitive function is F(n, y) for some n. In other words, the
primitive functions cannot be primitive recursively enumerated.

The argument is in fact completely general; suppose we have a class of effective
functions that can enumerate itself in the manner considered above, then we can al-
ways “diagonalize out of the class” by the D function. We call this diagonalization.
The moral of this observation is that we have little hope of obtaining all effective
functions in an effective way. The diagonalization technique goes back to Cantor,
who introduced it to show that the reals are not denumerable. In general he used
diagonalization to show that the cardinality of a set is less than the cardinality of its
power set.

Exercises

1. If hy and h5 are primitive recursive, then so are f and g, where

f0)=a
g0)=az
fx+1D=h(f(x),gx),x)
g(x + 1) =ha(f(x), g(x), x).

2. Show that the Fibonacci series is primitive recursive, where

{f(0)=f(1)=1
fx+2)=fx)+ f(x+1).

3. Let [a] denote the integer part of the real number a (i.e. the greatest integer < a).
Show that [yxj], for natural numbers x and y, is primitive recursive.

4. Show that max(x, y) and min(x, y) are primitive recursive.

5. Show that the ged (greatest common divisor) and lcm (least common multiple)
are primitive recursive.

6. Cantor’s pairing function is given by P(x, y) = %((x + y)2 +3x +y). Show that
P is primitive recursive, and that P is a bijection of N? onto N. (Hint: consider in
the plane a walk along all lattice points as follows: (0,0) — (0, 1) — (1,0) —
0,2)— (1,1)— (2,0) — (0,3) = (1,2) — ---.) Define the “inverses” L and
R such that P(L(z), R(z)) = z and show that they are primitive recursive.

7. Show p, <2%".
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8.2 Partial Recursive Functions

Given the fact that the primitive recursive functions do not exhaust the numerical
algorithms, we extend in a natural way the class of effective functions. As we have
seen that an effective generation of all algorithms invariably brings us in conflict
with diagonalization, we will widen our scope by allowing partial functions. In this
way the conflicting situation D(n) = D(n) + 1 for a certain n only tells us that D is
not defined for 7.

In the present context functions have natural domains, i.e. sets of the form N”
(=A{(myg, ...,my_1) | m; € N}, called Cartesian products), a partial function has a
domain that is a subset of N”. If the domain is all of N”, then we call the function
total.

Example f(x)=x?1istotal, g(x) = uy[y?> =x]1is partial and not total (g(x) is the
square root of x if it exists).

The algorithms that we are going to introduce are called partial recursive func-
tions; perhaps recursive, partial functions would have been a better name. However,
the name has come to be generally accepted. The particular technique for defining
partial recursive functions that we employ here goes back to Kleene. As before,
we use an inductive definition; apart from clause R7 below, we could have used
a formulation almost identical to that of the definition of the primitive recursive
functions. Since we want a built-in universal function, that is a function that effec-
tively enumerates the functions, we have to employ a more refined technique that
allows explicit reference to the various algorithms. The trick is not esoteric at all,
we simply give each algorithm a code number, called its index. We fix these indices
in advance so that we can speak of the “algorithm with index e yields output y on
input (xo, ..., x,—1)”, symbolically represented as {e}(xo, ..., Xp—1) = ¥.

The heuristics of this “index applied to input” is that an index is viewed as
a description of an abstract machine that operates on inputs of a fixed arity. So
{e}(i1) >~ m must be read as “the machine with index e operates on 7 and yields
output m”. It may very well be the case that the machine does not yield an output;
in that case we say that {e} (i) diverges. If there is an output, we say that {e}(ii) con-
verges. That the abstract machine is an algorithm will appear from the specification
in the definition below.

Note that we do not know in advance that the result is a function, i.e. that for
each input there is at most one output. However plausible that is, it has to be shown.
Kleene has introduced the symbol ~ for “equality” in contexts where terms may
be undefined. This happens to be useful in the study of algorithms that need not
necessarily produce an output. The abstract machines above may, for example, get
into a computation that runs on forever. For example, it might have an instruction
of the form “the output at n is the successor of the output at n 4+ 1”. It is easy to
see that for no n an output can be obtained. In this context the use of the existence
predicate would be useful, and >~ would be the = of the theory of partial objects
(cf. Troelstra—van Dalen, 2.2). The convention ruling ~~ is: if # >~ s then ¢ and s are
simultaneously defined and identical, or they are simultaneously undefined.
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Definition 8.2.1 The relation {e}(X) > y is inductively defined by

R1 {{0,n,q)}(mo, ..., my—1) >q

R2 {{(1,n,i)}(mg,...,my—_1) >m;,forO0<i <n

R3 {(2,n,i)}(mg, ..., my_1)>=m; +1,forO0<i <n

R4 {3,n+4}(p,q,r,s,mp,...,mu_1) =pifr=s
{B,n+4Yp,q,r,s,mo,...,mu_1)=qifr#s

RS {{4,n,b,co,...,cr—1)}(mo, ..., my—1) = p if there are g, ..., gr—1 such that
{ciY(mo, ...,my—1) = qi(0 <i <k)and {b}(q0, ..., qk—1) = p

R6 {(5,n4+2)}(p,q,mo, .., mn—1) = S, (P, q)

R7 {(6,n+ 1)}(b,mog, ..., mu_1) =~ p if {b}(mo,...,m—1) = p

The function S, in R6 will be specified in the S™ theorem below.
Keeping the above reading of {e}(X) in mind, we can paraphrase the schemas as
follows:

R1 the machine with index (0, n, g) yields for input (my, ..., m,_1) output g (the
constant function)

R2 the machine with index (1,7, i) yields for input m output m; (the projection
function P")

R3 the machine with index (2, n, i) yields for input m output m; + 1 (the successor
function on the ith argument)

R4 the machine with index (3, n + 4) tests the equality of the third and fourth argu-
ments of the input and yields the first argument in the case of equality, and the
second argument otherwise (the discriminator function)

R5 the machine with index (4, n, b, cg, ..., cx—1) first simulates the machines with
index co, ..., ck—1 with input 7, then uses the output sequence (qo, ..., grk—1)
as input and simulates the machine with index b (substitution)

R7 the machine with index (6, n + 1) simulates for a given input b, mg, ..., m,_1,
the machine with index b and input mo, ..., m,_1 (reflection)

Another way to view R7 is that it provides a universal machine for all machines
with n-argument inputs, that is, it accepts as an input the indices of machines, and
then simulates them. This is the kind of machine required for the diagonalization
process. If one thinks of idealized abstract machines, then R7 is quite reasonable.
One would expect that if indices can be “deciphered”, a universal machine can be
constructed. This was indeed accomplished by Alan Turing, who constructed (ab-
stractly) a universal Turing machine.

The scrupulous might call R7 a case of cheating, since it does away with all the
hard work one has to do in order to obtain a universal machine, for example in the
case of Turing machines.

As {e}(X¥) >~ y is inductively defined, everything we proved about inductively
defined sets applies here. For example, if {e}(X) 2 y is the case, then we know that
there is a formation sequence (see p. 9) for it. This sequence specifies how {e} is
built up from simpler partial recursive functions.

Note that we could also have viewed the above definition as an inductive defini-
tion of the set of indices (of partial recursive functions).
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Lemma 8.2.2 The relation {e}(X) > y is functional.

Proof We have to show that {e} behaves as a function, that is {e}(X) =~ y,
{e}(X) ~ z = y = z. This is done by induction on the definition of {e}. We leave the
proof to the reader. g

The definition of {e}(71)) >~ m has a computational content, it tells us what to
do. When presented with {e}(7), we first look at e; if the first “entry” of e is 0, 1
or 2, then we compute the output via the corresponding initial function. If the first
“entry” is 3, then we determine the output “by cases”. If the first entry is 4, we first
do the subcomputations indicated by {c;} (), then we use the outputs to carry out
the subcomputation for {b} (7). And so on.

If R7 is used in such a computation, we are no longer guaranteed that it will stop;
indeed, we may run into a loop, as the following simple example shows.

From R7 it follows, as we will see below, that there is an index e such that
{e}(x) = {x}(x). To compute {e} for the argument ¢ we pass, according to R7, to
the right-hand side, i.e. we must compute {e}(e), since e was introduced by R7, we
must repeat the transitions to the right-hand side, etc. Evidently our procedure does
not get us anywhere!

Conventions. The relation {e}(X) ~ y defines a function on a domain, which
is a subset of the “natural domain”, i.e. a set of the form N”. Such functions are
called partial recursive functions; they are traditionally denoted by symbols from
the Greek alphabet, ¢, ¥, o, etc. If such a function is total on its natural domain,
it is called recursive, and denoted by a roman symbol, f, g, i, etc. The use of the
equality symbol “=""is proper in the context of total functions. However, in practice
when no confusion arises, we will often use it instead of “~”. The reader should
take care not to confuse formulas and partial recursive functions; it will always be
clear from the context what a symbol stands for. Sets and relations will be denoted
by roman capitals. When no confusion can arise, we will sometimes drop brack-
ets, as in {e}x for {e}(x). Some authors use a “bullet” notation for partial recursive
functions: e @ X. We will stick to “Kleene brackets”: {e}(x).

The following terminology is traditionally used in recursion theory.

Definition 8.2.3

1. If for a partial function ¢ Jy(p(X) = y), then we say that ¢ converges at X,
otherwise ¢ diverges at X.

2. If a partial function converges for all (proper) inputs, it is called fotal.

. A total partial recursive function (sic!) will be called a recursive function.

4. A set (relation) is called recursive if its characteristic function (which, by defini-
tion, is total) is recursive.

W

Observe that it is an important feature of computations, as defined in Defini-
tion 8.2.1, that {e}(yo(@), ¥1(71), ..., Yix—1(1)) diverges if one of its arguments
Y (1) diverges. So, for example, the partial recursive function {e}(x) — {e}(x) need
not converge for all e and x, we first must know that {e}(x) converges!
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This feature is sometimes inconvenient and slightly paradoxical, e.g. in direct
applications of the discriminator scheme R4, {(3, 4)}(¢(x), ¥ (x), 0, 0) is undefined
when the (seemingly irrelevant) function v (x) is undefined.

With a bit of extra work, we can get an index for a partial recursive function that
does definition by cases on partial recursive functions:

{er}(X) if g1(X) = g2(X)

le}(x) = { {e2}(X) if g1(X) # g2(X)

for recursive g1, g2.
Define

> el if g1(X) = g2(X)
o) = { er it 91(F) # ()
by ¢(X) = {(3,4)}(e1, €2, 81(X), £2(xX)). So {e}(x) = {Y(H)}(X) = [byR7]
{(6,n + 1)}(¥(X), X). Now use R5 (substitution) to get the required index.
Since the primitive recursive functions form such a natural class of algorithms, it
will be our first goal to show that they are included in the class of recursive functions.
The following important theorem has a neat machine motivation. Consider a ma-
chine with index e operating on two arguments x and y. Keeping x fixed, we have
a machine operating on y. So we get a sequence of machines, one for each x. Does
the index of each such machine depend in a decent way on x ? The plausible answer
seems “yes”. The following theorem confirms this.

Theorem 8.2.4 (The S Theorem) For every m,n with 0 < m < n there exists a
primitive recursive function S)' such that

{Srrln(e’ X0+ xm—l)}(xmv s Xp—1) = {e} (X).
Proof The first function, S,]l, occurs in R6. We have postponed the precise definition,
here it is:
Sp(e,y) =4, (&)1 = L€, (0, ()1 ~ 1, ),
(1, (1= 1,0),.... (1, (&)1 = 1,n = 2)).

Note that the arities are correct, {e} has one argument more than the constant func-
tion and the projection functions involved.
Now {S} (e, y)}(¥) = z < there are g - - - ¢, such that

{{0. ()1 = 1 y)} &) =q0
{1, (1~ 1,0)}(¥) =q1

{(i, (@1=1,n=2)}(X) = gn—1
{e}(q01 ~--14n—1) =Z.

By the clauses R1 and R2 we get go =y and ¢j+1 =x; (0 <i <n —1), so
{S)(e, y)}(¥) = {e}(y, X). Clearly, S, is primitive recursive.
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The primitive recursive function S is obtained by applying S,ll m times. From
our definition it follows that S is also recursive. O

The S function allows us to consider some inputs as parameters, and the rest
as proper inputs. This is a routine consideration in everyday mathematics: “consider
f(x,y) as a function of y”. The logical notation for this specification of inputs
makes use of the lambda operator. Say t(x, y, z) is a term (in some language), then
Ax - t(x,y,z) is for each choice of y, z the function x — #(x, y, z). We say that
y and z are parameters in this function. The evaluation of these lambda terms is
simple: Ax - ft(x,y,z)(n) =t(n,y,z). This topic belongs to the lambda calculus;
for us the notation is just a convenient tool to express ourselves succinctly.

The S theorem expresses a uniformity property of the partial recursive func-
tions. It is obvious indeed that, say for a partial recursive function ¢(x, y), each
individual ¢(n, y) is partial recursive (substitute the constant n function for x), but
this does not yet show that the index of Ay - ¢(x, y) is in a systematic, uniform way
computable from the index of ¢ and x. By the S} theorem, we know that the index
of {e}(x, y, z), considered as a function of, say, z depends primitive recursively on
x and y: {h(x, y)}(z) = {e}(x, y, z). We will see a number of applications of the S}’
theorem.

Next we will prove a powerful theorem about partial recursive functions that
allows us to introduce partial recursive functions by inductive definitions, or by
implicit definitions. Partial recursive functions can, by this theorem, be given as
solutions of certain equations.

Example

() = 0 if n is a prime, or 0, or 1
gl = ¢@2n+1)+1 otherwise.

Then ¢(0) = (1) = 9(2) = 9(3) = 0, p(4) = p(9) + 1 = 9(19) +2 =2, 9(5) = 0,
and, e.g. ¢(85) = 6. Prima facie, we cannot say much about such a sequence. The
following theorem of Kleene shows that we can always find a partial recursive so-
lution to such an equation for .

Theorem 8.2.5 (The Recursion Theorem) There exists a primitive recursive func-
tion rc such that for each e and X {rc(e)}(¥) = {e}(rc(e), X).

Let us note first that the theorem indeed gives the solution r of the following
equation: {r}(¥) = {e}(r, ¥). Indeed the solution depends primitive recursively on
the given index e: { f (e)}(x) = {e}(f (e), x). If we are not interested in the (primitive
recursive) dependence of the index of the solution on the old index, we may even be
content with the solution of { f}(x) = {e}(f, x).

Proof Let ¢(m, e, X) = {e}(S,%H(m,m,e),)?) and let p be an index of ¢. Put
re(e) = SZ+2(p, D, e), then

n
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{re@}@) = {S72(p. p. )} @) = {p}(p.e.X) = 9(p.e. %)
= {e}(S,%H(p, p.e),X) = {e}(re(e), X). -

As a special case we get the following.
Corollary 8.2.6 For each e there exists an n such that {n}(X) = {e}(n, X).

Corollary 8.2.7 If {e} is primitive recursive, then the solution of the equation
{Ff(e)}(X) ={e}(f(e), X) given by the recursion theorem is also primitive recursive.

Proof Immediate from the explicit definition of the function rc. g

We will give a number of examples as soon as we have shown that we can obtain
all primitive recursive functions, for then we have an ample stock of functions to
experiment on. First we have to prove some more theorems.

The partial recursive functions are closed under a general form of minimization,
sometimes called unbounded search, which for a given recursive function f(y, x)
and arguments X runs through the values of y and looks for the first one that makes
f(y,X) equal to zero.

Theorem 8.2.8 Let f be a recursive function, then ¢(X) = uy[ f(y, X) = 0] is par-
tial recursive.

Proof The idea is to compute consecutively f(0, %), f(1,%), f(2,X), ... until we
find a value 0. This need not happen at all, but if it does, we will get to it. While
we are computing these values, we keep count of the number of steps. This is taken
care of by a recursive function. So we want a function ¥ with index e, operating
on y and X, that does the job for us, i.c. a ¥ that after computing a positive value
for f(y, X) moves on to the next input y and adds a 1 to the counter. Since we have
hardly any arithmetical tools at the moment, the construction is rather roundabout
and artificial.

In the table below we compute f(y, X) step by step (the outputs are in the third
row), and in the last row we compute v (y, X) backwards, as it were.

y 0 1 2 3 k—1 k

f.x)  fO,%) f(,X5) QX% [fGx ... fk—1,%) f(kX)
2 7 6 2 .. 3 0

¥ (y, %) k k—1  k—2 k=3 .. 1 0

¥ (0, X) is the required k. The instruction for ¥ is simple:

.o if f(y,%)=0
‘”(y’x)_{w(yﬂ,;é)ﬂ else.
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In order to find an index for ¥, put ¥ (y, X) = {e}(y, ¥) and look for a value for e.
We introduce two auxiliary functions ¥r; and ¥, with indices b and c¢ such that
Yi(e,y,x)=0and Yr(e,y,X) =y (y+1,X) + 1 ={e}(y + 1,X) + 1. The index
c follows easily by applying R3, R7 and the S Theorem. If f(y,X) = 0 then we
consider ¥, if not, Y. Now we introduce, by clause R4, a new function yo which
computes an index:

b if f(y,¥)=0

xo(e, y,x) = {C else

and we put x (e, y,X) = {xo(e, y,%)}(e, y, X). The recursion theorem provides us
with an index eq such that x (eg, v, X¥) = {eo}(y, X).

We claim that {e(}(0, X) yields the desired value k, if it exists at all, i.e. eq is the
index of the ¥ we were looking for, and ¢(X) = {e}(0, X).

If f(y,X) #0then x(eo, y, X) = {c}(e0, y, X) = ¥a(ep, y,X) =¥ (y +1,X) + 1,
and if f(y,X) =0 then x(eg, y,x) = {b}(eq, y, X) =0.

If, on the other hand, & is the first value y such that f(y, ¥) =0, then ¥ (0, X¥) =
VA, +1=v2,X)+2=---=v¥(y0, %) +yo =k. O

Note that the given function need not be recursive, and that the above argument
also works for partial recursive f. We then have to reformulate pwy[ f (x, ¥) = 0] as
the y such that f(y,X) =0 and forall z <y f(z, X) is defined and positive.

Lemma 8.2.9 The predecessor is recursive.

Proof Define

.._]0 ifx=0
T T lwly+1=x] else
where uyly + 1 =x] = uy[f(y, x) =0] with
_JO ify+1=x
fG,x) = {1 else. O

Theorem 8.2.10 The recursive functions are closed under primitive recursion.

Proof Let g and h be recursive, and let f be given by
{ £0.3) =)
fO+1Lx)=h(f(y,x),x,y).
We rewrite the schema as
. F{E5) ify=0
S, %)= {h(f(y “1,%),% y=1) otherwise.

On the right-hand side we have a definition by cases. So, it defines a partial
recursive function with index, say, a of y, X and the index e of the function f we
are looking for. This yields an equation {e}(y, X) = {a}(y, X, e). By the recursion
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theorem the equation has a solution e¢p. And an easy induction on y shows that {eg}
is total, so f is a recursive function. O

We now get the obligatory result.

Corollary 8.2.11 All primitive recursive functions are recursive.

Now that we have recovered the primitive recursive functions, we can get lots of

partial recursive functions.

Examples

1.

Define ¢ (x) = {e}(x) + { f}(x), then by Corollary 8.2.11 and R5 ¢ is partial re-
cursive and we would like to express the index of ¢ as a function of e and f.
Consider (e, f,x) = {e}(x) + {f}(x). ¥ is partial recursive, so it has an in-
dex n, i.e. {n}(e, f,x) = {e}(x) + {f}(x). By the S Theorem there is a prim-
itive recursive function & such that {n}(e, f,x) = {h(n, e, f)}(x). Therefore,
g(e, f) =h(n,e, f) is the required function.

There is a partial recursive function ¢ such that p(n) = (¢(n + 1) + 12: con-
sider {z}(n) = {e}(z,n) = ({z2}(n + 1) + D). By the recursion theorem there is a
solution rc(e) for z, hence ¢ exists. A simple argument shows that ¢ cannot be
defined for any n, so the solution is the empty function (the machine that never
gives an output).

. The Ackermann function, see Smoryniski (1991, p. 70). Consider the following

sequence of functions:

wo(m,n) =n+m
pi1(m,n)=n-m
pr(m,n) =n"

Ok+1(m +1,n) = gp(@p+1(m,n),n) (k= 2).

This sequence consists of faster and faster growing functions. We can lump all
those functions together in one function

{(ﬂk+1 0,n)=n

@k, m,n) = gi(m,n).
The above equations can be summarized as

o0, m,n)=n+m

0 ifk=0
ok+1,0,n)=11 ifk=1
n else

ok+1,m+1,n)=¢k,ok+1,m,n),n).

Note that the second equation has to distinguish cases according to the @4
being the multiplication, exponentiation or the general case (k > 2).
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Using the fact that all primitive recursive functions are recursive, we rewrite
the three cases into one equation of the form {e}(k,m,n) = f(e, k, m,n) for a
suitable recursive f (Exercise 3). Hence, by the Recursion Theorem there exists
a recursive function with index e that satisfies the equations above. Ackermann
has shown that the function ¢ (n, n, n) eventually grows faster than any primitive
recursive function.
4. The Recursion Theorem can also be used for inductive definitions of sets or rela-
tions. This is seen by changing over to characteristic functions, e.g. suppose we
want a relation R(x, y) such that

R(x,y) & (x=0Ay#0)VEx#0OAYy#0ARKX—1,y—1).
Then we write

Kr(x,y) =s5g(58(x) - 5g(y) +sg(x) - sg(y) - Kr(x — 1,y — 1)),

so there is an e such that

KR(.X, y) = {e}(KR()C — lry - 1)’x’ y)

Now suppose K g has index z, then we have

{2}, y) = {e'}(z. x. ).

The solution {n} as provided by the Recursion Theorem is the required charac-
teristic function. One immediately sees that R is the relation “less than”. There-
fore {n} is total, and hence recursive; this shows that R is also recursive. Note
that by the remark following the Recursion Theorem we even get the primitive
recursiveness of R.

The following fundamental theorem is extremely useful for many applications.
Its theoretical importance is that it shows that all partial recursive functions can be
obtained from a primitive recursive relation by one minimization.

So minimization is the missing link between primitive recursive and (partial)
recursive.

Theorem 8.2.12 (Normal Form Theorem) There is a primitive recursive predicate
T such that {e}(X) = (uz)T (e, {(X), 2))1.

Proof Our heuristics for partial recursive functions was based on the machine
metaphor: think of an abstract machine with actions prescribed by the clauses R1
through R7. By retracing the index e of such a machine, we more or less give a
computation procedure. It now is a clerical task to specify all the steps involved in
such a “computation”. Once we have accomplished this, we have made our notion
of “computation” precise, and from the form of the specification, we can immedi-
ately conclude that “c is the code of a computation” is indeed primitive recursive.
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We look for a predicate T (e, u, z) that formalizes the heuristic statement “z is a
(coded) computation that is performed by a partial recursive function with index e
on input u” (i.e. (X)). The “computation” has been arranged in such a way that the
first projection of z is its output.

The proof is a matter of clerical perseverance—not difficult, but not exciting
either. For the reader it is better to work out a few cases by himself and to leave the
rest, than to spell out the following details.

First two examples.

(1) The successor function applied to (1, 2, 3):
§3(1,2,3)=2+1=3.

Warning, here 513 is used for the successor function operating on the second item of
the input string of length 3. The notation is only used here.

The index is e = (2,3, 1), the input is u = (1,2, 3) and the step is the direct
computation z = (3, (1,2, 3), (2,3, 1)) = (3, u, ).

(2) The composition of projection and constant functions.
P3(C5(7,0),5,1) = 1.

By RS the input of this function has to be a string of numbers, so we have to intro-
duce a suitable input. The simplest solution is to use (7, 0) as input and manufacture
the remaining 5 and 1 out of them. So let us put

P3(C5(7,0),5,1) = P3(C3(7,0), C3(7,0), C}(7,0)).

In order to keep the notation readable, we will use variables instead of the nu-
merical inputs.

@(yo, y1) = P35 (C3 (3o, 1), C3(y0, y1), Ci (yo, y)) = P3 (C3 (30, y1), X1, x2).

Let us first write down the data for the component functions:

Index Input Step
C} (0.2,00=ey (yo.y1)=u (0, u, e0) = 20
C: (0.2,x1)=er (yo,y1)=u (x1.u,e1) =z
C: (0.2.x)=er (y0.y1)=u (x2,u,e2) =22
P (1,3,2)=e3 (O,x,x2)=u (x2,u,e3) =23

Now for the composition:

Index Input Step

fo.y1) (4,2,e3,¢ep,e1,e2) =e (yo,y1) =u (x2,(y0, y1), €, 23, (20,21, 22)) =2




228 8 Godel’s Theorem

As we see in this example, “step” means the last step in the chain of steps that
leads to the output. Now for an actual computation on numerical inputs, all one has
to do is to replace yg, y1, X1, X2 by numbers and write out the data for ¢(yg, y1)-

We have tried to arrange the proof in a readable manner by providing a running
commentary.

The ingredients for, and conditions on, computations are displayed below. The
index contains the information given in the clauses Ri. The computation codes the
following items:

(1) the output
(2) the input
(3) the index
(4) subcomputations.

Note that z in the table below is the “master number”, i.e. we can read off the re-
maining data from z, e.g. e = (2)2, Ith(u) = (e)1 = (2)2,1 and the output (if any)
of the computation, (z)g. In particular we can extract the “master numbers” of
the subcomputations. So, by decoding the code for a computation, we can effec-
tively find the codes for the subcomputations, etc. This suggests a primitive recur-
sive algorithm for the extraction of the total “history” of a computation from its
code. As a matter of fact, that is essentially the content of the Normal Form Theo-
rem.

Index Input Step Conditions on
e u z subcomputations
Rl (0,n,q) () (q,u,e)
R2  (1,n,i) (*) (xi u,e)
R3 2,n,i) (x) (x; +1,u,e)
R4 3,n+4) (P, q,r,s,X) (p,u,e)ifr=s
(q,u,e)ifr#s
R5 4,n,b,co,...,cr_1) (x) ((z Yo, U, e, 7, 7,25, 2)_ are
( ..,zkfl)) computations with
indices b, cg, ..., Ck—1.-
Z’ has input
(z§)0s -+ (zg_1)o)
R6 (5,n+2) (p,q,%) (s,u,e) (cf. Theorem 8.2.4)
R7 (6,n+ 1) (b, X) (o, u,e, ') 7’ is a computation with

input (X) and index b

We will now proceed in a (slightly) more formal manner, by defining a predicate
C(z) (for z is a computation), using the information of the preceding table. For
convenience, we assume that in the clauses below, sequences u (in Seg(u)) have
positive length.
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C(z) is defined by cases as follows:

dg,u,e <zlz=1{(q,u,e) ASeq(u) Ae={0,lth(u), q)] D
or
Au,e,i <zlz=((u);,u,e) NSequ) Ne={1,lth(u),i)] 2)
or
Au,e,i <zlz=((u); + 1,u,e) ASeq(u) Ae=(2,Ith(u),i)] (©)]
or
Ju, e < z[Seq(u) Ae= (3, lth(u)) Alth(u) >4 A ([z= ((w)g,u, e)
A )y = @)3]VIz= (W), u,e) A (u)nequ)sl)] 4)
or
| Seq(z) Alth(z) =5 A Seq((2)2) A Seq((2)4) A lth((2)2)
C@=1 =344 A @20 =4AC(()3) A )30 =)0 A D31
=((2)4,0,05 - - (@)4,ith((2)4),0) N (2)3,2 = (222
ANZETIC@a0) A @ai2 = @o24i A@aia =0l ©)
or
As,u,e < z[z=(s,u,e) ASeq(u) Ae={(5,Ith(u))
As = (4, (u)o,1 — L, ), (0, w)o,1 — 1, @)1), (1, w)o,1 — 1,0),
w1 = 1, ()1 = 2))], (6)
or
Ju, e, w < z[Seq(u) Ae=(6,Ilth(y)) Az= ((w)g, u, e, w)y A C(w)
Aw)y =)o AW = (@)1, .-, @Wimn@)—1}]- @)

We observe that the predicate C occurs on the right-hand side only for smaller
arguments, furthermore all operations involved in this definition of C(z) are prim-
itive recursive. We now apply the recursion theorem, as in the example on p. 226,
and conclude that C(z) is primitive recursive.

Now we put T(e,X,z) := C(z) A e = (2)2 A {X) = (2)1. So the predicate
T (e, X, z) formalizes the statement “z is the computation of the partial recursive
function (machine) with index e operating on input (X)”. The output of the compu-
tation, if it exists, is U (z) = (2)o; hence we have {e}(X) = (uzT (e, X, 2))o.

For applications the precise structure of 7 is not important; it is good enough to
know that it is primitive recursive. g

Exercises

1. Show that the empty function (that is the function that diverges for all inputs) is
partial recursive. Indicate an index for the empty function.

2. Show that each partial recursive function has infinitely many indices.

3. Carry out the conversion of the three equations of the Ackermann function into
one function, see p. 225.

8.3 Recursively Enumerable Sets

If a set A has a recursive characteristic function, then this function acts as an effec-
tive test for membership. We can decide which elements are in A and which not.
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Decidable sets, convenient as they are, demand too much; it is usually not necessary
to decide what is in a set, as long as we can generate it effectively. Equivalently, as
we shall see, it is good enough to have an abstract machine that only accepts ele-
ments, and does not reject them. If you feed it an element, it may eventually show a
green light of acceptance, but there is no red light for rejection.

Definition 8.3.1

1. A set (relation) is (recursively) decidable if it is recursive.

2. A set is recursively enumerable (RE) if it is the domain of a partial recursive
function.

3. Wek ={xe Nk|3y({e}(7c) =y}, i.e. the domain of the partial recursive func-
tion {e}. We call e the RE index of We" . If no confusion arises we will delete
the superscript.

Notation We write ¢(x) | (resp. ¢(X) 1) for ¢(X) converges (resp. ¢(¥) diverges).

It is good heuristics to think of RE sets as being accepted by machines, e.g. if A;
is accepted by machine M; (i =0, 1), then we make a new machine that simulates
My and M, simultaneously, e.g. you feed My and M an input, and carry out the
computation alternatingly—one step for My and then one step for My, and so n is
accepted by M if it is accepted by My or M. Hence the union of two RE sets is
also RE.

Example 8.3.2

1. N = the domain of the constant 1 function.

2. ¥ = the domain of the empty function. This function is partial recursive, as we
have already seen.

3. Every recursive set is RE. Let A be recursive, put

Y(X) =puy[Ka@®) =y Ay #0].
Then Dom(yr) = A.

The recursively enumerable sets derive their importance from the fact that they
are effectively given, in the precise sense of the following theorem. Furthermore it is
the case that the majority of important relations (sets) in logic are RE. For example
the set of (codes of) provable sentences of arithmetic or predicate logic is RE. The
RE sets represent the first step beyond the decidable sets, as we will show below.

Theorem 8.3.3 The following statements are equivalent (A C N):

1. A = Dom(yp) for some partial recursive ¢,
2. A = Ran(yp) for some partial recursive @,
3. A={x|qyR(x, y)} for some recursive R.
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Proof (1) = (2). Define ¢ (x) = x - sg(e(x) + 1). If x € Dom(¢), then ¥ (x) = x,
so x € Ran(y), and if x € Ran(yr), then ¢(x) |, so x € Dom(¢).
(2) = (3) Let A = Ran(¢), with {g} = ¢, then

xeA & Fw[T(g. (wo. (w)) Ax=w)o]

The relation in the scope of the quantifier is recursive.
Note that w “simulates™ a pair: first coordinate—input, second coordinate—
computation, all in the sense of the Normal Form Theorem.
(3) = (1) Define ¢(x) = wyR(x, y). ¢ is partial recursive and Dom(¢) = A.
Observe that (1) = (3) also holds for A C NF. O

Since we have defined recursive sets by means of characteristic functions, and
since we have established closure under primitive recursion, we can copy all the
closure properties of primitive recursive sets (and relations) for the recursive sets
(and relations).

Next we list a number of closure properties of RE sets. We will also write sets
and relations as predicates, when that turns out to be convenient.

Theorem 8.3.4

1. If A and B are RE, then so are AU B and AN B.

2. If R(x,9) is RE, then so is xR (x, ¥).

3. If R(x,9) is RE and ¢ partial recursive, then R(¢(y,7),y) is RE.
4. If R(x, ) is RE, then so are Vx < zR(x,y) and 3x < zR(x, y).

Proof (1) There are recursive R and S such that

AV & 3xR(x, ),
By & 3xS(x,y).
Then

AYABY & Axixn(RGx, ) AS(2,5))
& 3z(R(()0,¥) A S((2)1,)).

The relation in the scope of the quantifier is recursive, so A N B is RE. A similar
argument establishes the recursive enumerability of A U B. The trick of replacing
x1 and x3 by (z)o and (z)1 and Jxx, by 3z is called contraction of quantifiers.
(2) Let R(x,y) < 3zS(z,x,y) for a recursive S, then IxR(x,y) < Ix3z
S(z,x,¥) < uS((w)o, ()1, ). So the projection Ax R(x, y) of R is RE.
Geometrically speaking, 3xR(x, ¥) is indeed a projection. Consider the two-
dimensional case.

The vertical projection S of R is given by Sx < JyR(x, y).
(3) Let R be the domain of a partial recursive v/, then R(¢(¥, Z), ¥) is the domain

of ¥ (p(¥,2),y).
(4) Left to the reader. 0
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Theorem 8.3.5 The graph of a partial function is RE iff the function is partial
recursive.

Proof G = {(X,y)|ly = {e}(X)} is the graph of {e}. Now (X¥,y) € G &
Az(T (e, (X¥),2) Ay = (2)0), so G is RE.

Conversely, if G is RE, then G(X,y) < 3zR(X,y,z) for some recursive R.
Hence ¢(¥) = (uwR (X, (w)o, (w)1))o, SO ¢ is partial recursive. O

We can also characterize recursive sets in terms of RE sets. Suppose both A and
its complement A€ are RE, then (heuristically) we have two machines enumerating
A and A°. Now the test for membership of A is simple: turn both machines on and
wait for n to turn up as output of the first or second machine. This must necessarily
occur in finitely many steps since n € A or n € A° (principle of the excluded third!).
Hence, we have an effective test. We formalize the above.

Theorem 8.3.6 A is recursive < A and A€ are RE.

Proof = istrivial: A(X) < 3yA(X), where y is a dummy variable. Similarly for A°.

& Let A(X) & IyR(X,y), ~A(X) & 3zS8(v, 2). Since VX (A(X) VvV —A(X)), we
have VX3y(R(¥,y) vV S(X,¥)), so f(X) = uy[R(X,y) v S(X, y)] is recursive and if
we put in the y that we found in R(X, y), then we know that if R(X, (X)) is true,
the X belongs to A. So A(X) & R(X, f(X)), i.e. A is recursive. d

For partial recursive functions we have a strong form of definition by cases.

Theorem 8.3.7 Let Yy, ..., Yy be partial recursive, Ry, . .., Ry—1 mutually disjoint
RE relations, then the following function is partial recursive:

Yo(X¥)  if Ro(X)
Yi(X)  if Ri(X)
P(X) =

V1) if Reer ()
0 else

Proof We consider the graph of the function ¢.
G, y) & (REAY=91(X) V-V (R1(X) Ay =19p_1(X)).
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By the properties of RE sets, G(x, y) is RE and, hence, ¢(x) is partial recursive.
(Note that the last case in the definition of ¢ is just a bit of decoration.) O

Now we can show the existence of undecidable RE sets.

Examples
(1) (The Halting Problem (Turing))

Consider K = {x|3zT (x, x, z)}. K is the projection of a recursive relation, so it
is RE. Suppose that K¢ is also RE, then x € K¢ < 37T (e, x, z) for some index e.
Now e € K < 37T (e, e, z) < e € K€. Contradiction. Hence K is not recursive by
Theorem 8.3.6. This tells us that there are recursively enumerable sets which are not
recursive. In other words, the fact that one can effectively enumerate a set, does not
guarantee that it is decidable.

The decision problem for K is called the halting problem, because it can be
paraphrased as “decide if the machine with index x performs a computation that
halts after a finite number of steps when presented with x as input”. Note that it is
ipso facto undecidable if “the machine with index x eventually halts on input y”.

It is a characteristic feature of decision problems in recursion theory, that they
concern tests for inputs out of some domain. It does not make sense to ask for a
decision procedure for, say, the Riemann hypothesis, since trivially there is a recur-
sive function f that tests the problem in the sense that f(0) = 0 if the Riemann
hypothesis holds and f(0) = 1 if the Riemann hypothesis is false. Namely, consider
the functions fo and f, which are the constant 0 and 1 functions respectively. Now
logic tells us that one of the two is the required function (this is the law of the ex-
cluded middle); unfortunately we do not know which function it is. So for single
problems (i.e. problems without a parameter), it does not make sense in the frame-
work of recursion theory to discuss decidability. As we have seen, intuitionistic logic
sees this “pathological example” in a different light.

(2) Itis not decidable if {x} is a total function.

Suppose it were decidable, then we would have a recursive function f such that
f(x) =0 <% {x} is total. Now consider

. y) = 0 ifxek
P, y) = 1 else

By the S} Theorem there is a recursive & such that {2 (x)}(y) = ¢(x, y). Now
{h(x)}istotal & x € K, so f(h(x)) =0 x € K, i.e. we have a recursive charac-
teristic function sg( f (h(x))) for K. Contradiction. Hence such an f does not exist,
that is {x|{x} is total} is not recursive.

(3) The problem “W, is finite” is not recursively solvable.

In words, “it is not decidable whether a recursively enumerable set is finite”.
Suppose that there was a recursive function f such that f(e) =0 < W, is fi-
nite. Consider the /(x) defined in example (2). Clearly W,y = Dom{h(x)} =0 <
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x € K, and Wj(y is infinite for x € K. f(h(x)) =0 & x ¢ K, and hence
sg(f(h(x))) is a recursive characteristic function for K. Contradiction.

Note that x € K < {x}x |, so we can reformulate the above solutions as follows:
in (2) take ¢(x,y) =0- {x}(x) and in (3) ¢ (x, y) = {x}(x).

(4) The equality of RE sets is undecidable.

Thatis, {(x, y)|W, = W, } is not recursive. We reduce the problem to the solution
of (3) by choosing W, =#.

(5) Itis not decidable if W, is recursive.

Put o(x, y) = {x}(x) - {y}(y), then ¢(x, y) = {h(x)}(y) for a certain recursive £,
and

K ifxekK

Dom{h(x)} = {@ otherwise.

Suppose there were a recursive function f such that f(x) = 0 < W is recursive,
then f(h(x)) =0 < x € K and, hence, K would be recursive. Contradiction.

There are several more techniques for establishing undecidability. We will treat
here the method of inseparability.

Definition 8.3.8 Two disjoint RE sets W,,, and W,, are recursively separable if there
is a recursive set A such that W, € A and W,, C A°. Disjoint sets A and B are
effectively inseparable if there is a partial recursive ¢ such that for every m, n with
ACW,,BCW,, W, NW, =0 wehave ¢(m,n) | and ¢(m,n) & W,, U W,,.

Al Ac .plm,n)

hb

We immediately see that effectively inseparable RE sets are recursively insepa-
rable, i.e. not recursively separable.

Theorem 8.3.9 There exist effectively inseparable RE sets.

Proof Define A = {x|{x}(x) =0}, B = {x|{x}(x) = 1}. Clearly AN B = {J and both
sets are RE.

Let W,,N"W, =Wand A S W,,, BC W,. To define ¢ we start testing x € W,, or
x € Wp; if we first find x € W,,,, we put an auxiliary function o (x) equal to 1, if x
turns up first in W, then we put o (x) =0.
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Formally
1 if3z(T(m,x,z) and Vy < z—T (n, x, y))
om,n,x)=30 if3z(T(n,x,z)and Vy <z—T(m, x,y))
1 else.

By the §)' Theorem {h(m,n)}(x) = o (m, n, x) for some recursive h.

h(m,n) € Wy, = h(m,n) & Wy. So 3z(T (m, h(m,n), z)
AVy < Z—-T(n, h(m,n), y))
= o(m,n,h(m,n)):1:>{h(m,n)}(h(m,n)):l
= h(m,n) € B= h(m,n) e W,.
Contradiction. Hence h(m,n) ¢ W,,. Similarly h(m,n) ¢ W,. Thus & is the re-
quired ¢. O

Definition 8.3.10 A subset A of N is productive if there is a partial recursive func-
tion @, such that for each W, C A, ¢(n) | and ¢(n) € A — W,,.

The theorem above gives us the following corollary.
Corollary 8.3.11 There are productive sets.

Proof The set A€ defined in the above proof is productive. Let Wy C A€. Put W, =
BU W, =W, UW; = Wy i for a suitable recursive function . Now apply the
separating function from the proof of the preceding theorem to A = W,,, and Wy, x):
o(m,h(n,k)) € A — W,. O

Productive sets are in a strong sense not RE: no matter how one tries to fit an RE
set into them, one can uniformly and effectively indicate a point that is missed by
this RE set.

Exercises

1. The projection of an RE set is RE, i.e. if R(X, y) is RE then so is Iy R(X, y).
2. (i) If A is enumerated by a strictly monotone function, then A is recursive.
(i1) If A is infinite and recursive, then A is enumerated by a strictly increasing
recursive function.
(iii) An infinite RE set contains an infinite recursive subset.
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3. Every non-empty RE set is enumerated by a total recursive function.
4. If A is an RE set and f a partially recursive function, then f 1A (={x|f(x) e
A}) and f(A) are RE.
5. Show that the following are not recursive:
@) {Ce, MWy =Wy}
(i) {x|W, is recursive}
(iii) {x]0 e W,}.

8.4 Some Arithmetic

In the section on recursive functions we have been working in the standard model
of arithmetic; as we are now dealing with provability in arithmetic we have to avoid
semantical arguments and to rely solely on derivations inside the formal system of
arithmetic. The generally accepted theory for arithmetic goes back to Peano, and
thus we speak of Peano arithmetic, PA (cf. Sect. 3.7)

A major issue in the late 1920s was the completeness of PA. Godel put an end
to prevailing high hopes of the day by showing that PA is incomplete (1931). In
order to carry out the necessary steps for Godel’s proof, we have to prove a num-
ber of theorems in PA. Most of these facts can be found in texts on number theory,
or on the foundation of arithmetic. We will leave a considerable number of proofs
to the reader. Most of the time one has to apply a suitable form of induction. Im-
portant as the actual proofs are, the heart of Godel’s argument lies in his ingenious
incorporation of recursion theoretic arguments inside PA.

One of the obvious stumbling blocks for a straightforward imitation of “self-
reference” is the apparent poverty of the language of PA. It does not allow us to
speak of, e.g., a finite string of numbers. Once we have exponentiation we can sim-
ply code finite sequences of numbers. Godel showed that one can indeed define the
exponential (and much more) at the cost of some extra arithmetic, yielding his fa-
mous S-function. In 1971 Matijasevich showed by other means that the exponential
is definable in PA, thus enabling us to handle coding of sequences in PA directly.
Peano arithmetic plus exponentiation is prima facie stronger than PA, but the above
mentioned results show that exponentiation can be eliminated. Let us call the ex-
tended system PA; no confusion will arise.

We repeat the axioms:

Vx(S(x) #0),

Vxy(S(x) =S(y) > x=y),

Vx(x +0=1x),

Vxy(x +S(y) = Sx +y)),
Vx(x-0=0),
Vxy(x-S(y)=x-y+x),

Vx(x0 = 1),

Vxy(xSY =x¥ - x),

(0) AVx(p(x) = 9(S(x))) = Vxp(x).
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Since 1 = S(0), we will use both S(x) and x + 1, whichever is convenient. We
will also use the usual abbreviations. In order to simplify the notation, we will tacitly
drop the “PA” in front of “I”” whenever possible. As another harmless simplification
of notation we will often simply write n for 7 when no confusion arises.

In the following we will give a number of theorems of PA; in order to improve
the readability, we will drop the universal quantifiers preceding the formulas. The
reader should always think of “the universal closure of ...”.

Furthermore we will use the standard abbreviations of algebra, i.e. leave out the
multiplication dot, superfluous brackets, etc., when no confusion arises. We will also
write “n” instead of “n”.

The basic operations satisfy the well-known laws.

Lemma 8.4.1 Addition and multiplication are associative and commutative, and -
distributes over +.

O F&x+y+tz=x+(+2)
) Fx+y=y+=x

(1) Fx(yz) =(xy)z

@{iv) Fxy=yx

(V) Fx(y+2)=xy+xz

(vi) Fx¥ e =xYx?
(vil) F (x7)* =x7%.

Proof Routine. 0

Lemma 8.4.2

i) Fx=0vay(x =S8y

(i) Fx+z=y+z—>x=y

(i) Fz£0—> (xz=yz—>x=1y)
(iv) Fx#0—> (W =x*—>y=2)
V) Fy£20> (Y =zV—>x=2)

Proof Routine. U
Some useful facts are listed in the exercises.
Although the language of PA is modest, many of the usual relations and functions
can be defined. The ordering is an important example.

Definition 8.4.3 x < y:=3z(x + Sz=1y)

We will use the following abbreviations:

x<y<z standsforx <yAy<z

Vx <yp(x) ,, Vx(x<y—opk))
Ix <yex) ,, Ixx<yrek))
x>y - y<x

x<y ’s X<yVx=y.
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Theorem 8.4.4

1) F—x<x

) Fx<yAy<z—>x<z

(iii) Fx<yvx=yVvy<ux

iv) FO=xVvO0<ux

VM Fx<y—>Sx=yvSx<y
(vi) Fx < Sx

(vil) Fx <yAy < Sx
(viii) Fx < Sy« (x=yVvx<y)
(ix) Fx<y<ex+z<y+z

X)) Fz#0—> (x<y<x7<yz)
) Fx#20—-> 0<y<z—>xY<x9
i) Fz#0— (x <y — x% <y?)
xiil)) Fx <y < Sx < Sy.

Proof Routine. U

Quantification with an explicit bound can be replaced by a repeated disjunction
or conjunction.

Theorem 8.4.5 FVx <np(x) <> pO)A---Apn—1), (n>0),F3Ix <np(kx) <
pO)Vv---Vvem—1), (n>0).

Proof Induction on n. O

Theorem 8.4.6
(i) Well-founded induction

FVx(Vy <x ¢(y) > ¢(x)) = Vxg(x)
(ii) Least number principle (LNP)

Faxepx) > Elx(go(x) AVy < x—wp(y))).

Proof (i) Let us put ¥ (x) :=Vy < x¢(y). We assume Vx (i (x) — ¢(x)) and pro-
ceed to apply induction on ¥ (x).

Clearly F v (0).

So let by the induction hypothesis ¥ (x).

Now ¢ (Sx) < [Vy < Sxp()] < [Vy((y=x Vy <x) = e()] < [Vy((y =
X => o)A <x—=> N [Vyex) Ay <x = o] < [px) AVy <
xp()] < [ex) AP (x)].

Now v (x) was given and ¥ (x) — ¢(x). Hence we get ¥ (Sx). This shows
Vxi(x), and thus we derive Yxo(x).

(ii) Consider the contraposition and reduce it to (i). O
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In our further considerations the following notions play a role.

Definition 8.4.7

(i) Divisibility

x|y :=3z(xz=1y)
(i1) Cut-off subtraction
=y x:=x<yAx+z=y)V(y <xAz=0)
(iii) Remainder after division
z=rem(x,y) := (x;éOAEIu(yzux—}—z)/\z <x) Vix=0Az=Yy)

(iv) x is prime

Prime(x) :=x > 1 AVyz(x=yz—>y=xVvy=1).

The right-hand sides of (ii) and (iii) indeed determine functions, as shown in the
following.

Lemma 8.4.8

A FVxydlz(x <y Az4+x=y)V(y<xAz=0))
1) FVxyAlz(x ZO0ATu(y=ux+2)Az<y)V(x=0Az=0)).

Proof In both cases induction on y. O
There is another characterization of the prime numbers.

Lemma 8.4.9

(i) F Prime(x) x> 1AVy(yx > y=1Vy=x)
(ii) F Prime(x) <> x > 1 AVyz(x|yz = x|y V x|2)

Proof (i) is a mere reformulation of the definition.

(i) — is a bit tricky. We introduce a bound on the product yz, and do wf-
induction on the bound. Put ¢(w) = Vyz < w(x|yz — x|y V x|z). We now show
Yw (Vv < we(v) = o(w)).

Let Vv < we(v) and assume —¢(w), i.e. there are y, z < w such that x|yz, — x|y,
— x|z. We will “lower” the y such that the w is also lowered. Since — x|y, — x|z,
we have z # 0. Should y > x, then we may replace it by y = rem(x, y) and carry on
the argument. So let y < x. Now we once more get the remainder, x = ay + b with
b <y. We consider b =0 and b > 0.

If b=0, then x = ay; hence y =1V y =x.If y =1, then x|z. Contradiction.

If y = x then x|y. Contradiction.

Now if b > 0, then bz = (x —ay)z = xz —ayz. Since x|yz, we get x|bz. Observe
that bz < yz < w, so we have a contradiction with Vv < we(v). Hence by RAA we
have established the required statement.

For < we only have to apply the established facts about divisibility. 0
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Can we prove in Peano arithmetic that there are any primes? Yes, for example
PAFVx(x > 1— Jy(Prime(y) A y|x).

Proof Observe that 3y(y > 1 A y|x). By the LNP there is a least such y:
Ely(y >1AyxAVZ<yY(@Zz>1— — z|y)).

Now it is easy to show that this minimal y is a prime.

Primes and exponents are most useful for coding finite sequences of natural num-
bers, and hence for coding in general. There are many more codings, and some of
them are more realistic in the sense that they have a lower complexity. For our pur-
pose, however, primes and exponents will do.

As we have seen, we can code a finite sequence (no, ..., ng—1) as the number
omotl gl prei

We will introduce some auxiliary predicates.

Definition 8.4.10 (Successive Primes) Succprimes(x,y) :=x <y A Prime(x) A
Prime(y) AVz(x <z <y — —Prime(2)).

The next step is to define the sequence of prime numbers 2, 3,5, ..., p,,.... The
basic trick here is that we consider all successive primes with ascending exponents:
20 3152 73 | px. We form the product and then pick the last factor.

Definition 8.4.11 (The xth Prime Number, p,) py =y :=3z(—2|z AVv < yVu <
y(Succprime(v, u) - Yw < z(v"|z —> ut! [Z2) Ay*lz A= y"'H |2).

Observe that, as the definition yields a function, we have to show the following.

Lemma 8.4.12 F 3z(—2|z A Yv < yoVu < yo(Succprime(v,u) — Vw < z(v¥|z —
utl2) A y(’)‘|z A - y6‘+1|z) A Jz(—2|z A Yv < y1Vu < y1(Succprime(v, u) —
x+1

Yw < z(v¥]z = w2 A yTlz A=y 2) = yo = y1.

The above definition just mimics the informal description. Note that we can

. . . 2 . . .
bound the existential quantifier as 37 < y* . We have now justified the notation
of sequence numbers as products of the form

no+1 ni+1 . ng—1+1

Po P1 * Pk—1

The reader should check that according to the definition pg = 2. The decoding can
also be defined. In general one can define the power of a prime factor.

Definition 8.4.13 (Decoding) (2); = v:=p/ "z A—pl 2.

The length of a coded sequence can also be extracted from the code.

Definition 8.4.14 (Length) [th(z) = x := pxlz AVy < z(pylz — y < X).
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Lemma 8.4.15 + Seq(z) — (Ith(z) = x <> (px|z A —=px+112))-

We define separately the coding of the empty sequence: () := 1.

The coding of the sequence (xg, ..., x,—1) is denoted by (xg, ..., Xp—1).

Operations like concatenation and restriction of coded sequences can be defined
such that

<x0 .. -xn—1> * (yO .. «ym—l> = (-x()s e 1xn—17 )’01 ceey ym—1>
(x0...xp —)|m=(x0...xp — 1),
where m < n. (Warning: here | is used for the restriction relation, do not confuse
with divisibility.)
The tail of a sequence is defined as follows:
tail(y) =z < (Ix(y = (x) x2) v (Ith(y) =0 A 2 =0)).
Closed terms of PA can be evaluated in PA.

Lemma 8.4.16 For any closed term t there is a number n such that -t =n.

Proof External induction on ¢, cf. Lemma 3.3.3. Observe that n is uniquely deter-
mined. g

Corollary 8.4.17 N =1t =1, = 1t =1, for closed t1, 1.

Godel’s theorem will show that in general “frue in the standard model” (we will
from now on just say “true”’) and provable in PA are not the same. However for a
class of simple sentences this is correct.

Definition 8.4.18
(1) The class Ag of formulas is inductively defined by:

@ € A for atomic ¢

0,9 €=, o AN, oV Y0 —> Y e
@ E Ay = Vx < yp,Ix < yp € Ay.

(ii) The class X is given by:

@, —p € X for atomic ¢
PV EXI= VY oAY e
peX| =>Vx <yp,Ix <yp,Ixp € 2.

A formula is called strict Xy if it is of the form Ix¢(X), where ¢ is Ay.
We will call formulas in the classes Ag and X1, Ap, X1-formulas respectively.
Formulas, provably equivalent to X'{-formulas, will also be called X'|-formulas.

For X'-formulas we have that “true = provable”.

Lemma 8.4.19 + ¢ or = —¢, for Ag-sentences ¢.
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Proof Induction on ¢.

(i) ¢ atomic. If ¢ =t] =t and t; = 1, is true, see Corollary 8.4.17.

If 1 =1, is false, then #{ = n and t, = m, where, say, n = m + k with k > 0. Now
assume (in PA) 1) =1, thenm =m + k. By Lemma 8.4.2 we get 0 = k. But since
k = S(I) for some /, we obtain a contradiction. Hence - —t; = 1;.

(i) The induction cases are obvious. For Vx < t¢(x), where ¢ is a closed term,
use the identity Vx < ng(x) <> ¢(0) A--- A@(n — 1). Similarly for Ix < tp(x). U

Theorem 8.4.20 (X'{-Completeness) =@ < PAF ¢, for X1 sentences ¢.

Proof Since the truth of Jx¢(x) comes to the truth of ¢(7) for some n, we may
apply the above lemma. U

8.5 Representability
In this section we will give the formalization of all this in PA, i.e. we will show
that definable predicates exist corresponding with the predicates introduced above

(in the standard model)—and that their properties are provable.

Definition 8.5.1 (Representability)

e Aformula ¢ (xp, ..., x,—1,y) represents an n-ary function f if forall ko, ..., k,—1
f(k()’-"’k}’l*l):p i }_V)’(Qﬂ(lzm’lznfl,)’)(_)y:ﬁ)
e A formula ¢(xo, ..., x,—1) represents a predicate P if for all ko, ..., k,—1

Pkoy... ko) = Folko, ... kn—1)
and
=P(ki,....ky) = F=plko,... kn—1)
e Aterm ¢ (xg,...,x,—1) represents f if for all ko, ..., k,—1
flko,....kn-1)=p = ktlko,....kn—1)=p.

Lemma 8.5.2 If f is representable by a term, then f is representable by a formula.

Proof Let f be represented by . Let f(k) = p. Then - t(k) = p. Now define the
formula ¢ (X, y) = t(x) = y. Then we have - ¢(k, p), and hence p =y — ¢(k, y).
This proves - ¢ (K, y) <> p=y. U

Sometimes it is convenient to split the representability of functions into two
clauses.

Lemma 8.5.3 A k-ary function is representable by ¢ iff

fo—nmk-)=m = FeMo,....nk—1,m) and +3Izeng...nk=1,2).
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Proof Immediate. Note that the last clause can be replaced by - ¢(ng . . . ng—1, 2) =
z=m. O

The basic functions of arithmetic have their obvious representing terms. How-
ever, quite simple functions cannot be represented by terms. For example, the sigma
function is represented by ¢(x,y) :=(x =0Ay=0) vV (—=x =0 A y = 1), but not
by a term. However we can easily show - Vx3lyp(x, y), and therefore we could
conservatively add the sg to PA (cf. Theorem 4.4.6). Note that quite a number of
useful predicates and functions have Ap-formulas as a representation.

Lemma 8.5.4 P is representable < K p is representable.

Proof Let ¢(X) represent P. Define ¥ (X,y) = (p(X) A (y = 1)) V (—p(X) A
(y =0)). Then v represents K p, because if K p (k) = 1, then P(k), so - ¢(k) and
F vk, y) < (y=1),and if Kp(K) =0, then =P (Kk), so - —¢ (k) and - ¥ (k, y) <
(y = 0). Conversely, let ¥ (X, y) represent K p. Define ¢(X) := ¥ (X, 1). Then ¢ rep-
resents P. O

There is a large class of representable functions; it includes the primitive recur-
sive functions.

Theorem 8.5.5 The primitive recursive functions are representable.

Proof Induction on the definition of primitive recursive function. It is simple to
show that the initial functions are representable. The constant function Cfn is rep-
resented by the term 7, the successor function § is represented by x + 1 and the
projection function Pl.k is represented by x;.

The representable functions are closed under substitution and primitive recursion.
We will indicate the proof for the closure under primitive recursion.

Consider

{f(3,0)= g(¥)
fEY+D=h(fE y).X,)

g is represented by ¢, & is represented by ¥:
F ¢(i, m) and
Fo@i,y) —>y=m

v (p,n, g, m) and
Fy(p.n,q,y)—y=m.

gi)y=m = {

h(p,i,q)=m = {

Claim f is represented by o (X, y,z), which is mimicking 3w € Seq(lth(w) =
Y4+ 1A ((w)o=gX) AVi < y(w)iv1 =h((w)i, X, i) Az=(w)y))).
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o(X,y,z):=3w e Seq(th(w) =y + 1A <p(i, (w)o)
AV < y(Y ()i, X, i, (w)ig1) Az=(w)y).
Now let f(ii, p) = m, then

f@i,0)=g@) =ao
[, D) =h(f®,0),1,0)
fG.2)=h(f@, 1,n,1)

a

1
:a2

fG.p)=h(fG,p—D,ni,p—1)=ap=m.

Put w = {(ap, ..., ap); note that lth(w) = p + 1.

g)=f@n,00=a0 = +o,a)
f(;iv 1)2611 = Fw(a()vﬁvosal)

f,p)y=a, = F¥ap-1,1,p—1a).

Therefore we have - lth(w) = p+ 1 A (i, ag) Ay (ap, 11,0, a1) A+~ Ay (ap—1, 1,
p—1,a,) A (w), =m and hence - o (i1, p, m).

Now we have to prove the second part: - o (i1, p, z) — z = m. We prove this by
induction on p.

(1) p =0. Observe that - o (12, 0, z) <> ¢(#1, ), and since ¢ represents g, we get
Fo(,z) > z=m.

(2) p = q + 1. Induction hypothesis: + o(1,q,2) — z = f(,q)(= m)
o(,q +1,2) & Jw € Seq(lth(w) = g + 2 A @1, (w)o) A Vi < y(W¥((w);, 1,1,
(W)i+1) Az = (W)g+1))-

We now see that - o (i1, g + 1,2) — Ju(c (i, q, u) Ay (u, i, q, 2).

Using the induction hypothesis we get - o (i,q + 1,2) — Ju(u = f(i1,q) A
Y (u,n,q,z)) andhence o (i, g +1,2) = ¥ (f(n,q),n,q, 2).

Thus by the property of ¥: o (ii,q +1,z) = z= f(i,q + 1).

There is now one more step to show that all recursive functions are representable,
for we have seen that all recursive functions can be obtained by a single minimiza-
tion from a primitive recursive predicate. g

Theorem 8.5.6 All recursive functions are representable.

Proof We show that the representable functions are closed under minimalization.
Since representability for predicates is equivalent to representability for functions,
we consider the case f(¥) = uyP (X, y) for a predicate P represented by ¢, where

VxdyP(X,y).

Claim (X, y) := (X, y) AVz < y=@(X, z) represents uy P(X, y).
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m=uyP@n,y) =
=
=

=
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PGi.m) A =P O) A« A=P(,m—1)
Fo@,m) A=, 00 A A=pi,m—1)
Fo@i,m) AVz <m—e(i, z)

(i, m).

Now let ¢ (i1, y) be given, then we have ¢ (i, y) A Vz < y=¢(ii, z). This imme-
diately yields m > y. Conversely, since ¢(71, m), we see that m < y. Hence y = m.
This informal argument is straightforwardly formalized as - ¢ (71, y) —» y=m. O

We have established that recursive sets are representable. One might perhaps
hope that this can be extended to recursively enumerable sets. This happens not to
be the case. We will consider the RE sets now.

Definition 8.5.7 R(X) is semi-representable in T if R(i) < T b ¢(ii) for some

@(X).

Theorem 8.5.8 R is semi-representable < R is recursively enumerable.

For the proof see p. 250.

Corollary 8.5.9 R is representable < R is recursive.

Exercises

1. Show

Fx+y=0—->x=0Ay=0
Fxy=0—-x=0vy=0
Fxy=1-x=1Ay=1
Fx?=1->y=0vx=1
Fx?=0—>x=0Ay#0
Fx+y=1->x=0Ay=1)Vvx=1Ay=0).

2. Show that all ¥'j-formulas are equivalent to prenex formulas with the existential
quantifiers preceding the bounded universal ones (hint: consider the combination
Vx < tdyep(x, y), this yields a coded sequence z such that Vx < t@(x, (2)x))-
That is in PA X' -formulas are equivalent to strict X'{-formulas.

3. Show that one can contract similar quantifiers, e.g. VxVyp(x,y) <

Vze((2)o, (2)1).

8.6 Derivability

In this section we define a coding for a recursively enumerable predicate Thm(x),
that says “x is a theorem”. Because of the minimization and upper bounds on quan-
tifiers, all predicates and functions defined along the way are primitive recursive.
Observe that we are back in recursion theory, that is in informal arithmetic.
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Coding of the Syntax The function "—"" codes the syntax. For the alphabet, it is
given by

A= VO[S |+ - Jexp|=] () | xi
2|3 [5]7|11[13[17[ 19232931 p11 14

Next we code the terms:
CFt, .. ) = (r—f—l7 G R i r)—|>
Finally we code the formulas. Note that {A, —, V} is a functionally complete set, so
the remaining connectives can be defined.
Tt=s)":= (F(“I’ e r=" g0, r)‘l>
'_((p A 1/,)—\ = (r(ﬂ7 I‘w‘l’ TAT, rw‘l’ r)7>
’_((p — )= (I—(T’ I’w—l’ F7 Ty, r—)—l)
'—(in(p)—‘ = (r(ﬂ’ Y, T, '—(p_‘, r)—|>
Const(x) and Var(x) characterize the codes of constants and variables, respectively.
Const(x) :=x="0"
Var(x) :=3i <x(p11+i =x)
Frncl(x):=x="S"
Fn2(x) :=x="+7"7vx="-Tvx="exp"
Term(x)—zx is a term—and Form(x)—x is a formula—are primitive recursive pred-
icates according to the primitive recursive version of the recursion theorem. Note
that we will code according to the standard function notation, e.g. +(x, y) instead
of x 4+ y.
Term(x) := Const(x) Vv Var(x)
\% (Seq(x) Alth(x) =4 A Fncl ((x)o)
A= "(—' A Term((x)z) Ax)3 = '_)—‘)
\% (Seq(x) Alth(x) =5 A Fnc2((x)0)
A )1 ="("ATerm((x)2) A Term((x)3) A (x)4=")7)
Seq(x) Alth(x) =5 A (x)o = '_(—‘ A(X)g = '_)—‘
A [(Term((x)l) Ax)="="A Term((x)g))
\Y, (Form((x)l) AX)="ATA Form((x)g))
\% (Form((x)l) Ax)p="="TA Form((x)g))
\Y ((x)1 =TVIA Var((x)z) A Form((x)g))]

Form(x) :=

All kinds of syntactical notions can be coded in primitive recursive predicates,
for example Free(x, y)—x is a free variable in y, and FreeFor(x, y,z)—x is free
foryinz.
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(Var(x) A Term(y)—Const(y)
A (Var(y) —>x= y)
A (Fncl((y)o) — Free(x, (y)z))

Free(x, y) := A (Fnc2((y)0) — (Free(x, (y)z) \Y Free(x, (y)3))))
or

(Var(x) A Form(y)
A ((y)1 #"V1— (Free(x, (y)l) \Y, Free(x, (y)3)))
A1 ="YT— (x # ()2 A Free(x, (y)4))))
Term(x) A Var(y) N Form(z)
AM(@2="=")
FreeFor(x,y,z) := \Y ((z)1 #"VTA FreeFor(x, v, (z)l) A FreeFor(x, v, (2)3)
\Y, ((Z)l ="V1A —|Free((z)2, x)
A (Free(y, z7) —> (Free((z)z, x) A Free(x, y, (Z)3))))]

) Having coded these predicates, we can define a substitution operator Sub such that
Sub("e ', "X, Tt ="plt/x].

x if Const(x)
x ifVar(x)Ax#y
z ifVarx)Ax=y
(()o, " (L, Sub((x)2,y,2),") ") if Term(x) A Fnel((x)o)
()0, " (", Sub((x)2, y, z), Sub((x)3, y,2),") )
Sub(x,y,z):= if Term(x) A Fnc2((x)o)
(TC, Sub((xX)1,y, 2), (x)2, Sub((x)3,y,2),") ")
if Form(x) A FreeFor(x,y,z) A (x)o Z Y
(TC ()1, ()2, Sub((x)3,y,2),") )
if Form(x) A FreeFor(z,y,x) A (x)g="V"
0 else.

Clearly Sub is primitive recursive (course-of-value recursion).

Coding of Derivability = Our next step is to obtain a primitive recursive predicate
Der that says that x is a derivation with hypotheses yo, ..., yin(y)—1 and conclu-
sion z. Before that we give a coding of derivations.

Initial derivation
[p] = (0, p)

Al
D D,

R R
(@A)
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AE
b D
(@A) =<<1,FM),[(¢AW},FW>
¢
— 1
o
D
’ =<<o,r—>7>,[ﬂﬁ(<p—>v/)7>
(o —>v) |
—E
Dy Dy ] D D
_ oo 1 2 ol
¢ (=) <<1,_>>’|:(pj|’|:((p_>w)j|’ lﬁ>
v i
RAA
(p—> 1)
D
1 —<<1,r£>,[f]f¢ﬂ>
¢
VI
D _
@ =<<0,er), ]r(Vw)7>
(Vxg) _ B
VE
D [ D
o) | (.| oot
plt/x]_

For Der we need a device to cancel hypotheses from a derivation. We consider a

sequence y of (codes of) hypotheses and successively delete items u.
y if Ith(y) =0
Cancel(u, y) := { Cancel(u, tail(y)) if (Yo=u
((»)o, Cancel(u, tail(y))) if (y)o # u.
Here tail(y) =z < Ith(y) > 0A 3x(y = (x) x2) V (Ith(y) =0 A z=0).

Now we can code Der, where Der(x, y, z) stands for “x is the code of a deriva-
tion of a formula with code z from a coded sequence of hypotheses y”. In the defi-
nition of Der L is defined as (0 = 1).

Ith(y)—1
Der(x,y, z) := Form(z) A /\ Form((i)v)
i=0

A H(Eli <lth(y)(z= (»)i Ax =(0,z2)))
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(Fx1xo < xTyiyr <xFzizo <x(y =y1 * 2
A Der(x1, y1,21) A Der(xz, y2,22)
Az=("(Tz1," A 22, Ax = ((0,7AT), x1, %2, 2)))

(Ju < x3x; <x3zy < x(Der(x1,y, z1)
ANz={h,"A L u,)D)N VvV ={he,"ALz,D)T)

Ax=((1,"AT),x1,2)))

(Elx1 <x3y; <xJu < x3Jz; <x(y = Cancel(u, y1)
Vy=y) ADer(x;,y,z) Az={((Lu,"="21,")")

Ax=((0,"=7),x1,21))

(Fxixo <xFyiyp <xFzizo < x(y =y *
A Der(x1, y1,21) A Der(x2, y2, 22)

A=z, =D Ax=((1,"=7),x1,x,2)))

(Elxl <x3z; <xJv < x(Der(x1, y, z1) A Var(v)

Ith(y)—1
A\ —Free(v, (M) Az= (Y0, (021,07
i=0

Ax = ({0, r‘v”),x1,z1>))

(Elt < x3v < x3x; < x3z1 < x(Var(v) A Term(t)
A Freefor(t, v, z1) A 7z =Sub(z1,v,t)
ADer(x1,y, "V, v," (M 21, Ax = ((1,7V7), y,2)))

(Fx1 <x3y1 < x3zy <x(Der(xy, y1, ("L7)

Ay =Cancel((z," = ," LN, yp) Ax=({(1," LT, xq, zl)))]] .

Coding of Provability The axioms of Peano arithmetic are listed on p. 236. How-
ever, for the purpose of coding derivability we have to be precise; we must include
the axioms for identity. They are the usual ones (see Sect. 3.6 and Lemma 3.10.2),
including the “congruence axioms” for the operations:
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xi=yiAx2=y)—> (S =SODAxI+x2=y1+ 1
AX|-X2=Y1 Y2 /\xf2 = yiyz).
These axioms can easily be coded and put together in a primitive recursive pred-

icate Ax(x)—x is an axiom. The provability predicate Prov(x, z)—x is a derivation
of z from the axioms of P.A—follows immediately.

Ith(y)—1
Prov(x,z):=3y < x(Der(x, Y. 2) A /\ Ax(()’)i))-
i=0
Finally we can define Thm(x)—x is a theorem. Thm is recursively enumerable.

Thm(z) := AxProv(x, 7).

Having at our disposition the provability predicate, which is E?, we can finish
the proof of “semi-representable = RE” (Theorem 8.5.8).

Proof For convenience let R be a unary recursively enumerable set.

=: R is semi-representable by ¢. R(n) < F ¢[@) < IyProv ("p(@)", y). Note
that "¢ (77) is a recursive function of n. Prov is primitive recursive, so R is recur-
sively enumerable.

<: R is recursively enumerable = R(n) = dx P(n,x) for a primitive recur-
sive P. P(n,m) & F ¢(n,m) for some ¢. R(n) < P(n,m) for some m & +
@(n, m) for some m = + Jyp(n, y). Therefore we also have - Iyp(, y) = R(n).
So Jye(n, y) semi-represents R. 0

8.7 Incompleteness

Theorem 8.7.1 (Fixpoint Theorem) For_each formula ¢ (x) (with FV(p) = {x})
there exists a sentence \r such that = o(y') < .

Proof Popular version: consider a simplified substitution function s(x, y) which is
the old substitution function for a fixed variable: s(x, y) = Sub(x, x¢", y). Then
define 0(x) := @(s(x, x)). Let m := "6(x)', then put ¥ := 0(m). Note that ¢ <>
0(m) < ¢(s(m,m)) < p(s(0(x)',m)) < p(G(m)") < (Y.

This argument would work if there were a function (or term) for s in the language.
This could be done by extending the language with sufficiently many functions (“all
primitive recursive functions” surely will do). Now we have to use representing
formulas.

Formal version: let o (x, y, z) represent the primitive recursive function s(x, y).
Now suppose 0 (x) :=Jy(p(y) Ao (x,x,y)),m="0(x)"and ¥ =6 (m). Then

Y < 0(m) < y(e(y) Ao (m,m, y)) (8.1)
I—Vy(o(m, m,y) < y=s(m, m))
[ Vy(a (m,m,y)<y="0 (M)j) 8.2)
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By logic (1) and (2) give ¥ < Iy(p(y) Ay="0(m)") so ¥ < ¢(0(m)") <
(Y. O

Definition 8.7.2

(i) PA (or any other theory T of arithmetic) is called w-complete if - Ixp(x) =
F ¢(7) for some n € N.

(i) T is w-consistent if there is no ¢ such that (- Ixp(x) and - —@(n) for all n)
for all ¢.

Theorem 8.7.3 (Gddel’s First Incompleteness Theorem) If PA is w-consistent then
PA is incomplete.

Proof Consider the predicate Prov (x, y) represented by the formula Prov (x, y). Let
Thm (x) :=13 yProv (x, v). Apply the Fixpoint Theorem to —Thm (x): there exists a
@ such that - ¢ <> =Thm ("¢"). @, the so-called Gidel sentence, says in PA: “I am
not provable.”

Claim 1 If+ ¢ then PA is inconsistent.

Proof & ¢ = there is an n such that Prov('¢',n), hence + Prov (0. 7) =

F3yProv (@', y) =+ Thm ("¢") = - —¢. Thus PA is inconsistent. O
Claim 2 [f+ —¢ then PA is w-inconsistent.

Proof & —¢p = F Thm (?) = F dxProv (?,x). Suppose PA is w-consistent;
since w-consistency implies consistency, we have ¥ ¢ and therefore —Prov (o', n)
for all n. Hence - —Prov ("', i) for all n. Contradiction. O

Remarks In the foregoing we made use of the representability of the provability
predicate, which in turn depended on the representability of all recursive functions
and predicates.

For the representability of Prov(x, y), the set of axioms has to be recursively
enumerable. Thus Godel’s First Incompleteness Theorem holds for all recursively
enumerable theories in which the recursive functions are representable. Therefore
one cannot make PA complete by adding the Godel sentence, the result would again
be incomplete.

In the standard model N either ¢, or —¢ is true. The definition enables us to deter-
mine which one. Notice that the axioms of PA are true in N, so F ¢ < ﬂW(Q?).
Suppose N F W(?), then N F Elxm(?,x) < NE M(QT, n) for some
n < + Prov("g', 1) for some n &+ ¢ =+ —~Thm ("¢') = N E =Thm ("¢"). Con-
tradiction. Thus ¢ is true in N. This is usually expressed as “there is a true statement
of arithmetic which is not provable”.




252 8 Godel’s Theorem

Remarks 1tis generally accepted that PA is a true theory, that is N is a model of PA,
and so the conditions on Godel’s theorem seem to be superfluous. However, the fact
that PA is a true theory is based on a semantical argument. The refinement consists
in considering arbitrary theories, without the use of semantics.

The incompleteness theorem can be freed of the w-consistency condition. For
that purpose we introduce Rosser’s predicate:

Ros (x) :=13y (Prov (neg (x), y) AN¥z < y—=Prov (x, z)),

with neg("¢p') = "=¢'. The predicate following the quantifier is represented by
Prov (neg (x),y) AVz < y—=Prov(x,z). An application of the Fixpoint Theorem
yields a i such that

F < 3y[Prov(*—=y, y) AVz < y—=Prov (Wp_j, z)]. (8.3)
Claim PA is consistent = ¥ and ¥ —r.

Proof (i) Suppose - v, then there exists an n such that Prov ("', n), so
F Prov (rlﬂ_—l, ﬁ). (8.4)

From (8.3) and (8.4) it follows that - 3y < 7Prov (=", y), i.e. - Prov (—y, 0)
V --- v Prov(—y',n —1). Note that Prov is Ag, thus the following holds:
Fovre Foorkt,sobProv(—y',0)or...or - Prov(—y', n—1) hence
Prov ("=, i) for some i <n=> =y => PA is inconsistent.

(ii) Suppose + —, then + Yy[Prov(—y~,y) — 3z < yProv(W,z)] also
F =y = Prov("—y', n) for some n = + Prov("—y',7) for some n = F 3z <
7Prov (Y, z) = (as in the above) Prov (%, k) for some k < n, so - ¥ => PA is
inconsistent. O

We have seen that truth in N does not necessarily imply provability in PA (or any
other (recursively enumerable) axiomatizable extension). However, we have seen
that PA is E?—complete, so truth and provability still coincide for simple statements.

Definition 8.7.4 A theory 7 (in the language of PA) is called ¥ ? -sound if T ¢ =
NF ¢ for E?-sentences Q.

We will not go into the intriguing questions of the foundations or philosophy of
mathematics and logic. Accepting the fact that the standard model N is a model of
PA, we get consistency, soundness and Z‘?-soundness for free. It is an old tradition
in proof theory to weaken assumptions as much as possible, so it makes sense to see
what one can do without any semantic notions. The interested reader is referred to
the literature.

We now present an alternative proof of the incompleteness theorem. Here we use
the fact that PA is Z‘?-sound.
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Theorem 8.7.5 PA is incomplete.

Consider an RE set X which is not recursive. It is semi-represented by a E?-
formula p(x). Let Y = {n|PA + ¢(n)}.

By ¥ ? -completeness we get n € X = PA | ¢(n). Since ¥ ?-soundness implies
consistence, we also get PA - —¢(n) = n € X, hence Y C X¢. The provability
predicate tells us that ¥ is RE. Now X¢ is not RE, so there is a number k£ with
k € (X UY). For this number k we know that PA 1 —¢(k) and also PA t ¢(k), as
PA + ¢ (k) would imply by ¥ ?-soundness that k € X.

As aresult we have established that —¢ (k) is true but not provable in PA, i.e. PA
is incomplete.

We almost immediately get the undecidability of PA.

Theorem 8.7.6 PA is undecidable.

Proof Consider the same set X = {n|PA F ¢(n)} as above. If PA were decidable,
the set X S would be recursive. Hence PA is undecidable. O

Note that we get the same result for any axiomatizable 2?-sound extension of

PA. For stronger results see Smorynski’s logical number theory that f with f(n) =

"p(7)" is primitive recursive.

Remarks The Godel sentence y “I am not provable” is the negation of a strict Z‘?-
sentence (a so-called I7 ?-sentence). Its negation cannot be true (why?). So PA 4+ —y
is not Z‘?-sound.

We will now present another approach to the undecidability of arithmetic, based
on effectively inseparable sets.

Definition 8.7.7 Let ¢ and v be existential formulas: ¢ = 3x¢’ and y = Jx’. The
witness comparison formulas for ¢ and i are given by:

¢ <y =3(p/ () AVy <x=y'(y))

Q<= Elx((p’(x) AVy < x—-l//’(y)).
Lemma 8.7.8 (Informal Reduction Lemma) Let ¢ and  be strict Z‘?, 1= <Y
and Y1 ;=¥ < ¢. Then

(i) NFp—> ¢

(i) NEy| = ¢

(i) NFo Vi < o1 Vi
(iv) NE = (o1 AY).

Proof Immediate from the definition. 0
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Lemma 8.7.9 (Formal Reduction Lemma) Let ¢, ¥, ¢1 and 1 be as above.

) For—o

(i) Fy— ¢

(iii) NF g = F o
(iv) NEy| = Fyy
(v) NEgi = F—-y
(vi) NE Y = =g
(vii) = =(p1 A Y1).

Proof (1)—(iv) are direct consequences of the definition and X ?-completeness.
(v) and (vi) are exercises in natural deduction (use Yuv(u < v V v < u)) and (vii)
follows from (v) (or (vi)). O

Theorem 8.7.10 (Undecidability of PA) The relation 3yProv (x, y) is not recur-
sive. Popular version: & is not decidable for PA.

Proof Consider two effectively inseparable recursively enumerable sets A and B
with strict E?-deﬁned formulas ¢ (x) and ¥ (x). Define ¢ (x) := ¢(x) < ¥ (x) and
Yi1(x) =9 (x) < p(x).
Then ne A= NFpm) A—-yYHn)
= NF ¢1(n)
=k oi1(n)
and neB=NFyYmn) A—-ph)
= NEy1(n)
= F —p(n).

Let A={n|F @@}, B={n|F—¢ (@) then AC A and B C B. PA is con-
sistent, So ANB=0. Ais recursively enumerable, but because of the effective
inseparability of A and B not recursive. Suppose that {'o' |- o'} is recursive, i.e.
X = {k | Form(k) A 3zProv (k,z)} is recursive. Consider f with f(n) = "¢1()",
then {n | 3zProv (¢ (m)', z)} is also recursive, i.e. A is a recursive separator of A
and B. Contradiction. Thus X is not recursive. O

From the undecidability of PA we immediately get once more the incompleteness
theorem.

Corollary 8.7.11 PA is incomplete.

Proof (a) If PA were complete, then from the general theorem “complete axiomati-
zable theories are decidable” it would follow that PA was decidable.
(b) Because A and B are both recursively enumerable, there exists an n with

n¢fTU §, i.e. ¥ o) and ¥ —¢(n). O
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Remark The above results are by no means optimal; one can represent the recursive
functions in considerably weaker systems, and hence prove their incompleteness.
There are a number of subsystems of PA which are finitely axiomatizable, for exam-
ple the Q of Raphael Robinson (cf. Smorynski, Logical number theory, p. 368 ft.),
which is incomplete and undecidable. Using this fact one easily

gets the following.

Corollary 8.7.12 (Church’s Theorem) Predicate logic is undecidable.

Proof Let {o1,...,0,} be the axioms of Q, then oy,...,0, F ¢ &
F (o1 A -+ Aoy) = @. A decision method for predicate logic would thus provide
one for Q. O
Remark

(1) Since HA is a subsystem of PA the Godel sentence y is certainly independent
of HA. Therefore y v —y is not a theorem of HA. For if HA F y v =y, then by
the disjunction property for HA we would have HA +~ y or HA + —y, which
is impossible for the Godel sentence. Hence we have a specific theorem of PA
which is not provable in HA.

(2) Since HA has the existence property, one can go through the first version of the
proof of the incompleteness theorem, while avoiding the use of w-consistency.

Exercises

1. Show that f with f(n) ="t (7)' is primitive recursive.
2. Show that f with f(n) =" ()" is primitive recursive.
3. Find out what ¢ — ¢ < ¢ means for a ¢ as above.
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