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Introduction

The term machine learning has all sorts of meanings attached to it today,
especially after Hollywood (and other movie studios) have gotten into the
picture. Films such as Ex Machina have tantalized the imaginations of
moviegoers the world over and made machine learning into all sorts of things
that it really isn’t. Of course, most of us have to live in the real world, where
machine learning actually does perform an incredible array of tasks that have
nothing to do with androids that can pass the Turing Test (fooling their

makers into believing they’re human). Machine Learning For Dummies, 2"
Edition gives you a view of machine learning in the real world and exposes
you to the amazing feats you really can perform using this technology.

Even though the tasks that you perform using machine learning may seem a
bit mundane when compared to the movie version, by the time you finish this
book, you realize that these mundane tasks have the power to impact the lives
of everyone on the planet in nearly every aspect of their daily lives. In short,
machine learning is an incredible technology — just not in the way that some
people have imagined.

This second edition of the book contains a significant number of changes, not
the least of which is that it’s using pure Python code for the examples now
upon request from our readers. You can still download R versions of every
example, which is actually better than before when only some of the
examples were available in R. In addition, the book contains new topics,
including an entire chapter that discusses machine learning ethics.

About This Book

Machines and humans learn in entirely different ways, which is why the first
part of this book is essential to your understanding of machine learning.
Machines perform routine tasks at incredible speeds, but still require humans
to do the actual thinking.

The second part of this book is about getting your system set up to use the
various Python coding examples. The two setups work for desktop systems
using Windows, Mac OS, or Linux, or mobile devices that have access to a



Google Colab compatible browser.

ne  If you’re using R, you’ll find a README file in the R download file
that contains instructions for configuring your R Anaconda environment.

The third part of the book discusses math basics with regard to machine
learning requirements. It prepares you to perform math tasks associated with
algorithms used in machine learning to make either predictions or
classifications from your data.

The fourth part of the book helps you discover what to do about data that isn’t
quite up to par. This part is also where you start learning about similarity and
working with linear models. The most advanced chapter tells you how to
work with ensembles of learners to perform tasks that might not otherwise be
reasonable to complete.

The fifth part of the book is about practical application of machine learning
techniques. You see how to do things like classify images, work with
opinions and sentiments, and recommend products and movies.

The last part of the book contains helpful information to enhance your
machine learning experience. This part of the book also contains a chapter
specifically oriented toward ethical data use.

To make absorbing the concepts easy, this book uses the following
conventions:

» Text that you’re meant to type just as it appears in the book is in bold.
The exception is when you’re working through a step list: Because each
step is bold, the text to type is not bold.

» Web addresses and programming code appear in monofont. If you're
reading a digital version of this book on a device connected to the
Internet, you can click or tap the web address to visit that website, like
this: https://www.dummies.com.

» When you need to type command sequences, you see them separated by a
special arrow, like this: File = New File. In this example, you go to the
File menu first and then select the New File entry on that menu.


https://www.dummies.com

» When you see words in italics as part of a typing sequence, you need to
replace that value with something that works for you. For example, if you
see “Type Your Name and press Enter,” you need to replace Your Name
with your actual name.

Foolish Assumptions

This book is designed for novice and professional alike. You can either read
this book from cover to cover or look up topics and treat the book as a
reference guide. However, we’ve made some assumptions about your level of
knowledge when we put the book together. You should already know how to
use your device and work with the operating system that supports it. You also
know how to perform tasks like downloading files and installing applications.
You can interact with Internet well enough to locate the resources you need to
work with the book. You know how to work with archives, such as the .zip
file format. Finally, a basic knowledge of math is helpful.

Icons Used in This Book

As you read this book, you see icons in the margins that indicate material of
interest. This section briefly describes each icon.

ne  The tips in this book are time-saving techniques or pointers to
resources that you should try so that you can get the maximum benefit
from machine learning.

warning  YOU should avoid doing anything that's marked with a Warning icon.
Otherwise, you might find that your application fails to work as
expected, you get incorrect answers from seemingly bulletproof code, or
(in the worst-case scenario) you lose data.



>
TECHNICAL o . . . . .
sturr - Whenever you see this icon, think advanced tip or technique. Skip

these bits of information whenever you like.

rememser T his text usually contains an essential process or a bit of information
that you must know to perform machine learning tasks successfully.

Beyond the Book

If you want to email us, please do! Make sure you send your book-specific
requests to: John@JohnMuellerBooks.com. We want to ensure that your book
experience is the best one possible. The blog entries at
http://blog.johnmuellerbooks.com/ contain a wealth of additional
information about this book. You can check out John’s website at
http://www.johnmuellerbooks.com/. You can also access other cool
materials:

» Cheat Sheet: A cheat sheet provides you with some special notes on
things you can do with machine learning that not every other scientist
knows. You can find the Cheat Sheet for this book at www.dummies.com.
Type Machine Learning For Dummies in the Search box and click the
Cheat Sheets option that appears.

» Errata: You can find errata by entering this book’s title in the Search box
at www . dummies.com, which takes you to this book’s page. In addition to
errata, check out the blog posts with answers to reader questions and
demonstrations of useful book-related techniques at
http://blog.johnmuellerbooks.com/.

» Companion files: The source code is available for download. All the
book examples tell you precisely which example project to use. You can
find these files at this book’s page at www.dummies.com. Just enter the
book title in the Search box, click Books on the page that appears, click
the book’s title, and scroll down the page to Downloads.
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We’ve also had trouble with the datasets used in the previous edition of
this book. Sometimes the datasets change or might become unavailable.
Given that you likely don’t want to download a large dataset unless
you’re interested in that example, we’ve made the non-toy datasets (those
available with a package) available at
https://github.com/1lmassaron/datasets. You don’t actually need to
download them, though; the example code will perform that task for you
automatically when you run it.

Where to Go from Here

Most people will want to start this book from the beginning, because it
contains a good deal of information about how the real world view of
machine learning differs from what movies might tell you. However, if you
already have a first grounding in the reality of machine learning, you can
always skip to the next part of the book.

Chapter 4 is where you want to go if you want to use a desktop setup, while
Chapter 6 is helpful when you want to use a mobile device. Your preexisting
setup may not work with the book’s examples because you might have
different versions of the various products. It’s essential that you use the
correct product versions to ensure success. Even if you choose to go with
your own setup, consider reviewing Chapter 5 unless you’re an expert Python
coder already.

If you’re already an expert with Python and know how machine learning
works, you could always skip to Chapter 7. Starting at Chapter 7 will help
you get into the examples quickly so that you spend less time with basics and
more time with intermediate machine learning tasks. You can always go back
and review the previous materials as needed.
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Part1
Introducing How Machines Learn



IN THIS PART ...

Discovering how Al really works and what it can do for you
Considering what the term big data means
Understanding the role of statistics in machine learning

Defining where machine learning will take society in the future



Chapter 1
Getting the Real Story about Al

IN THIS CHAPTER

» Seeing the dream; getting beyond the hype of artificial intelligence
(AI)

» Comparing Al to machine learning
» Understanding the engineering portion of AI and machine learning

» Delineating where engineering ends and art begins

Artificial Intelligence (Al), the appearance of intelligence in machines, is a
huge topic today, and it’s getting bigger all the time thanks to the success of
new technologies (see some current examples at https://thinkml.ai/top-
5-ai-achievements-of-2019/). However, most people are looking for
everyday applications, such as talking to their smartphone. Talking to your
smartphone is both fun and helpful to find out things like the location of the
best sushi restaurant in town or to discover how to get to the concert hall. As
you talk to your smartphone, it learns more about the way you talk and makes
fewer mistakes in understanding your requests. The capability of your
smartphone to learn and interpret your particular way of speaking is an
example of an Al, and part of the technology used to make it happen is
machine learning, the use of various techniques to allow algorithms to work
better based on experience.

You likely make limited use of machine learning and Al all over the place
today without really thinking about it. For example, the capability to speak to
devices and have them actually do what you intend is an example of machine
learning at work. Likewise, recommender systems, such as those found on
Amazon, help you make purchases based on criteria such as previous product
purchases or products that complement a current choice. The use of both Al
and machine learning will only increase with time.

In this chapter, you delve into Al and discover what it means from several
perspectives, including how it affects you as a consumer and as a scientist or
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engineer. You also discover that Al doesn’t equal machine learning, even
though the media often confuse the two. Machine learning is definitely
different from Al, even though the two are related.

Moving beyond the Hype

As any technology becomes bigger, so does the hype, and Al certainly has a
lot of hype surrounding it. For one thing, some people have decided to engage
in fear mongering rather than science. Killer robots, such as those found in
the film The Terminator, really aren’t going to be the next big thing. Your
first real experience with an android Al is more likely to be in the form a
health care assistant (https://www.robotics.org/blog-article.cfm/The-
Future-of-Elder-Care-is-Service-Robots/262) or possibly as a coworker
(https://www.computerworld.com/article/2990849/meet-the-virtual-
woman-who-may -take-your-job.html). The reality is that you interact with
Al and machine learning in far more mundane ways already. Part of the
reason you need to read this chapter is to get past the hype and discover what
Al can do for you today.

rememser YOU May also have heard machine learning and Al used
interchangeably. Al includes machine learning, but machine learning
doesn’t fully define AI. This chapter helps you understand the
relationship between machine learning and Al so that you can better
understand how this book helps you move into a technology that used to
appear only within the confines of science fiction novels.

Machine learning and Al both have strong engineering components. That is,
you can quantify both technologies precisely based on theory (substantiated
and tested explanations) rather than simply hypothesis (a suggested
explanation for a phenomenon). In addition, both have strong science
components, through which people test concepts and create new ideas of how
expressing the thought process might be possible. Finally, machine learning
also has an artistic component, and this is where a talented scientist can excel.
In some cases, Al and machine learning both seemingly defy logic, and only
the true artist can make them work as expected.
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YES, FULLY AUTONOMOUS WEAPONS EXIST

Before people send us their latest dissertations about fully autonomous weapons, yes, some
benighted souls are working on such technologies. You'll find some discussions of the ethics
of Al in this book, but for the most part, the book focuses on positive, helpful uses of Al to aid
humans, rather than kill them, because most Al research reflects these uses. You can find

articles on the pros and cons of Al online, such as the Towards Data Science article at
https://towardsdatascience.com/advantages-and-disadvantages-of-artificial-

intelligence-182a5ef6588c and the Emerj article at https://emerj.com/ai-sector-
overviews/autonomous-weapons-in-the-military/.

If you really must scare yourself, you can find all sorts of sites, such as
https://www.reachingcriticalwill.org/resources/fact-sheets/critical-issues/7972-fully-

autonomous-weapons, that discuss the issue of fully autonomous weapons in some depth. Sites
such as Campaign to Stop Killer Robots (https://www.stopkillerrobots.org/) can also fill in
some details for you. We do encourage you to sign the letter banning autonomous weapons
at https://futureoflife.org/open-letter-autonomous-weapons/ — there truly is no need for
them.

However, it's important to remember that bans against space-based, chemical, and certain
laser weapons all exist. Countries recognize that these weapons don’t solve anything.
Countries will also likely ban fully autonomous weapons simply because the citizenry won’t
stand for killer robots. The bottom line is that the focus of this book is on helping you
understand machine learning in a positive light.

Dreaming of Electric Sheep

Androids (a specialized kind of robot that looks and acts like a human, such
as Data in Star Trek: The Next Generation) and some types of humanoid
robots (a kind of robot that has human characteristics but is easily
distinguished from a human, such as C-3PO in Star Wars) have become the
poster children for Al (see the dancing robots at
https://www.youtube.com/watch?v=1TckiTBawkw). They present computers
in a form that people can anthropomorphize (give human characteristics to,
even though they aren’t human). In fact, it’s entirely possible that one day
you won’t be able to distinguish between human and artificial life with ease.
Science fiction authors, such as Philip K. Dick, have long predicted such an
occurrence, and it seems all too possible today. The story “Do Androids
Dream of Electric Sheep?” discusses the whole concept of more real than
real. The idea appears as part of the plot in the movie Blade Runner
(https://www.warnerbros.com/movies/blade-runner). However, some
uses of robots today are just plain fun, as in the Robot Restaurant show at
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https://www.youtube.com/watch?v=11vvTtz8hpg. The sections that follow
help you understand how close technology currently gets to the ideals
presented by science fiction authors and the movies.
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"Sture - The current state of the art is lifelike, but you can easily tell that
you’re talking to an android. Viewing videos online can help you
understand that androids that are indistinguishable from humans are
nowhere near any sort of reality today. Check out the Japanese robots at

https://www.youtube.com/watch?v=LyyytwT-BMk and
https://www.cnbc.com/2019/10/31/human-1ike-androids-have-

entered-the-workplace-and-may-take-your-job.html. One of the
more lifelike examples is Erica (https://www.youtube.com/watch?
v=0R1wvLubFxg), who is set to appear in a science fiction film. Her story

appears on HuffPost at https://www.huffpost.com/entry/erica-
japanese-robot-science-fiction-

film:n 5ef6523dc5b6acab284181c3. The point is, technology is just
starting to get to the point where people may eventually be able to create
lifelike robots and androids, but they don’t exist today.

Understanding the history of AI and machine

learning

There is a reason, other than anthropomorphization, that humans see the
ultimate Al as one that is contained within some type of android. Ever since
the ancient Greeks, humans have discussed the possibility of placing a mind
inside a mechanical body. One such myth is that of a mechanical man called
Talos (http://www.ancient-wisdom.com/greekautomata.htm). The fact that
the ancient Greeks had complex mechanical devices, only one of which still
exists (read about the Antikythera mechanism at http://www.ancient-
wisdom.com/antikythera.htm), makes it quite likely that their dreams were
built on more than just fantasy. Throughout the centuries, people have
discussed mechanical persons capable of thought (such as Rabbi Judah
Loew's Golem,
https://www.nytimes.com/2009/05/11/world/europe/ilgolem.html).

Al is built on the hypothesis that mechanizing thought is possible. During the
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first millennium, Greek, Indian, and Chinese philosophers all worked on
ways to perform this task. As early as the seventeenth century, Gottfried
Leibniz, Thomas Hobbes, and René Descartes discussed the potential for
rationalizing all thought as simply math symbols. Of course, the complexity
of the problem eluded them (and still eludes us today, despite the advances
you read about in Part 3 of this book). The point is that the vision for Al has
been around for an incredibly long time, but the implementation of Al is
relatively new.

The true birth of Al as we know it today began with Alan Turing’s
publication of “Computing Machinery and Intelligence” in 1950
(https://www.csee.umbc.edu/courses/471/papers/turing.pdf). In this
paper, Turing explored the idea of how to determine whether machines can
think. Of course, this paper led to the Imitation Game involving three players.
Player A is a computer and Player B is a human. Each must convince Player
C (a human who can’t see either Player A or Player B) that they are human. If
Player C can’t determine who is human and who isn’t on a consistent basis,
the computer wins.

A continuing problem with Al is too much optimism. The problem that
scientists are trying to solve with Al is incredibly complex. However, the
early optimism of the 1950s and 1960s led scientists to believe that the world
would produce intelligent machines in as little as 20 years. After all,
machines were doing all sorts of amazing things, such as playing complex
games. Al currently has its greatest success in areas such as logistics, data
mining, and medical diagnosis.

Exploring what machine learning can do for AI
Machine learning relies on algorithms to analyze huge datasets. Currently,
machine learning can’t provide the sort of Al that the movies present. Even
the best algorithms can’t think, feel, present any form of self-awareness, or
exercise free will. What machine learning can do is perform predictive
analytics far faster than any human can. As a result, machine learning can
help humans work more efficiently. The current state of Al, then, is one of
performing analysis, but humans must still consider the implications of that
analysis — making the required moral and ethical decisions. The

“Considering the Relationship between Al and Machine Learning” section of
this chapter delves more deeply into precisely how machine learning


https://www.csee.umbc.edu/courses/471/papers/turing.pdf

contributes to Al as a whole. The essence of the matter is that machine
learning provides just the learning part of Al, and that part is nowhere near
ready to create an Al of the sort you see in films.

rememser 1 he main point of confusion between learning and intelligence is that
people assume that simply because a machine gets better at its job
(learning) it’s also aware (intelligence). Nothing supports this view of
machine learning. The same phenomenon occurs when people assume
that a computer is purposely causing problems for them. The computer
can’t assign emotions and therefore acts only upon the input provided
and the instruction contained within an application to process that input.
A true AT will eventually occur when computers can finally emulate the
clever combination used by nature:

» Genetics: Slow learning from one generation to the next
» Teaching: Fast learning from organized sources

» Exploration: Spontaneous learning through media and interactions with
others

Considering the goals of machine learning

At present, Al is based on machine learning, and machine learning is
essentially different from statistics. Yes, machine learning has a statistical
basis, but it makes some different assumptions than statistics do because the
goals are different. Table 1-1 lists some features to consider when comparing
Al and machine learning to statistics.

TABLE 1-1: Comparing Machine Learning to Statistics

Technique |[Machine Learning Statistics
Data Works with big data in the form of networks and graphs; Models are used to create
. raw data from sensors or the web text is split into training predictive power on small
handling
and test data. samples.
The data is sampled, randomized, and transformed to Parameters interpret real-world
Data input  maximize accuracy scoring in the prediction of out-of- phenomena and provide a
sample (or completely new) examples. stress on magnitude.

Probability is taken into account for comparing what could ~ The output captures the
Result variability and uncertainty of



be the best guess or decision. parameters.

The scientist assumes a certain

Assumptions The scientist learns from the data. . -
output and tries to prove it.

The distribution is unknown or ignored before learning from The scientist assumes a well-

Distribution data. defined distribution.

The result is fit to the present

Fitting The scientist creates a best fit, but generalizable, model. data distribution.

Defining machine learning limits based on hardware
Huge datasets require huge amounts of memory. Unfortunately, the
requirements don’t end there. When you have huge amounts of data and
memory, you must also have processors with multiple cores and high speeds.
One of the problems that scientists are striving to solve is how to use existing
hardware more efficiently. In some cases, waiting for days to obtain a result
to a machine learning problem simply isn’t possible. The scientists who want
to know the answer need it quickly, even if the result isn’t quite right. With
this in mind, investments in better hardware also require investments in better
science. This book considers some of the following issues as part of making
your machine learning experience better:

» Obtaining a useful result: As you work through the book, you discover
that you need to obtain a useful result first, before you can refine it. In
addition, sometimes tuning an algorithm goes too far and the result
becomes quite fragile (and possibly useless outside a specific dataset).

» Asking the right question: Many people get frustrated in trying to obtain
an answer from machine learning because they keep tuning their
algorithm without asking a different question. To use hardware efficiently,
sometimes you must step back and review the question you’re asking.
The question might be wrong, which means that even the best hardware
will never find the answer.

» Relying on intuition too heavily: All machine learning questions begin
as a hypothesis. A scientist uses intuition to create a starting point for
discovering the answer to a question. Failure is more common than
success when working through a machine learning experience. Your
intuition adds the art to the machine learning experience, but sometimes
intuition is wrong and you have to revisit your assumptions.
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"Srure - When you begin to realize the importance of environment to machine
learning, you can also begin to understand the need for the right
hardware and in the right balance to obtain a desired result. The current
state-of-the-art systems actually rely on Graphical Processing Units
(GPUs) to perform machine learning tasks. Relying on GPUs does speed
the machine learning process considerably. A full discussion of using
GPUs is outside the scope of this book, but you can read more about the
topic at https://devblogs.nvidia.com/parallelforall/bidmach-

machine-learning-limit-gpus/ and
https://towardsdatascience.com/what-is-a-gpu-and-do-vyou-

need-one-in-deep-learning-718b9597aa0d.

Overcoming Al Fantasies

As with many other technologies, Al and machine learning both have their
fantasy or fad uses. For example, some people are using machine learning to
create Picasso-like art from photos using products like NightCafé
(https://creator.nightcafe.studio/), which supports people who really
enjoy this art form. You can read all about using machine learning to create

art at
https://www.washingtonpost.com/news/innovations/wp/2015/08/31/thi

algorithm-can-create-a-new-van-gogh-or-picasso-in-just-an-hour/.
Of course, the problems with such use are many. For one thing, most people
wouldn’t really want a Picasso created in this manner except as a fad item
(because no one had done it before). The point of art isn’t in creating an
interesting interpretation of a particular real-world representation, but rather
in seeing how the artist interpreted it. The end of the article points out that the
computer can only copy an existing style at this stage — not create an
entirely new style of its own. The following sections discuss Al and machine
learning fantasies of various sorts.

Discovering the fad uses of AI and machine learning

Al is entering an era of innovation that you used to read about only in science
fiction. It can be hard to determine whether a particular Al use is real or
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simply the dream child of a determined scientist. For example, The Six
Million Dollar Man

(https://en.wikipedia.org/wiki/The Six Million Dollar Man)isa
television series that looked fanciful at one time. When it was introduced, no
one actually thought that we’d have real-world bionics at some point.
However, Hugh Herr
(https://www.smithsonianmag.com/innovation/future-robotic-legs-
180953040/) and others (https://www.fiercebiotech.com/medtech/using-
onboard-ai-to-power-quicker-more-complex-prosthetic-hands) have
other ideas — bionic legs and arms really are possible now. Of course, they
aren’t available for everyone yet; the technology is only now becoming
useful. Muddying the waters is The Six Billion Dollar Man movie, based
partly on The Six Million Dollar Man television series
(https://www.cinemablend.com/new/Mark-Wahlberg-Six-Billion-
Dollar-Man-Just-Made-Big-Change-91947.html), which has suffered
delays for various reasons (https://screenrant.com/mark-wahlberg-six-
billion-dollar-man-delays-updates/). The fact is that Al and machine
learning will both present opportunities to create some amazing technologies
and that we’re already at the stage of creating those technologies, but you still
need to take what you hear with a huge grain of salt.

One of the more interesting uses of machine learning for entertainment
purposes is the movie B
(https://www.cinemablend.com/news/2548939/one-sci-fi-movie-will-
be-able-to-film-during-the-pandemic-thanks-to-casting-an-ai-
robot-as-its-lead), which stars an android named Erica. The inventors of
Erica, Hiroshi Ishiguro and Kohei Ogawa, have spent a great deal of time
trying to make her lifelike by trying to implement the human qualities of
intent and desire (https://www.yoichimatsuyama.com/conversation-with-
evolving-robotic-species-interview-with-hiroshi-ishiguro/). The
result is something that encroaches on the uncanny valley
(https://www.scientificamerican.com/article/why-uncanny-valley-
human-look-alikes-put-us-on-edge/) in a new way. The plot of this movie
will be on the same order as Ex Machina
(https://www.indiewire.com/2020/06/ex-machina-real-robot-erica-
science-fiction-movie-1234569484/).
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rememser 10 make the future uses of Al and machine learning match the

concepts that science fiction has presented over the years, real-world
programmers, data scientists, and other stakeholders need to create tools.
Nothing happens by magic, even though it may look like magic when
you don’t know what’s happening behind the scenes. In order for the fad
uses for Al and machine learning to become real-world uses, developers,
data scientists, and others need to continue building real-world tools that
may be hard to imagine at this point.

Considering the true uses of AI and machine learning
You find Al and machine learning used in a great many applications today.
The only problem is that the technology works so well that you don’t know
that it even exists. In fact, you might be surprised to find that many devices in
your home already make use of both technologies. Both technologies
definitely appear in your car and most especially in the workplace. In fact, the
uses for both Al and machine learning number in the millions — all safely
out of sight even when they’re quite dramatic in nature. Here are just a few of
the ways in which you might see Al used:

»

»

»

Fraud detection: You get a call from your credit card company asking
whether you made a particular purchase. The credit card company isn’t
being nosy; it’s simply alerting you to the fact that someone else could be
making a purchase using your card. The Al embedded within the credit
card company’s code detected an unfamiliar spending pattern and alerted
someone to it.

Resource scheduling: Many organizations need to schedule the use of
resources efficiently. For example, a hospital may have to determine
where to put a patient based on the patient’s needs, availability of skilled
experts, and the amount of time the doctor expects the patient to be in the
hospital.

Complex analysis: Humans often need help with complex analysis
because there are literally too many factors to consider. For example, the
same set of symptoms could indicate more than one problem. A doctor or
other expert might need help making a diagnosis in a timely manner to



save a patient’s life.

» Automation: Any form of automation can benefit from the addition of Al
to handle unexpected changes or events. A problem with some types of
automation today is that an unexpected event, such as an object in the
wrong place, can actually cause the automation to stop. Adding Al to the
automation can allow the automation to handle unexpected events and
continue as if nothing happened.

» Customer service: The customer service line you call today may not
even have a human behind it. The automation is good enough to follow
scripts and use various resources to handle the vast majority of your
questions. With good voice inflection (provided by AI as well), you may
not even be able to tell that you’re talking with a computer.

» Safety systems: Many of the safety systems found in machines of various
sorts today rely on Al to take over the vehicle in a time of crisis. For
example, many automatic braking systems rely on Al to stop the car
based on all the inputs that a vehicle can provide, such as the direction of
a skid.

» Machine efficiency: Al can help control a machine in such a manner as
to obtain maximum efficiency. The Al controls the use of resources so
that the system doesn’t overshoot speed or other goals. Every ounce of
power is used precisely as needed to provide the desired services.

This list doesn’t even begin to scratch the surface. You can find Al used in
many other ways. However, it’s also useful to view uses of machine learning
outside the normal realm that many consider the domain of Al. Here are a
few uses for machine learning that you might not associate with an Al:

» Access control: In many cases, access control is a yes or no proposition.
An employee smartcard grants access to a resource much in the same way
that people have used keys for centuries. Some locks do offer the
capability to set times and dates that access is allowed, but the coarse-
grained control doesn’t really answer every need. By using machine
learning, you can determine whether an employee should gain access to a
resource based on role and need. For example, an employee can gain
access to a training room when the training reflects an employee role.

» Animal protection: The ocean might seem large enough to allow animals



and ships to cohabitate without problem. Unfortunately, many animals get
hit by ships each year. A machine learning algorithm could allow ships to
avoid animals by learning the sounds and characteristics of both the
animal and the ship.

» Predicting wait times: Most people don’t like waiting when they have no
idea of how long the wait will be. Machine learning allows an application
to determine waiting times based on staffing levels, staffing load,
complexity of the problems the staff is trying to solve, availability of
resources, and so on.

Being useful; being mundane

Even though the movies make it sound like Al is going to make a huge
splash, and you do sometimes see some incredible uses for Al in real life, the
fact of the matter is that most uses for Al are mundane, even boring. For
example, a recent article details how Verizon uses the R language to analyze
security breach data

(https://www.computerworld.com/article/3001832/data-
analytics/how-verizon-analyzes-security-breach-data-with-r.html

and https://softwarestrategiesblog.com/category/verizons-2020-
data-breach-investigations-report-dbir/). Part 5 of this book provides
you with real-world examples of this same sort of analysis. The act of
performing this analysis is dull when compared to other sorts of Al activities,
but the benefits are that Verizon saves money performing the analysis using
R, and the results are better as well.

In addition, Python developers (see Chapters 4 and 5 for Python language
details) have a huge array of libraries available to make machine learning
easy. In fact, Kaggle (https://www.kaggle.com/competitions) provides
competitions to allow Python developers and R practitioners to hone their
machine learning skills in creating practical applications. The results of these
competitions often appear later as part of products that people actually use.
Although R still relies on strong support from the statistical community in
academic research, the Python development community is particularly busy
creating new libraries to make development of complex data science and
machine learning applications easier (see https://www.globalsga.com/top-
20-open-source-python-libraries/ for the top 20 Python libraries in use
today).
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Considering the Relationship between
AI and Machine Learning

Machine learning is only part of what a system requires to become an Al. The
machine learning portion of the picture enables an Al to perform these tasks:

» Adapt to new circumstances that the original developer didn’t envision
» Detect patterns in all sorts of data sources
» Create new behaviors based on the recognized patterns

» Make decisions based on the success or failure of these behaviors

The use of algorithms to manipulate data is the centerpiece of machine
learning. To prove successful, a machine learning session must use an
appropriate algorithm to achieve a desired result. In addition, the data must
lend itself to analysis using the desired algorithm, or it requires a careful
preparation by scientists.

Al encompasses many other disciplines to simulate the thought process
successfully. In addition to machine learning, Al normally includes

» Natural language processing: The act of allowing language input and
putting it into a form that a computer can use.

» Natural language understanding: The act of deciphering the language
in order to act upon the meaning it provides.

» Knowledge representation: The ability to store information in a form
that makes fast access possible.

» Planning (in the form of goal seeking): The ability to use stored
information to draw conclusions in near real time (almost at the moment
it happens, but with a slight delay, sometimes so short that a human won’t
notice, but the computer can).

» Robotics: The ability to act upon requests from a user in some physical
form.

In fact, you might be surprised to find that the number of disciplines required
to create an Al is huge. Consequently, this book exposes you to only a portion



of what an Al contains. However, even the machine learning portion of the
picture can become complex because understanding the world through the
data inputs that a computer receives is a complex task. Just think about all the
decisions that you constantly make without thinking about them. For
example, just the concept of seeing something and knowing whether you can
interact successfully with it can become a complex task.

Considering AI and Machine Learning
Specifications

As scientists continue to work with a technology and turn hypotheses into
theories, the technology becomes related more to engineering (where theories
are implemented) than science (where theories are created). As the rules
governing a technology become clearer, groups of experts work together to
define these rules in written form. The result is specifications (a group of
rules that everyone agrees upon).

Eventually, implementations of the specifications become standards that a
governing body, such as the IEEE (Institute of Electrical and Electronics
Engineers) or a combination of the ISO/IEC (International Organization for
Standardization/International Electrotechnical Commission), manages. Al
and machine learning have both been around long enough to create
specifications, but you currently won’t find any standards for either
technology. However, you can find plans for such standards in places like
National Institute of Standards and Technology (NIST) at
https://www.nist.gov/topics/artificial-intelligence/ai-standards.

The basis for machine learning is math. Algorithms determine how to
interpret big data in specific ways. The math basics for machine learning
appear in Part 3 of this book. You discover that algorithms process input data
in specific ways and create predictable outputs based on the data patterns.
What isn’t predictable is the data itself. The reason you need Al and machine
learning is to decipher the data in such a manner to be able to see the patterns
in it and make sense of them.

You see the specifications detailed in Part 4 in the form of algorithms used to
perform specific tasks. When you get to Part 5, you begin to see the reason
that everyone agrees to specific sets of rules governing the use of algorithms
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to perform tasks. The point is to use an algorithm that will best suit the data
you have in hand to achieve the specific goals you’ve created. Professionals
implement algorithms using languages that work best for the task. Machine
learning relies on Python and R, and to some extent MATLAB, Java, Julia,

and C++. (See the discussion at https://www.quora.com/What-is-the-
best-language-to-use-while-learning-machine-learning-for-the-

first-time for details.)

Defining the Divide between Art and
Engineering

The reason that AI and machine learning are both sciences and not
engineering disciplines is that both require some level of art to achieve good
results. The artistic element of machine learning takes many forms. For
example, you must consider how the data is used. Some data acts as a
baseline that trains an algorithm to achieve specific results. The remaining
data provides the output used to understand the underlying patterns. No
specific rules governing the balancing of data exist; the scientists working
with the data must discover whether a specific balance produces optimal
output.

rememeer Cleaning the data also lends a certain amount of artistic quality to the
result. The manner in which a scientist prepares the data for use is
important. Some tasks, such as removing duplicate records, occur
regularly. However, a scientist may also choose to filter the data in some
ways or look at only a subset of the data. As a result, the cleaned dataset
used by one scientist for machine learning tasks may not precisely match
the cleaned dataset used by another.

You can also tune the algorithms in certain ways or refine how the algorithm
works. Again, the idea is to create output that truly exposes the desired
patterns so that you can make sense of the data. For example, when viewing a
picture, a robot may have to determine which elements of the picture it can
interact with and which elements it can’t. The answer to that question is
important if the robot must avoid some elements to keep on track or to
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achieve specific goals.

When working in a machine learning environment, you also have the problem
of input data to consider. For example, the microphone found in one
smartphone won’t produce precisely the same input data that a microphone in
another smartphone will. The characteristics of the microphones differ, yet
the result of interpreting the vocal commands provided by the user must
remain the same. Likewise, environmental noise changes the input quality of
the vocal command, and the smartphone can experience certain forms of
electromagnetic interference. Clearly, the variables that a designer faces when
creating a machine learning environment are both large and complex.

The art behind the engineering is an essential part of machine learning. The
experience that a scientist gains in working through data problems is essential
because it provides the means for the scientist to add values that make the
algorithm work better. A finely tuned algorithm can make the difference
between a robot successfully threading a path through obstacles and hitting
every one of them.

Predicting the Next AT Winter

Development of machine learning and Al is slow for a number of reasons,
such as a lack of powerful hardware, lack of suitable data to feed algorithms,
and people’s inability to understand their own thought processes. Businesses,
however, are looking for ways to generate cash quickly based on new
technologies. Obviously, slow development doesn’t work well with a quick
return on investment (ROI). Developer-entrepreneurs exacerbate the problem
by overselling technologies. They indicate that the state of the art is more
advanced than it really is, often to enjoy windfall profits, gain power, and
advance their careers. Because of the difference between timing and
expectations, machine learning and Al have both experienced Al winters, a
period of time when business shows little or no interest in the development of
new processes, technologies, or strategies.

The first AI winter happened as a result of unfulfilled expectations resulting
from the overselling of the technology and unanticipated difficulties. During
the summer of 1956, various scientists attended a workshop held on the
Dartmouth College campus to create artificially intelligent machines. They
predicted that machines that could reason as effectively as humans would



require, at most, a generation to come about. They were wrong. Only now
have we realized machines that can perform mathematical and logical
reasoning as effectively as a human. To achieve true human understanding, an
Al would also need to demonstrate intelligence in the visual-spatial, bodily-
kinesthetic, creative, interpersonal, intrapersonal, and linguistic realms. The
stated problem with the Dartmouth College and other endeavors of the time
relates to hardware — the processing capability to perform calculations
quickly enough to create a simulation. However, that’s not really the whole
problem. Yes, hardware does figure in to the picture, but you can’t simulate
processes that you don’t understand, especially if you lack suitable data. Even
so, the reason that Al is somewhat effective today is that the hardware has
finally become powerful enough to support the required number of
calculations.

rememser ANyone who has spent a lot of time analyzing the machine learning
and Al fields knows that the current technology has reached a kind of
plateau. The technology continues to advance incrementally, but there
aren’t any true new uses for either machine learning or Al right now. On
the other hand, businesses are effectively using both machine learning
and Al to generate a profit. So, some people feel that machine learning
and Al are headed toward another Al winter because of unfulfilled
expectations and overselling (think about the self-driving car), while
others feel that business actually is satisfied with the progress currently
being made (think about the use of recommender systems on sites such
as Amazon.com).

Sites such as https://www.thinkautomation.com/bots-and-ai/the-ai-
winter-is-coming/ see an Al winter in the near future, partly because the
terms machine learning, deep learning, and Al have become overused and ill-
defined. These same sites look at how business is actually using machine
learning and Al today. In most cases, these sources say that the technologies
are used for background processes, not front-line customer interactions. The
thought is that automation used for front-end processes isn’t actually machine
learning or Al, and that companies will eventually see automation as being
separate from machine learning and Al. As a result, they will again stop
investing in either technology. In many cases, proponents of an upcoming Al
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winter state that scientists should focus on the amazing array of tasks that
machine learning and Al can perform today, rather than continue to hype
some nebulous future tasks.

Before you get the idea that everyone is expecting another Al winter, you

need to look at the other side of the argument. Sites such as
https://towardsdatascience.com/there-wont-be-an-ai-winter-this-

time-332a4b6d6f07 are saying that machine learning and Al are both so
deeply embedded that an Al winter really isn’t possibly any longer. Typically,
the articles you see are forthright in stating that machine learning and Al
haven’t met certain goals, like creating autonomous vehicles. Even though
these goals aren’t feasible today, the potential exists for achieving them in the
future when scientists have completed more research. Moreover, because of
the research conducted and the applications created, both machine learning
and Al have become profitable, so business will continue to support them.
The Towards Data Science article is good because it points out a wealth of
vendors who are actually using machine learning in major line-of-business
applications that generate huge profits.

In thinking about the future of machine learning and Al, considering a more

moderate approach is likely best, such as the one found at
https://mindmatters.ai/2020/01/so0-is-an-ai-winter-really-coming-

this-time/. At this point, data scientists and other researchers need to take a
step back and consider the next level. The current technologies can only take
us so far. They’re profitable, but they can’t produce a self-driving car and
they certainly can’t produce a robot of the intelligence found in the film Ex
Machina. So, if there is an Al winter, it’s likely to be a mild one because
companies like Amazon.com and Google aren’t going to throw their
technologies out because a few reporters think that they should. In short, the
concepts, ideas, and technologies that you discover in this book remain viable
and allow you to move forward in a career of your choice.
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Chapter 2
Learning in the Age of Big Data

IN THIS CHAPTER
» Understanding and locating big data

» Considering how statistics and big data work together in machine
learning

» Defining the role of algorithms in machine learning

» Determining how training works with algorithms in machine
learning

This chapter provides you with essentials you need to know to perform
machine learning tasks. This chapter doesn’t go into detail on the topics;
rather, it offers an overview to help you make sense of the information in
future chapters. Of course, learning begins with data, so the first part of this
chapter tells you about data — lots of data, big data. Just as a human learns
better with more input, so do machine learning applications.

You have to have some way to organize and analyze all that data. Just as you
organize pieces of information to make them easier to access and see patterns
in it with greater ease, so the computer needs to organize data and then
analyze it using statistics —a method of interpreting and presenting data
patterns mathematically. The second part of this chapter deals with statistics
as they apply to machine learning.

After you have your data in hand and in an order that is useful and
understandable, you can begin to feed it to algorithms to manipulate the data
in a particular way to produce a result. The result tells you something you
may or may not have surmised about the data on your own. The third part of
this chapter looks at the relationship of algorithms to machine learning.

Machine learning algorithms are useful only when trained because training
enables the computer to use previous analysis to work with new data that it
hasn’t seen before. The fourth part of this chapter gets you started with



understanding algorithm training.

Considering the Machine Learning
Essentials

Computers manage data through applications that perform tasks using
algorithms of various sorts. A simple definition of an algorithm is a
systematic set of operations to perform on a given dataset — essentially a
procedure. The four basic data operations are Create, Read, Update, and
Delete (CRUD). This set of operations may not seem complex, but
performing these essential tasks is the basis of everything you do with a
computer.

rememser AS the dataset becomes larger, the computer can use the algorithms
found in an application to perform more work. The use of immense
datasets, known as big data, enables a computer to perform work based
on pattern recognition in a nondeterministic manner. Algorithms
determine how a machine interprets big data. The algorithm used to
perform machine learning affects the outcome of the learning process
and, therefore, the results you get. In short, to create a computer setup
that can learn, you need a dataset large enough for the algorithms to
manage in a manner that allows for pattern recognition, and this pattern
recognition needs to use a simple subset to make predictions (statistical
analysis) of the dataset as a whole.

Big data exists in many places today. Obvious sources are online databases,
such as those created by vendors to track consumer purchases. However, you
find many non-obvious data sources, too, and often these non-obvious
sources provide the greatest resources for doing something interesting.
Finding appropriate sources of big data lets you create machine learning
scenarios in which a machine can learn in a specified manner and produce a
desired result.

Statistics, one of the methods of machine learning that you consider in this
book, is a method of describing problems using math. By combining big data



with statistics, you can create a machine learning environment in which the
machine considers the probability of any given event. However, saying that
statistics is the only machine learning method is incorrect. This chapter also
introduces you to the other forms of machine learning currently in place.

ne  Before an algorithm can do much in the way of machine learning,
you must train it. The training process modifies how the algorithm views
big data. It’s essential to understand that training is actually using a
subset of the data as a method for creating the patterns that the algorithm
needs to recognize specific cases from the more general cases that you
provide as part of the training.

Defining Big Data

Big data is substantially different from being just a large database. Yes, big
data implies lots of data, but it also includes the idea of complexity and depth.
A big data source describes something in enough detail that you can begin
working with that data to solve problems for which general programming
proves inadequate.

As an example of big data complexity, consider Google’s self-driving cars
(https://waymo.com/). The car must consider not only the mechanics of the
car’s hardware and position with space but also the effects of human
decisions, road conditions, environmental conditions, and other vehicles on

the road, which is why our roads aren’t crowded with them yet (see
https://www.vox.com/future-perfect/2020/2/14/21063487/self-

driving-cars-autonomous-vehicles-waymo-cruise-uber). It’s not hard to
imagine some of the human-specific issues that self-driving cars will need to
address, such as people taking a nap when they should be watching the road
even with the self-driving car in control
(https://robbreport.com/motors/cars/canadian-police-arrest-
sleeping-driver-tesla-autopilot-1234570071/).

The data source for a self-driving car (or any other complex endeavor for that
matter) contains many variables — all of which affect the vehicle in some
way. Traditional programming might be able to crunch all the numbers, but
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not in real time. You don’t want the car to crash into a wall and have the
computer finally decide five minutes later that the car is going to crash into a
wall. The processing must prove timely so that the car can avoid the wall.

The acquisition of big data can also prove daunting. The sheer bulk of the
dataset isn’t the only problem to consider — also essential is to consider how
the dataset is stored and transferred so that the system can process it. In most
cases, developers try to store the dataset in memory to allow fast processing.
Using a hard drive to store the data would prove too costly, time-wise.

JUST HOW BIG IS BIG?

Big data can really become quite big. For example, suppose that your Google self-driving car
has a few HD cameras and a couple hundred sensors that provide information at a rate of
100 times/s. What you might end up with is a raw dataset with input that exceeds 100 Mbps.
Processing that much data is incredibly hard.

Part of the problem right now is determining how to control big data. Currently, the attempt is
to log everything, which produces a massive, detailed dataset. However, this dataset isn't well
formatted, again making it quite hard to use. As this book progresses, you discover
techniques that help control both the size and the organization of big data so that the data
becomes useful in making predictions.

rememser When thinking about big data, you also consider anonymity. Big data
presents privacy concerns. However, because of the way machine
learning works, knowing specifics about individuals isn’t particularly
helpful anyway. Machine learning is all about determining patterns —
analyzing training data in such a manner that the trained algorithm can
perform tasks that the developer didn’t originally program it to do.
Personal data has no place in such an environment.

Finally, big data is so large that humans can’t reasonably visualize it without
help. Part of what defines big data as big is the fact that a human can learn
something from it, but the sheer magnitude of the dataset makes recognition
of the patterns impossible (or would take a really long time to accomplish).
Machine learning helps humans make sense of and use big data.




Considering the Sources of Big Data

Before you can use big data for a machine learning application, you need a
source of big data. Of course, the first thing that most developers think about
is the huge, corporate-owned database, which could contain interesting
information, but it’s just one source. The fact of the matter is that your
corporate databases might not even contain particularly useful data for a
specific need. The following sections describe locations you can use to obtain
additional big data.

Building a new data source

To create viable sources of big data for specific needs, you might find that
you actually need to create a new data source. Developers built existing data
sources around the needs of the client-server architecture in many cases, and
these sources may not work well for machine learning scenarios because they
lack the required depth (being optimized to save space on hard drives does
have disadvantages). In addition, as you become more adept in using machine
learning, you find that you ask questions that standard corporate databases
can’t answer. With this in mind, the following sections describe some
interesting new sources for big data.

Obtaining data from public sources

Governments, universities, nonprofit organizations, and other entities often
maintain publicly available databases that you can use alone or combined
with other databases to create big data for machine learning. For example,
you can combine several Geographic Information Systems (GIS) to help
create the big data required to make decisions such as where to put new stores
or factories. The machine learning algorithm can take all sorts of information
into account — everything from the amount of taxes you have to pay to the
elevation of the land (which can contribute to making your store easier to
see).

The best part about using public data is that it’s usually free, even for
commercial use (or you pay a nominal fee for it). In addition, many of the
organizations that created them maintain these sources in nearly perfect
condition because the organization has a mandate, uses the data to attract
income, or uses the data internally. When obtaining public source data, you
need to consider a number of issues to ensure that you actually get something



useful. Here are some of the criteria you should think about when making a
decision:

» The cost, if any, of using the data source
» The formatting of the data source

» Access to the data source (which means having the proper infrastructure
in place, such as an Internet connection when using Twitter data)

» Permission to use the data source (some data sources are copyrighted)

» Potential issues in cleaning the data to make it useful for machine
learning

» Potential security issues in accessing the data, adding it to other data
sources, and managing it locally

» Ensuring that the data is the original data, rather than data that purports to
be original but has been biased or modified in other ways that would
change the results of using it

» Determining that the data doesn’t contain personally identifiable
information that the data source originator may not have permission to
use. (Chapter 22 covers issues like this one.)

Obtaining data from private sources

You can obtain data from private organizations such as Amazon (see Open
Data, https://aws.amazon.com/opendata/) and Google (see Public Data
Explorer, https://www.google.com/publicdata/directory), both of which
maintain immense databases that contain all sorts of useful information. In
some cases, except for publicly shared data sources, you should expect to pay
for access to the data, especially when used in a commercial setting. You may
not be allowed to download the data to your personal servers, so that
restriction may affect how you use the data in a machine learning
environment. For example, some algorithms work slower with data that they
must access in small pieces.

The biggest advantage of using data from a private source is that you can
expect better consistency. The data is likely cleaner than from a public source.
In addition, you usually have access to a larger database with a greater variety
of data types. Of course, it all depends on where you get the data.
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Creating new data from existing data

Your existing data may not work well for machine learning scenarios, but that
doesn’t keep you from creating a new data source using the old data as a
starting point. For example, you might find that you have a customer database
that contains all the customer orders, but the data isn’t useful for machine
learning because it lacks tags required to group the data into specific types.
One of the new job types that you can expect to create is people who massage
data to make it better suited for machine learning — including the addition of
specific information types such as tags.

rememser Machine learning will have a significant effect on your business. The

article at https://www.computerworld.com/article/3007053/big-
data/how-machine-learning-will-affect-your-business.html

describes some of the ways in which you can expect machine learning to
change how you do business. One of the points in this article is that
machine learning typically works on 80 percent of the data. In 20
percent of the cases, you still need humans to take over the job of
deciding just how to react to the data and then act upon it. The point is
that machine learning saves money by taking over repetitious tasks that
humans don’t really want to do in the first place (making them
inefficient). However, machine learning doesn’t get rid of the need for
humans completely, and it creates the need for new types of jobs that are
a bit more interesting than the ones that machine learning has taken over.
Also important to consider is that you need more humans at the outset
until the modifications they make train the algorithm to understand what
sorts of changes to make to the data.

Using existing data sources

Your organization has data hidden in all sorts of places. The problem is in
recognizing the data as data. For example, you may have sensors on an
assembly line that track how products move through the assembly process
and ensure that the assembly line remains efficient. Those same sensors can
potentially feed information into a machine learning scenario because they
could provide inputs on how product movement affects customer satisfaction
or the price you pay for postage. The idea is to discover how to create
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mashups that present existing data as a new kind of data that lets you do more
to make your organization work well.

rememser Big data can come from any source, even your email. The article at
https://www.semrush.com/blog/deep-learning-an-upcoming-

gmail-feature-that-will-answer-your-emails-for-you/ discusses
how Google uses your email to create a list of potential responses for

new emails. You can read about the process involved for the user at
https://www.lifewire.com/how-to-send-canned-replies-

automatically-in-gmail-1172080. Instead of having to respond to
every email individually, you can simply select a canned response at the
bottom of the page. This sort of automation isn’t possible without the
original email data source. Looking for big data in specific locations will
blind you to the big data sitting in common places that most people don’t
think about as data sources. Tomorrow’s applications will rely on these
alternative data sources, but to create these applications, you must begin
seeing the data hidden in plain view today.

Some of these applications already exist, and you’re completely unaware of

them. The video at
https://research.microsoft.com/apps/video/default.aspx?id=256288

makes the presence of these kinds of applications more apparent. By the time
you complete the video, you begin to understand that many uses of machine
learning are already in place and users already take them for granted (or have
no idea that the application is even present). Many developers see the quest
toward an ultimate machine learning experience as the master algorithm,
which is the topic of a book entitled The Master Algorithm, by Pedro
Domingos
(https://www.amazon.com/exec/obidos/ASIN/0465094279/datacservip0f-
20/).

Locating test data sources

As you progress through the book, you discover the need to teach whichever
algorithm you’re using (don’t worry about specific algorithms; you see a
number of them later in the book) how to recognize various kinds of data and
then to do something interesting with it. This training process ensures that the
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algorithm reacts correctly to the data it receives after the training is over. Of
course, you also need to test the algorithm to determine whether the training
is a success. In many cases, the book helps you discover ways to break a data
source into training and testing data components in order to achieve the
desired result. Then, after training and testing, the algorithm can work with
new data in real time to perform the tasks that you verified it can perform.

In some cases, you might not have enough data at the outset for both training
(the essential initial test) and testing. When this happens, you might need to
create a test setup to generate more data, rely on data generated in real time,
or create the test data source artificially. You can also use similar data from
existing sources, such as a public or private database. The point is that you
need both training and testing data that will produce a known result before
you unleash your algorithm into the real world of working with uncertain
data.

Specifying the Role of Statistics in
Machine Learning

Some sites online would have you believe that statistics and machine learning
are two completely different technologies. For example, when you read
Statistics vs. Machine Learning, fight!
(http://brenocon.com/blog/2008/12/statistics-vs-machine-learning-
fight/), you get the idea that the two technologies are not only different, but
downright hostile toward each other. (Later updates to the article are
important in that they show the learning process that the author, and many of
us, go through in trying to make sense of these technologies.) The fact is that
statistics and machine learning have a lot in common and that statistics
represents one of the five tribes (schools of thought) that make machine
learning feasible. The five tribes are

» Symbolists: The origin of this tribe is in logic and philosophy. This group
relies on inverse deduction to solve problems.

» Connectionists: The origin of this tribe is in neuroscience. This group
relies on backpropagation to solve problems.

» Evolutionaries: The origin of this tribe is in evolutionary biology. This
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group relies on genetic programming to solve problems.

» Bayesians: The origin of this tribe is in statistics. This group relies on
probabilistic inference to solve problems.

» Analogizers: The origin of this tribe is in psychology. This group relies
on kernel machines to solve problems.

The ultimate goal of machine learning is to combine the technologies and
strategies embraced by the five tribes to create a single algorithm (the master
algorithm) that can learn anything (see Figure 2-1). Of course, achieving that
goal is a long way off. Even so, scientists such as Pedro Domingos

(http://homes.cs.washington.edu/~pedrod/) are currently working
toward that goal.
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FIGURE 2-1: The five tribes will combine their efforts toward the master algorithm.
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This book follows the Bayesian tribe strategy, for the most part, in that you
solve most problems using some form of statistical analysis. You do see
strategies embraced by other tribes described, but the main reason you begin
with statistics is that the technology is already well established and
understood. In fact, many elements of statistics qualify more as engineering
(in which theories are implemented) than science (in which theories are
created). The next section of the chapter delves deeper into the five tribes by
viewing the kinds of algorithms each tribe uses. Understanding the role of
algorithms in machine learning is essential to defining how machine learning
works.

Understanding the Role of Algorithms

Everything in machine learning revolves around algorithms. An algorithm is
a procedure or formula used to solve a problem. The problem domain affects
the kind of algorithm needed, but the basic premise is always the same — to
solve some sort of problem, such as driving a car or playing dominoes. In the
first case, the problems are complex and many, but the ultimate problem is
one of getting a passenger from one place to another without crashing the car.
Likewise, the goal of playing dominoes is to win. The following sections
discuss algorithms in more detail.

Defining what algorithms do

An algorithm is a kind of container. It provides a box for storing a method to
solve a particular kind of a problem. Algorithms process data through a series
of well-defined states. The states need not be deterministic, but the states are
defined nonetheless. The goal is to create an output that solves a problem. In
some cases, the algorithm receives inputs that help define the output, but the
focus is always on the output.

Algorithms must express the transitions between states using a well-defined
and formal language that the computer can understand. In processing the data
and solving the problem, the algorithm defines, refines, and executes a
function. The function is always specific to the kind of problem being
addressed by the algorithm.

Considering the five main techniques
As described in the previous section, each of the five tribes has a different



technique and strategy for solving problems that result in unique algorithms.
Combining these algorithms should lead eventually to the master algorithm
that will be able to solve any given problem. The following sections provide
an overview of the five main algorithmic techniques.

Symbolic reasoning

The term inverse deduction commonly appears as induction. In symbolic
reasoning, deduction expands the realm of human knowledge, while
induction raises the level of human knowledge. Induction commonly opens
new fields of exploration, while deduction explores those fields. However, the
most important consideration is that induction is the science portion of this
type of reasoning, while deduction is the engineering. The two strategies
work hand in hand to solve problems by first opening a field of potential
exploration to solve the problem and then exploring that field to determine
whether it does, in fact, solve it.

As an example of this strategy, deduction would say that if a tree is green and
green trees are alive, the tree must be alive. When thinking about induction,
you would say that the tree is green and the tree is also alive; therefore, green
trees are alive. Induction provides the answer to what knowledge is missing
given a known input and output.

Connections modelled on the brain’s neurons

The connectionists are perhaps the most famous of the five tribes. This tribe
strives to reproduce the brain’s functions using silicon instead of neurons.
Essentially, each of the neurons (created as an algorithm that models the real-
world counterpart) solves a small piece of the problem, and the use of many
neurons in parallel solves the problem as a whole.

The use of backpropagation, or backward propagation of errors, seeks to
determine the conditions under which errors are removed from networks built
to resemble the human neurons by changing the weights (how much a
particular input figures into the result) and biases (which features are
selected) of the network. The goal is to continue changing the weights and
biases until such time as the actual output matches the target output. At this
point, the artificial neuron fires and passes its solution along to the next
neuron in line. The solution created by just one neuron is only part of the
whole solution. Each neuron passes information to the next neuron in line
until the group of neurons creates a final output.



Evolutionary algorithms that test variation

The evolutionaries rely on the principles of evolution to solve problems. In
other words, this strategy is based on the survival of the fittest (removing any
solutions that don’t match the desired output). A fitness function determines
the viability of each function in solving a problem.

Using a tree structure, the solution method looks for the best solution based
on function output. The winner of each level of evolution gets to build the
next-level functions. The idea is that the next level will get closer to solving
the problem but may not solve it completely, which means that another level
is needed. This particular tribe relies heavily on recursion and languages that
strongly support recursion to solve problems. An interesting output of this
strategy has been algorithms that evolve: One generation of algorithms
actually builds the next generation.

Bayesian inference

The Bayesians use various statistical methods to solve problems. Given that
statistical methods can create more than one apparently correct solution, the
choice of a function becomes one of determining which function has the
highest probability of succeeding. For example, when using these techniques,
you can accept a set of symptoms as input and decide the probability that a
particular disease will result from the symptoms as output. Given that
multiple diseases have the same symptoms, the probability is important
because a user will see some in which a lower probability output is actually
the correct output for a given circumstance.

Ultimately, this tribe supports the idea of never quite trusting any hypothesis
(a result that someone has given you) completely without seeing the evidence
used to make it (the input the other person used to make the hypothesis).
Analyzing the evidence proves or disproves the hypothesis that it supports.
Consequently, it isn’t possible to determine which disease someone has until
you test all the symptoms. One of the most recognizable outputs from this
tribe is the spam filter.

Systems that learn by analogy

The analogyzers use kernel machines to recognize patterns in data. By
recognizing the pattern of one set of inputs and comparing it to the pattern of
a known output, you can create a problem solution. The goal is to use
similarity to determine the best solution to a problem. It’s the kind of



reasoning that determines that using a particular solution worked in a given
circumstance at some previous time; therefore, using that solution for a
similar set of circumstances should also work. One of the most recognizable
outputs from this tribe is recommender systems. For example, when you get
on Amazon and buy a product, the recommender system comes up with other,
related products that you might also want to buy.

Defining What Training Means

Many people are somewhat used to the idea that applications start with a
function, accept data as input, and then provide a result. For example, a
programmer might create a function called Add () that accepts two values as
input, such as 1 and 2. The result of Add () is 3. The output of this process is a
value. In the past, writing a program meant understanding the function used
to manipulate data to create a given result with certain inputs.

Machine learning turns this process around. In this case, you know that you
have inputs, such as 1 and 2. You also know that the desired result is 3.
However, you don’t know what function to apply to create the desired result.
Training provides a learner algorithm with all sorts of examples of the desired
inputs and results expected from those inputs. The learner then uses this input
to create a function. In other words, training is the process whereby the
learner algorithm maps a flexible function to the data. The output is typically
the probability of a certain class or a numeric value.

rememser A single learner algorithm can learn many different things, but not
every algorithm is suited for certain tasks. Some algorithms are general
enough that they can play chess, recognize faces on Facebook, and
diagnose cancer in patients. An algorithm reduces the data inputs and the
expected results of those inputs to a function in every case, but the
function is specific to the kind of task you want the algorithm to
perform.

The secret to machine learning is generalization. The goal is to generalize the
output function so that it works on data beyond the training set. For example,
consider a spam filter. Your dictionary contains 100,000 words (actually a



small dictionary). A limited training dataset of 4,000 or 5,000 word

combinations must create a generalized function that can then find spam in
the 2100000

data.

combinations that the function will see when working with actual

When viewed from this perspective, training might seem impossible and
learning even worse. However, to create this generalized function, the learner
algorithm relies on just three components:

» Representation: The learner algorithm creates a model, which is a
function that will produce a given result for specific inputs. The
representation is a set of models that a learner algorithm can learn. In
other words, the learner algorithm must create a model that will produce
the desired results from the input data. If the learner algorithm can’t
perform this task, it can’t learn from the data and the data is outside the
hypothesis space of the learner algorithm. Part of the representation is to
discover which features (data elements within the data source) to use for
the learning process.

» Evaluation: The learner can create more than one model. However, it
doesn’t know the difference between good and bad models. An evaluation
function determines which of the models works best in creating a desired
result from a set of inputs. The evaluation function scores the models
because more than one model could provide the required results.

» Optimization: At some point, the training process produces a set of
models that can generally output the right result for a given set of inputs.
At this point, the training process searches through these models to
determine which one works best. The best model is then output as the
result of the training process.

Much of this book focuses on representation. For example, in Chapter 10 you
discover how to create a working spam detector using the Naive Bayes
algorithm, based on a probabilistic representation of the problem. However,
the training process is more involved than simply choosing a representation.
All three steps come into play when performing the training process.
Fortunately, you can start by focusing on representation and allow the various
libraries discussed in the book to do the rest of the work for you.



Chapter 3
Having a Glance at the Future

IN THIS CHAPTER

» Discovering how machine learning will help create useful future
technologies

» Developing new kinds of work as the result of machine learning

» Considering how machine learning can create potential problems

Machine learning technology appears in many products today, but it isn’t
even close to complete usability yet. The algorithms used for machine
learning today are still relatively basic when compared to what scientists plan
to provide for the future. In addition, the data sources for machine learning
today are smaller than the datasets planned for future use. In short, machine
learning is in its infancy. It already performs a considerable number of tasks
amazingly well, however. This chapter looks at what might be possible in the
future. It helps you understand the direction that machine learning is taking
and how that direction could help entrench machine learning into every
aspect of daily life.

One of the issues that comes with a new technology such as machine learning
is a fear that machine learning will keep people from working. Quite the
contrary: Machine learning will open new occupations that people should
find more exciting than working on an assembly line or flipping burgers at a
restaurant. One of the goals is to provide creative and interesting work for
people to do. Of course, these new jobs will require more and new kinds of
training before people can perform them well.

Every new technology also comes with pitfalls. It’s a cliché but true that it’s
easier to destroy than to create. The potential pitfalls of machine learning
need to be taken seriously. Because this technology is in its infancy, now is
the time to consider the potential pitfalls and do something about them before
they materialize. The last section of the chapter doesn’t discuss problems that
will happen; rather, it discusses problems that could happen and that people



can certainly avoid by using the technology correctly.

Creating Useful Technologies for the
Future

To survive, a technology must prove useful. In fact, it must prove more than
useful; it must meet perceived needs in a manner that existing technologies
don’t as well as build a base of adherents who provide a monetary reason to
continue investing in the technology. For example, the Apple Lisa was an
interesting and useful piece of technology that demonstrated the usefulness of
the GUI to business users who had never seen one before. It solved the need
to make computers friendly. However, it failed because it didn’t build a base
of adherents. The computer simply failed to live up to the hype surrounding it
(see https://www.inexhibit.com/case-studies/different-fate-apples-
lisa-macintosh-design-matters/ for details). The next system that Apple
built, the Macintosh, did live up to the hype a bit better — yet it built on the
same technology that the Lisa used. The difference is that the Macintosh
developed a considerable array of hard-core adherents.

Machine learning solves a considerable number of problems in a manner that
other technologies would have a hard time copying. However, to become the
must-have technology that everyone wants to invest in, machine learning

must build that cadre of hard-core adherents. The bar chart at
https://www.grandviewresearch.com/industry-analysis/machine-

learning-market shows that machine learning is growing significantly, with
services leading the way. The associated free downloadable report (you must
fill in a request to get it) details just how much machine learning has grown in
the past few years. The following sections discuss some of the ways in which
machine learning is already affecting you personally and how this use will
increase in the future — making machine learning a must-have technology.

Considering the role of machine learning in robots

A goal of machine learning today is to create useful, in-home robots. Now,
you might be thinking of something along the lines of Rosie the robot found
in The Jetsons (see https://thejetsons.fandom.com/wiki/Rosey for a
quick description). However, real-world robots need to solve practical and
important problems to attract attention. To become viable and attract funding,
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a technology must also amass a group of followers, and to do that, it must
provide both interaction and ownership. According to MarketsAndMarkets
(see https://www.marketsandmarkets.com/Market-Reports/household-
robot-market-253781130.html), the market for home robots will go from
$1.2 billion in 2016 to $3.3 billion in 2019 (estimated) to $9.1 billion by 2024
(predicted), so home robots are becoming popular.

An example of a successful in-home robot is the Roomba from iRobot
(https://www.amazon.com/exec/obidos/ASIN/BOO5GK3IVW/datacservip0f-
20/). You can actually buy a Roomba today; it serves a useful purpose; and it
has attracted enough attention to make it a viable technology. The Roomba
also shows what is doable at a commercial, in-home, and autonomous level
today. Yes, the Roomba is a fancy vacuum cleaner — one with built-in smarts
based on simple but very effective algorithms. The Roomba can successfully
navigate a home, which is a lot harder to accomplish than you might think. It
can also spend more time on dirtier areas of the home. However, you still
need to empty the Roomba when full; current robot technology does only so
much. (And, just in case you’re interested, you can also find the WORX

robotic mower on Amazon at
https://www.amazon.com/exec/obidos/ASIN/BO7VC44C68/datacservipOf -

20/.)

rememser YOU can find other real-world robots that people are using to perform
specialized tasks, but you won’t find them in your home. The video at
https://www.youtube.com/watch?v=PfvXKXSAsUM shows 15 humanoid
robots that are interesting, but not particularly useful today (still, you
have to admit that they’re fun to look at). Other sites, such as

https://shareably.net/70-robots-that-actually-exist/ and
https://www.cnn.com/2020/09/23/asia/japan-qgundam-robot-test-

scli-intl-scn/index.html, present other robots, but you won’t find
general-purpose uses in any of them. Before robots can enter a home and
work as a generalized helper, machine learning needs to solve a wealth
of problems, and the algorithms need to become both more generalized
and deeper thinking. By now, you should see that robots will become a
part of daily life, but it won’t happen right away.
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Using machine learning in health care

An issue that is receiving a lot of attention is the matter of elder care. People
are living longer, and a nursing home doesn’t seem like a good way to spend
one’s twilight years. Robots will make it possible for people to remain at
home yet also remain safe. Some countries are also facing a critical shortage
of health care workers, and Japan is one. As a result, the country is spending
considerable resources to solve the problems that robotics present. (Read the
story at https://www.bbc.com/worklife/article/20200205-what-the-
world-can-learn-from-japans-robots for details.)

The closest that technology currently comes to the vision presented by an in-
home nurse robot is the telepresence robot, which is also found in hospitals

(see https://spectrum.ieee.org/automaton/robotics/medical-
robots/telepresence-robots-are-helping-take-pressure-off-

hospital-staff for details). In this case, the robot is an extension of a
human doctor or nurse, so it’s not even close to what the Japanese hope to
create in the future.

Creating smart systems for various needs

Many of the solutions you can expect to see that employ machine learning
will be assistants to humans. They perform various tasks extremely well, but
these tasks are mundane and repetitive in nature. For example, you might
need to find a restaurant to satisfy the needs of an out-of-town guest. You can
waste time looking for an appropriate restaurant yourself, or you can access
an Al to do it in far less time, with greater accuracy and efficiency. Siri
(https://www.apple.com/siri/) is one of the more popular and well-known
solutions. Another such solution is Nara

(http://www.news.com.au/technology/innovation/meet-your -
artificial-brain-the-algorithm-redefining-the-web/news-

story/6a9eb73df016254a65d96426e7dd59b4), an experimental Al that learns
your particular likes and dislikes as you spend more time with it. Unlike Siri,
which can answer basic questions, Nara goes a step further and makes
recommendations.

Using machine learning in industrial settings

Machine learning is already playing an important part in industrial settings
where the focus is on efficiency. Doing things faster, more accurately, and
with fewer resources helps the bottom line and makes an organization more
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flexible with a higher profit margin. Fewer mistakes also help the humans
working in an organization by reducing the frustration level. You can
currently see machine learning at work in

» Medical diagnosis

» Data mining

» Bioinformatics

» Speech and handwriting recognition

» Product categorization

» Inertial Measurement Unit (IMU) (such as motion capture technology)

» Information retrieval

This list just scratches the surface. Machine learning is used a lot in industry
today, and the number of uses will continue to increase as advanced
algorithms make higher levels of learning possible. Currently, machine
learning performs tasks in a number of areas that include the following:

» Analyzation: Determining what a user wants and why, and what sort of
patterns (behaviors, associations, responses, and so on) the user exhibits
when obtaining it.

» Enrichment: Adding ads, widgets, and other features to an environment
so that the user and organization can obtain additional benefits, such as
increased productivity or improved sales.

» Adaptation: Modifying a presentation so that it reflects user tastes and
choice of enrichment. Each user ends up with a customized experience
that reduces frustration and improves productivity.

» Optimization: Modifying the environment so that the presentation
consumes fewer resources without diminishing the user experience.

» Control: Steering the user to a particular course of action based on inputs
and the highest probability of success.

A theoretical view of what machine learning does in industry is nice, but it’s
important to see how some of this works in the real world. You can see
machine learning used in relatively mundane but important ways. For



example, machine learning has a role in automating employee access,
protecting animals, predicting emergency room wait times, identifying heart
failure, predicting strokes and heart attacks, and predicting hospital

readmissions. (The story at
https://www.forbes.com/sites/85broads/2014/01/06/six-novel-

machine-learning-applications/ provides details on each of these uses.)

Understanding the role of updated processors and

other hardware

The “Specifying the Role of Statistics in Machine Learning” section of
Chapter 2 tells you about the five schools of thought (tribes) related to
machine learning. Each of these schools of thought tell you that the current
computer hardware isn’t quite up to the task of making machine learning
work properly. For example, you might talk to one tribe whose members tell
you of the need for larger amounts of system memory and the use of GPUs to
provide faster computations. Another tribe might espouse the creation of new
types of processors. Learning processors, those that mimic the human brain,
are all the rage for the connectionists. You can read about processors designed

to accelerate Al and machine learning tasks at
https://www.eetimes.eu/top-10-processors-for-ai-acceleration-at-

the-endpoint/. The point is that everyone agrees that some sort of new
hardware will make machine learning easier, but the precise form this
hardware will take remains to be seen.

Discovering the New Work
Opportunities with Machine Learning

In the past, you could easily find articles that described the complete loss of
job opportunities for humans because of robots. Robots already perform a
number of tasks that used to employ humans, and this usage will increase
over time. However, now that companies have more experience under their
belts, you often find that articles talk about augmentation, which involves the
robot and human working side by side to perform tasks. The previous section
of this chapter aided you in understanding some of the practical, real-world
uses for machine learning today and helped you discover where those uses
are likely to expand in the future. While reading this section, you must have
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also considered how those new uses could potentially cost you or a loved one

a job. The article at https://aithority.com/guest-authors/the-future-
of-artificial-intelligence-is-job-augmentation-not-elimination/

sets the record straight by pointing out that robots can’t actually replace
humans in many (perhaps most) scenarios.

The fact of the matter is that deciding just how machine learning will affect
the work environment is hard, just as it was hard for people to see where the
industrial revolution would take us in the way of mass-producing goods for
the general consumer (see https://www.history.com/topics/industrial-
revolution for details). Just as those workers needed to find new jobs, so
people facing loss of occupation to machine learning today will need to find
new jobs or discover how to perform their tasks in new ways.

Working for a machine

It’s entirely possible that you’ll find yourself working for a machine in the
future. In fact, you might already work for a machine and not know it. Some
companies already use machine learning to analyze business processes and
make them more efficient. For example, Hitachi currently uses such a setup in
middle management (see the article at
http://www.hitachi.com/New/cnews/month/2015/09/150904.html). In this
case, the AT actually issues the work orders based on its analysis of the
workflow — just as a human middle manager might do. The difference is that
the Al is actually eight percent more efficient than the humans it replaces.

However, a job opportunity also presents itself. Workers under the Al do
perform the tasks that the Al tells them to do, but they can use their own
experience and creativity in determining how to perform the task. The Al
analyzes the processes that the human workers use and measures the results
achieved. Any successful processes get added into the database of techniques
that workers can apply to accomplish tasks. In other words, the humans are
teaching the Al new techniques to make the work environment even more
efficient.

Teaching the Al new techniques is an example of how machine learning can
free humans from the drudgery of the work environment. When using human
middle managers, new processes often get buried in a bureaucracy of
unspoken rules and ego. The Al middle manager is designed to learn new
techniques without bias, so the humans are encouraged to exercise their


https://aithority.com/guest-authors/the-future-of-artificial-intelligence-is-job-augmentation-not-elimination/
https://www.history.com/topics/industrial-revolution
http://www.hitachi.com/New/cnews/month/2015/09/150904.html

creativity, and everyone benefits. In short, the Al, which lacks an ego to
bruise, is the approachable manager that many workers have wanted all along
when it comes to implementing new ideas that make everyone more
productive.

warning Unfortunately, the downside to this increase in productivity is that the
nonhuman manager often makes the job environment stressful and

unsafe, according to the article at
https://www.theverge.com/2020/2/27/21155254/automation-

robots-unemployment-jobs-vs-human-google-amazon. In order to
create a harmonious integration, the machine learning algorithms also
need to consider worker safety and happiness in the future, which is
something that only a human manager can do at the moment.

Working with machines

People already work with machines on a regular basis — they may just not
realize it. For example, when you talk to your smartphone and it recognizes
what you say, you’re working with a machine to achieve a desired goal. Most
people recognize that the voice interaction provided with a smartphone
improves with time — the more you use it, the better it gets at recognizing
your voice. As the learner algorithm becomes better tuned, it becomes more
efficient at recognizing your voice and obtaining the desired result. This trend
will continue.

However, machine learning is used in all sorts of ways that might not occur to
you. When you point a camera at a subject and the camera can put a box
around the face (to help target the picture), you’re seeing the result of
machine learning. The camera is helping you perform the job of taking a
picture with far greater efficiency. In addition, the camera automatically
removes at least some of the effects of shaking and bad lighting. Cameras
have become quite good at assisting humans to perform tasks with aplomb.

The use of declarative languages, such as SQL (Structured Query Language),
will become more pronounced as well because machine learning will make
advancements possible. In some respects, a declarative language simply lets
you describe what you want and not how to obtain it. However, SQL still
requires a computer scientist, data scientist, database administrator, or some
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other professional to use. Future languages won’t have this limitation.
Eventually, someone who is trained to perform a particular task well will
simply tell the robot assistant what to do and the robot assistant will discover
the means to do it. Humans will use creativity to discover what to do; the
details (the how) will become the domain of machines.

Repairing machines

Most of this chapter discusses current technology, where the technology will
go in the future, and why things work as they do. However, notice that the
discussion always focuses on the technology doing something. That’s right,
before the technology can do anything else, it must perform a practical task
that will attract attention and benefit humans in a manner that makes people
want to have the technology for their own. It doesn’t matter what the
technology is. Eventually, the technology will break. Getting the technology
to do something useful is the prime consideration now, and the culmination of
any dreams of what the technology will eventually do stretches years into the
future, so mundane things like repairing the technology will still fall on
human shoulders. Even if the human isn’t directly involved with the physical
repair, human intelligence will direct the repair operation.

'&5&"

TSture - Some articles that you read online might make you believe that self-
repairing robots are already a reality. For example, the International
Space Station robots, Dextre and Canadarm, performed a repair of a
faulty camera (see the story at https://space.io9.com/a-self-
repairing-space-robot-on-the-international-space-1580869685).
What the stories don’t say is that a human decided how to perform the
task and directed the robots to do the physical labor. Self-repair is

becoming achievable. The articles at
https://spectrum.ieee.org/automaton/robotics/robotics-
hardware/japanese-researchers-teaching-robots-to-repair-

themselves and https://www.robotics.org/blog-article.cfm/How-
Self-Healing-Robots-Repair-Themselves/219 describe how far the
technology has come.

Creating new machine learning tasks
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Machine learning algorithms aren’t creative, which means that humans must
provide the creativity that improves machine learning. Even algorithms that
build other algorithms only improve the efficiency and accuracy of the results
that the algorithm achieves — they can’t create algorithms that perform new
kinds of tasks. Humans must provide the necessary input to define these tasks
and the processes needed to begin solving them.

ne  You may think that only experts in machine learning will create new
machine learning tasks. However, the story about the middle manager
from Hitachi discussed in the “Working for a machine” section, earlier in
this chapter, should tell you that things will work differently than that.
Yes, experts will help form the basis for defining how to solve the task,
but the actual creation of tasks will come from people who know a
particular industry best. The Hitachi story serves as a basis for
understanding both that the future will see people from all walks of life
contributing toward machine learning scenarios and that a specific
education might not even help in defining new tasks.

Devising new machine learning environments

At the moment, devising new machine learning environments is the realm of
research and development companies. A group of highly trained specialists
must create the parameters for a new environment. For example, NASA needs
robots to explore Mars. In this case, NASA relies on the skills of people at

MIT and Northeastern to perform the task (see the story at
https://www.computerworld.com/article/3007393/robotics/nasa-

needs-robotic-upgrades-for-work-on-mars.html). Given that the robot
will need to perform tasks autonomously, the machine learning algorithms
will become quite complex and include several levels of problem solving.

What’s even more mind boggling is that an emotionally intelligent Al could

help support astronauts making the trip to Mars, according to
https://www.technologyreview.com/2020/01/14/64990/an-emotionally-

intelligent-ai-could-support-astronauts-on-a-trip-to-mars/. Oddly
enough, an astronaut could require support from an entity that isn’t
emotionally involved in the grueling activities of working in tight spaces with
the same people for a long time. Think about it: The AI would never get
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upset.

Eventually, someone will be able to describe a problem in sufficient detail
that a specialized program can create the necessary algorithm using an
appropriate language. In other words, average people will eventually begin
creating new machine learning environments based on ideas they have and
want to try. As with creating machine learning tasks, people who create future
environments will be experts in their particular craft, rather than be computer
scientists or data scientists. Solving the science of machine learning will
eventually turn into an engineering exercise that will give anyone with a good
idea the required access.

Avoiding the Potential Pitfalls of
Future Technologies

Any new technology comes with potential pitfalls. The higher the
expectations for that technology, the more severe the pitfalls become.
Unrealistic expectations cause all sorts of problems with machine learning
because people think that what they see in movies is what they’ll get in the
real world. It’s essential to remember the basic concepts presented in Chapter
1 — that machine learning algorithms currently can’t feel, think
independently, or create anything. Unlike those movie Als, a machine
learning algorithm does precisely what you expect it to do, nothing more. Of
course, some of the results are amazing, but keeping expectations in line with
what the actual technology can do is important. Otherwise, you’ll promise
something that the technology can never deliver, and those adherents whom
you were expecting will go looking for the next big thing.

In fact, the uses for machine learning today are quite narrow. As described in
the article at https://www.linkedin.com/pulse/machine-learning-its-
hard-problems-valuable-toby-coppel, narrow Al, such as the business use
of Al to gain insights into huge datasets, relies on well-understood techniques
that companies have started to employ within the past decade. The machine
can’t infer anything, which limits the use of the machine to the task for which
the developer or data scientist designed it. In fact, a good analogy for today’s

algorithms is that they’re like a tailored shirt (see the article at
https://www.computerworld.com/article/3006525/cloud-
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computing/why-microsofts-data-chief-thinks-machine-learning-
tools-are-like-tailored-shirts.html for more details). You need
specialized skills to create an algorithm that is tailored to meet specific needs
today, but the future could see algorithms that can tackle nearly any task.
Companies that rely on narrow Al need to exercise care in how they develop
products or services. A change in product or service offerings might place the
data used for the machine learning environment outside the learner
algorithm’s domain, reducing the output of the machine learning algorithm to
gibberish (or at least making it unreliable).

Using machine learning in an organization also requires that you hire people
with the right set of skills and create a team. Machine learning in the
corporate environment, where results mean an improvement in the bottom
line, is relatively new. Companies face challenges in getting the right team
together, developing a reasonable set of goals, and then actually
accomplishing those goals. To attract a world-class team, your company has
to offer a problem that’s exciting enough to entice the people needed from
other organizations. It isn’t an easy task, and you need to think about it as part
of defining the goals for creating a machine learning environment.



Part 2
Preparing Your Learning Tools



IN THIS PART ...

Creating a Python setup
Performing basic Python tasks

Using Google Colab



Chapter 4
Installing a Python Distribution

IN THIS CHAPTER

» Determining which Python distribution to use for machine learning
» Performing a Linux, Mac OS X, and Windows installation

» Obtaining the datasets and example code

Before you can do too much with Python or use it to solve machine learning
problems, you need a workable installation. In addition, you need access to
the datasets and code used for this book. This chapter tells you how to
perform the required Python setups and downloads. Downloading the sample
code (found at this book’s page at www.dummies.com) and installing it on your
system is the best way to get a good learning experience from the book. This
chapter helps you get your system set up so that you can easily follow the
examples in the remainder of the book.

rememser Using the downloadable source code doesn’t prevent you from typing
the examples on your own, following them using a debugger, expanding
them, or working with the code in all sorts of ways. The downloadable
source code is there to help you get a good start with your machine
learning and Python learning experience. After you see how the code
works when it’s correctly typed and configured, you can try to create the
examples on your own. If you make a mistake, you can compare what
you’ve typed with the downloadable source code and discover precisely
where the error exists. You can find the downloadable source for this
chapter in the ML4D2E; 04; Sample.ipynb and ML4D2E; 04; Dataset
Load. ipynb files. (The Introduction tells you where to download the
source code for this book.)
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ne  The downloadable source also provides access to the examples
written as R variants. Although the Python code appears in the ML4D2E
(for Machine Learning For Dummies, 2nd Edition) folder of the
downloadable source, the R code appears in the ML4D2ER (for Machine
Learning For Dummies, 2nd Edition, R code) folder. The R examples
don't always precisely follow the Python examples because of the
differences in the two languages, but the R examples are heavily
annotated so that you can follow along. Using either language will allow
you to reach the desired result.

Using Anaconda for Machine
Learning

You can use a number of packages to perform machine learning tasks. In fact,
too many exist to discuss adequately in a single chapter. To make it easier for
you to focus on machine learning rather than a software package, the first
section that follows tells you how to obtain your copy of Anaconda, the
Anaconda3-2020.07 version. This book uses Anaconda for a number of
reasons, as explained in the next section. However, if you’re using a platform
where the installation process doesn’t work well (or possibly at all), you can
also follow along with the book’s code using Google Colab, as described in
Chapter 6. The sections that follow provide you with a brief overview of
Anaconda as a product.

Getting Anaconda

The basic Anaconda package is a free download that you obtain at
https://www.anaconda.com/products/individual. Simply click Download
to see the list of available downloads; then click the individual link for your
platform to obtain access to the free product. Anaconda supports the
following platforms:

» Windows 32-bit and 64-bit (the installer may offer you only the 64-bit or
32-bit version, depending on which version of Windows it detects)
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» Linux 64-bit (x86 and PowerPC 8/9 installers)
» Mac OS X 64-bit (graphical and command-line installer)

In all cases, you want the Anaconda3-2020.07 version of the product. If you
can’t find the correct version on the main Anaconda page, you can obtain it at
https://repo.anaconda.com/archive/.

warning The installation works best if you first remove previous versions of
Anaconda from your system. Otherwise, one version of the product can
interfere with other versions of the product. Anaconda provides a
separate uninstall program in the Anaconda executable folder on your
system, the location of which can vary. For example, to uninstall a
previous version of Anaconda 3 on a Windows system, look in the
C:\Users\<UserName>\Anaconda3 folder on your system for
Uninstall-Anaconda3.exe. Execute this file to uninstall the product. In
addition, this book doesn't support the use of the Miniconda installer
described at https://docs.conda.io/en/latest/miniconda.html.

The default download version installs Python 3.8, which is the version used
in this book. Both Windows and Mac OS X provide graphical installers.
When using Linux, you rely on the bash utility.

Defining why Anaconda is used in this book

Anaconda isn't an Integrated Development Environment (IDE) like many
other products out there. Rather, it’s a centralized method of accessing a
number of packages. This book uses Jupyter Notebook as an IDE because it
supports literate programming techniques. However, you could just as easily
use Spyder for development, and you might be happier with it because it
provides a more traditional interface. You can see a comparison at
https://www.slant.co/versus/1246/15716/~spyder vs jupyter. The
point is that Anaconda helps you manage both IDEs, along with a wealth of
other packages. In addition, you can create environments for using the IDEs
in specific ways. For example, you could have an environment for using
Jupyter Notebook for Python and an entirely different environment for using
Jupyter Notebook for R.
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So, it’s important to know why this section emphasizes Jupyter Notebook
when Anaconda provides access to a number of IDEs. Most IDEs look like
fancy text editors, and that’s precisely what they are. Yes, you get all sorts of
intelligent features, hints, tips, code coloring, and so on, but at the end of the
day, they’re all text editors. Nothing is wrong with text editors, and this
chapter isn’t telling you anything of the sort. However, given that Python
developers often focus on scientific applications that require something better
than pure text presentation, using notebooks instead can be helpful.

rememeer A notebook differs from a text editor in that it focuses on a technique
called literate programming, advanced by Stanford computer scientist
Donald Knuth. You use literate programming to create a kind of
presentation of code, notes, math equations, and graphics. In short, you
wind up with a scientist’s notebook full of everything needed to
understand the code completely. You commonly see literate
programming techniques used in high-priced packages such as
Mathematica and MATLAB. Notebook development excels at

» Demonstration

» Collaboration

» Research

» Teaching objectives

» Presentation

This book uses the Anaconda tool collection because it provides you with a
great Python coding experience but also helps you discover the enormous
potential of literate programming techniques. If you spend a lot of time
performing scientific tasks, Anaconda and products like it are essential. In
addition, Anaconda is free, so you get the benefits of the literate
programming style without the cost of other packages.

ne  For more information about Anaconda and changes from previous



editions, make sure to view the Release Notes at
https://docs.anaconda.com/anaconda/reference/release-notes/.
Most of the changes you find deal with bug fixes and updates.

Installing Anaconda on Linux

You use the command line to install Anaconda on Linux — there is no
graphical installation option. The following procedure should work fine on
any Linux system, whether you use the Intel or PowerPC version of
Anaconda:

1.

Open a copy of Terminal.
The Terminal window appears.

Change directories to the downloaded copy of Anaconda on your
system.

The name of this file varies, but normally it appears as Anaconda3-
2020.07-Linux-x86_64.sh for Intel systems and Anaconda3-2020.07-
Linux-ppc64le.sh for PowerPC systems. The version number is
embedded as part of the filename. In this case, the filename refers to
version 3.2020.07, which is the version used for this book. If you use
some other version, you may experience problems with the source code
and need to make adjustments when working with it.

Type bash Anaconda3-2020.07-Linux-x86_64.sh (for the Intel version)
or bash Anaconda3-2020.07-Linux-ppc64le.sh (for the PowerPC
version) and press Enter.

An installation wizard starts that asks you to accept the licensing terms
for using Anaconda.

Read the licensing agreement and accept the terms using the method
required for your version of Linux.

The wizard asks you to provide an installation location for Anaconda. The
book assumes that you use the default location for your platform. If you
choose some other location, you may have to modify some procedures
later in the book to work with your setup.

Provide an installation location (if necessary) and press Enter (or
click Next).
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The application extraction process begins. The installer asks whether you
want to initialize Anaconda3 using the conda init command.

Type yes and press Enter or click Yes.
After the extraction is complete, you see a completion message.

Add the installation path to your PATH statement using the method
required for your version of Linux.

You're ready to begin using Anaconda.

Installing Anaconda on Mac OS X

The Mac OS X installation comes in only one form: 64-bit. The following
steps help you install Anaconda 64-bit on a Mac system using the GUI
method:

1.

Locate the downloaded copy of Anaconda on your system.

The name of this file varies, but normally it appears as Anaconda3-
2020.07-Mac0SX-x86_64.pkg. The version number is embedded as part
of the filename. In this case, the filename refers to version 3.2020.07,
which is the version used for this book. If you use some other version,
you may experience problems with the source code and need to make
adjustments when working with it.

Double-click the installation file.

An introduction dialog box appears.

Click Continue.

The wizard asks whether you want to review the Read Me materials. You
can read these materials later. For now, you can safely skip the
information.

Click Continue.

The wizard displays a licensing agreement. Be sure to read through the
licensing agreement so that you know the terms of usage.

Click I Agree if you agree to the licensing agreement.

The wizard asks you to provide a destination for the installation. The
destination controls whether the installation is for an individual user or a



group.
6. Click Continue.
This book assumes that you keep the default settings.

7. Click Install.

The installation begins. A progress bar tells you how the installation
process is progressing. When the installation is complete, you see a
completion dialog box.

8. Click Continue.
You’'re ready to begin using Anaconda.

Installing Anaconda on Windows

Anaconda comes with a graphical installation application for Windows, so
getting a good install means using a wizard, as you would for any other
installation. The following procedure should work fine on any Windows
system, whether you use the 32-bit or the 64-bit version of Anaconda:

1. Locate the downloaded copy of Anaconda on your system.

The name of this file varies, but normally it appears as Anaconda3-
2020.07-Windows-x86.exe for 32-bit systems and Anaconda3-2020.07-
windows-x86_64.exe for 64-bit systems. The version number is
embedded as part of the filename. In this case, the filename refers to
version 3.2020.07, which is the version used for this book. If you use
some other version, you may experience problems with the source code
and need to make adjustments when working with it.

2. Double-click the installation file.

You see a Welcome dialog box that tells you which version of Anaconda
you have — 32-bit or 64-bit. Make sure you have the correct one.

3. Click Next.

The wizard displays a licensing agreement. Be sure to read through the
licensing agreement so that you know the terms of usage.

4. Click I Agree if you agree to the licensing agreement.
You're asked what sort of installation type to perform, as shown in Figure



4-1. In most cases, you want to install the product just for yourself.

2 Anaconda3 2020.07 (64-bit) Setup =n =l

Select Installation Type

_) ANACONDA Please select the type of installation you would like to perform for
Anaconda3 2020.07 (64-bit).

Install for:

@ Just Me (recommended)

All Users (requires admin privileges)

| < Badk |[ Mext = ]| Cancel

FIGURE 4-1: Tell the wizard how to install Anaconda on your system.

. Choose one of the installation types and then click Next.

The wizard asks where to install Anaconda on disk. The book assumes
that you use the default location. If you choose some other location, you
may have to modify some procedures later in the book to work with your
setup.

. Choose an installation location (if necessary) and then click Next.

You see the Advanced Installation Options, shown in Figure 4-2. These
options are selected by default, and no good reason exists to change them
in most cases. The book assumes that you’ve set up Anaconda using the
default options.

. Change the advanced installation options (if necessary) and then click
Install.

You see an Installing dialog box with a progress bar. The installation
process can take a few minutes, so get yourself a cup of coffee and read
the comics for a while. When the installation process is over, you see a
Next button enabled.



_ Anaconda3 2020.07 (64-bit) Setup =n =l

: Advanced Installation Options
_) ANACONDA Customize how Anaconda integrates with Windows

Advanced Options
Add Anaconda3 to my PATH environment variable

Mot recommended. Instead, open Anaconda3 with the Windows Start
menu and select "Anaconda (64-hit)", This "add to PATH" option makes
Anaconda get found before previously installed software, but may
cause problems requiring you to uninstall and reinstall Anaconda.

| Reqister Anaconda3 as my default Python 3.8

This will allow ather programs, such as Python Tools for Visual Studio
PyCharm, Wing IDE, PyDev, and MSI binary packages, to automatically
detect Anaconda as the primary Python 3.8 on the system.

| < Badk |[ Install ] | Cancel

FIGURE 4-2: Configure the advanced installation options.

8. Click Next.

(If you see a page with a link for PyCharm,
https://www.jetbrains.com/pycharm/, click Next again.) The wizard
tells you that the installation is complete. This page includes options for
the Anaconda tutorial and learning more about Anaconda. If you keep
them selected, you see the appropriate pages loaded into your browser.

9. Click Finish.
You’'re ready to begin using Anaconda.

A WORD ABOUT THE SCREENSHOTS

As you work your way through the book, you use an IDE of your choice to open the Python
and Python Notebook files containing the book’s source code. Every screenshot that contains
IDE-specific information relies on Anaconda because Anaconda runs on all three platforms
supported by the book. The use of Anaconda doesn’t imply that it's the best IDE or that the
authors are making any sort of recommendation for it; Anaconda simply works well as a
demonstration product.

When you work with Anaconda, the name of the IDE, Jupyter Notebook, is precisely the same
across all three platforms, and you won'’t even see any significant difference in the
presentation. The differences that you do see are minor, and you should ignore them as you
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| work through the book.

Downloading the Datasets and
Example Code

This book is about using Python to perform machine learning tasks. Of
course, you can spend all your time creating the example code from scratch,
debugging it, and only then discovering how it relates to machine learning, or
you can take the easy way and download the prewritten code at

www . dummies . com so that you can get right to work. Likewise, creating
datasets large enough for machine learning purposes would take quite a
while. Fortunately, you can access standardized, precreated datasets quite
easily using features provided in some of the data science libraries (which
also work just fine for machine learning). The following sections help you
download and use the example code and datasets so that you can save time
and get right to work with data science—specific tasks.

Using Jupyter Notebook

To make working with the relatively complex code in this book easier, you
use Jupyter Notebook. This interface lets you easily create Python notebook
files that can contain any number of examples, each of which can run
individually. The program runs in your browser, so which platform you use
for development doesn’t matter; as long as it has a browser, you should be
okay.

Starting Jupyter Notebook

You access Jupyter Notebook from Anaconda Navigator, which also provides
centralized access to the various applications supported by a particular
environment. The default environment or channel, base (root), supports
Python development directly. The Setup.readme file provided in the ML4D2ER
folder tells how to set up a separate R channel. Figure 4-3 shows the content
of the base (root) channel.

ne  Notice that each entry tells which version of the product you'll access.
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For this book, you use Jupyter Notebook 6.0.3. If you don’t see version
6.0.3, click the gear icon in the upper-right corner of the Jupyter
Notebook entry and choose Install Specific Version = 6.0.3 from the
menu. Anaconda Navigator will lead you through the installation
process for the correct version.

To start Jupyter Notebook, simply click Launch in the Jupyter Notebook
entry. Figure 4-4 shows how the interface looks when viewed in a Chrome
browser. This is the home page, where you do things like create a new folder
to contain a project. The precise appearance on your system depends on the
browser you use and the kind of platform you have installed.

1 Bnaconda Mavigator =8 foR " |
{0 ANACONDA NAVIGATOR [ son o e ovcot it |
L '
Applications on Eelrb (OO - Channels Aefrepn
- Envwircaiments o o o =

& "

- ] i
gl Leaning " Jupyter
CMD.exe Prompt Jugrpterl MNobebook

an
e Comsmnity

FIGURE 4-3: Anaconda Navigator provides centralized access to every development need.
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FIGURE 4-4: Jupyter Notebook provides an easy method to create machine learning examples.

Stopping the Jupyter Notebook server

No matter how you start Jupyter Notebook (or just Notebook, as it appears in
the remainder of the book), you need to click Quit in the upper-right corner of
the client window to exit Notebook. Otherwise, the Notebook server remains
running in the background and you leave your environment in an uncertain
state, which could cause data loss in some situations. After you click Quit,
you see a Server Stopped message box, which you can dismiss by clicking
the X in the upper-right corner. Close the browser window.

If you’re done working with Anaconda, you choose File = Quit in the
Anaconda Navigator window. During the first (and possibly subsequent)
shutdown, you see a Quit Application dialog box, where you must click Yes
to end Anaconda Navigator. If you don’t want to see this dialog box again,
you can remove it by selecting Don’t Show Again before you click Yes.

warning Sometimes the server shutdown process takes longer than expected.
In this case, Anaconda Navigator displays a message telling you that it’s



still working in the background. Allow it to complete whatever
processes it needs to complete before you quit. You could also see this
message if you didn’t quit Jupyter Notebook correctly. In this case, you
need to end Anaconda Navigator because the server will never stop.

Defining the code repository

The code you create and use in this book will reside in a repository on your
hard drive. Think of a repository as a kind of filing cabinet where you put
your code. Notebook opens a drawer, takes out the folder, and shows the code
to you. You can modify it, run individual examples within the folder, add new
examples, and simply interact with your code in a natural manner. The
following sections get you started with Notebook so that you can see how this
whole repository concept works.

Defining the book’s folder

It pays to organize your files so that you can access them more easily later.
This book keeps your Python files in the ML4D2E and ML4D2ER folders.
However, the book focuses on the Python code, so the following steps show
how to create the Python folder within Notebook.

1. After launching Notebook, choose New = Folder.

Notebook creates a new folder named Untitled Folder, as shown in Figure
4-5. The file will appear in alphanumeric order, so you may not initially
see it. You must scroll down to the correct location.

Home Page - Select or create X =

C {t @ localhostesssires T @ K *»Q
3 Apps Reference Radio Stations Search Engines [ La'valle, W1 10-D @ John's Random b
_- Jupyter a1 Lopout

a minute ago

3 years ago

FIGURE 4-5: New folders will appear with a name of Untitled Folder.

2. Select the box next to the Untitled Folder entry.

3. Click Rename at the top of the page.
You see a Rename Directory dialog box.



4. Type ML4D2E and click OK.
Notebook changes the name of the folder for you.

5. Click the new ML4D2E entry in the list.

Notebook changes the location to the ML4D2E folder where you perform
tasks related to the exercises in this book.

Creating a new notebook

Every new notebook is like a file folder. You can place individual examples
within the file folder, just as you would sheets of paper into a physical file
folder. Each example appears in a cell. You can put other sorts of things in the
file folder, too, but you see how these things work as the book progresses.
Use these steps to create a new notebook:

1. Click New = Python 3.

A new tab opens in the browser with the new notebook, as shown in
Figure 4-6. Notice that the notebook contains a cell and that Notebook has
highlighted the cell so that you can begin typing code in it. The title of the
notebook is Untitled right now. That's not a particularly helpful title, so
you need to change it.

2. Click Untitled on the page.
Notebook asks what you want to use as a new name.

3. Type ML4D2E; 04; Sample and press Enter.

The new name tells you that this is a file for Machine Learning For
Dummies, 2nd Edition, Chapter 4, Sample.ipynb. Using this naming
convention will let you easily differentiate these files from other files in
your repository.
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FIGURE 4-6: A notebook contains cells that you use to hold code.

Of course, the Sample notebook doesn’t contain anything just yet. Place the
cursor in the cell, and type the following code:

import sys
print('Python Version:\n', sys.version)

import os
result = os.popen('conda list anaconda$').read()
print('\nAnaconda Version:\n', result)

The first print () statement outputs the Python version number for your
installation. The second print () statement prints the Anaconda version
number for your installation. Both of these outputs depend on using external
code using the import statement. The second call works directly with a

command-line utility named conda that you see used several times in this
book.

Click the Run button (the button with the right-pointing arrow on the toolbar).
You see the output shown in Figure 4-7. The version numbers for your setup
should match the version numbers shown in Figure 4-7. The output is part of
the same cell as the code. However, Notebook visually separates the output
from the code so that you can tell them apart. Notebook automatically creates
a new cell for you.
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FIGURE 4-7: Notebook uses cells to store your code.

When you finish working with a notebook, shutting it down is important. To
close a notebook, choose File = Close and Halt. You return to the home
page, where you can see the notebook you just created added to the list.

Exporting a notebook

Creating notebooks and keeping them all to yourself isn't much fun. At some
point, you want to share them with other people. To perform this task, you
must export your notebook from the repository to a file. You can then send
the file to someone else, who will import it into his or her repository.

The previous section shows how to create a notebook named ML4D2E; 04;
Sample. You can open this notebook by clicking its entry in the repository
list. The file reopens so that you can see your code again. To export this code,
choose File = Download As = Notebook (.ipynb). What you see next
depends on your browser, but you generally see some sort of dialog box for
saving the notebook as a file. Use the same method for saving the [Python
Notebook file as you use for any other file you save using your browser.

Removing a notebook



Sometimes notebooks get outdated or you simply don’t need to work with
them any longer. Rather than allow your repository to get clogged with files
you don’t need, you can remove these unwanted notebooks from the list. Use
these steps to remove the file:

1. Select the box next to the ML4D2E; 04; Sample.ipynb entry.

2. Click the trash can icon (Delete) at the top of the page.
You see a Delete notebook warning message.

3. Click Delete.
The file gets removed from the list.

Importing a notebook

To use the source code from this book, you must import the downloaded files
into your repository. The source code comes in an archive file that you extract
to a location on your hard drive. The archive contains a list of .ipynb
(Notebook) files containing the source code for this book (see the
Introduction for details on downloading the source code). The following steps
tell how to import these files into your repository:

1. Click Upload at the top of the page.

What you see depends on your browser. In most cases, you see some type
of File Upload or Open dialog box that provides access to the files on
your hard drive.

2. Navigate to the directory containing the files that you want to import
into Notebook.

3. Highlight one or more files to import and click the Open (or other,
similar) button to begin the upload process.

You see the file added to an upload list, as shown in Figure 4-8. The file
isn’t part of the repository yet — you’ve simply selected it for upload.

4. Click Upload.
Notebook places the file in the repository so that you can begin using it.
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FIGURE 4-8: The files that you want to add to the repository appear as part of an upload list.

Understanding the datasets used in this book

Apart from the datasets offered by Scikit-learn (https://scikit-
learn.org/stable/datasets/), this book uses a number of datasets that you
can access at https://github.com/lmassaron/datasets. These datasets
demonstrate various ways in which you can interact with data, and you use
them in the examples to perform a variety of tasks. The following list
provides a quick overview of the function used to import each of the datasets
into your Python code:

» Air Passengers (https://www.kaggle.com/rakannimer/air -
passengers): A .csv file containing the number of passengers on an
example airline per month for 12 years starting in 1949.

» IMDB 50K (https://www.kaggle.com/lakshmi25npathi/imdb-
dataset-of-50k-movie-reviews): A dataset for binary sentiment
classification containing a set of 25,000 highly popular movie reviews for
training and 25,000 for testing.

» Fashion MNIST (https://github.com/zalandoresearch/fashion-
mnist): A dataset of Zalando's article
(https://jobs.zalando.com/en/tech/) images. It consists of a training
set of 60,000 examples and a test set of 10,000 examples, each of which is
labeled with one of ten categories.

» Palmer Penguins
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(https://github.com/allisonhorst/palmerpenguins): A package
containing two datasets collected and made available by Dr. Kristen
Gorman and the Palmer Station, Antarctica LTER, a member of the Long
Term Ecological Research Network.

» Shakespeare
(https://www.kaggle.com/kingburrito666/shakespeare-plays): A
listing of all Shakespeare's plays, lines from these plays, and who is
speaking the line.

» SMS Spam Collection (https://www.kaggle.com/uciml/sms-spam-
collection-dataset): A set of SMS tagged messages collected for SMS
Spam research. It contains one set of SMS messages in English of 5,574
messages, tagged according to whether the message is ham (legitimate) or
spam.

» Tennis (https://www.kaggle.com/ehallmar/a-large-tennis-
dataset-for-atp-and-itf-betting): Dataset containing statistics for a
large number of tennis matches from the ATP and ITF leagues.

» Titanic (https://www.openml.org/d/40945): A dataset describing the
survival status of individual passengers on the Titanic. The titanic data
does not contain information from the crew, but it does contain actual
ages of half the passengers.

» Wine (https://www.kaggle.com/sgusi1318/winedata): Contains
statistics related to the quality of wine.

The technique for loading each of these datasets can vary according to the
source. The following example shows how to load the Air Passengers dataset.
You can find the code in the ML4D2E; 04; Dataset Load.ipynb notebook.
The downloadable datasets are archived in the Apache Arrow-based Feather
File Format (https://arrow.apache.org/docs/python/feather.html). To
make this file format accessible in Notebook, you open an Anaconda prompt
and type the following command:

conda install feather-format -c conda-forge

The command takes a while to complete as it collects the package
information and solves the environment (determines what to do to perform
the installation). At some point, you'll need to type y and press Enter to
complete the installation. To verify that you have a good installation, use this
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command:
conda list feather-format
After a few moments, you see output similar to this:

# packages in environment at C:\Users\John\anaconda3:

#
# Name Version Build Channel
feather-format 0.4.1 pyh9foadid_o conda-forge

Now that you have the required library to use, you can load a dataset from
those supplied on the book’s dataset site. To start, download the
air_passengers.feather file from
https://github.com/lmassaron/datasets and place it in folder you created
for this book. (In later chapters, you see how to download the . feather files
directly from the book's dataset site, but performing the download now keeps
things simple.) Here is an example of the code you use to load Air Passengers
dataset as a dataframe.

import pyarrow.feather as feather

read_df =
feather.read_feather('air_passengers.feather')

print(read_df)

The result is a 144-row dataframe containing the number of passengers per
month. Figure 4-9 shows typical output.

In [1]: import pyarrow.feather as feather
raad df
feather. read feather('air passengers.feather')

print (read df)
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FIGURE 4-9: The read_df object contains the loaded dataset as a dataframe.
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Chapter 5
Beyond Basic Coding in Python

IN THIS CHAPTER

» Performing essential programming tasks in Python
» Managing data using sets, lists, and tuples
» Accessing individual items using iterators

» Making data easier to access using indexed storage

Chapter 4 helps you create a Python installation that you can use for a variety
of purposes, including machine learning and data science. This chapter’s
focus is on providing a good overview of how Python works as a language as
well as to solve machine learning problems. If you already know Python, you
might be able to skip this chapter and move on to the next one. It might be
best, however, to at least skim this chapter and test some of the examples, just
to be sure that you have a good installation.

If you’re new to Python, you can’t use this book to learn Python from scratch
— for that, you need a book such as Beginning Programming with Python
For Dummies, 2nd Edition, by this book’s coauthor John Mueller (Wiley), or
you need a tutorial such as the one at
https://docs.python.org/3/tutorial/. This chapter assumes that you’ve
worked with other programming languages and have at least an idea of how
Python works. This limitation aside, you can use this chapter for a refresher
on how things work in Python, which is all that many people really need. You
find out the basics of working with Python data types, coding structures, and
data manipulation strategies.

rememser YOU don’t have to type the source code for this chapter manually. In
fact, using the downloadable source is a lot easier. You can find the
source for this chapter in the ML4D2E folder of the downloadable source.



https://docs.python.org/3/tutorial/

The example files for this chapter will begin with ML4D2E; 05;. See the
Introduction for details on how to find these source files.

Defining the Basics You Should Know

Any language possesses basic characteristics, and Python is no different. For
example, languages provide various data types, operators, methods of
interacting with data, and so on. In addition, Python supports both functions
and modules. You use this knowledge when working through the examples in
this book. The following sections provide a brief overview reminder of these
basics.

Considering Python basics

Python is a rich language that provides you with a great deal of flexibility in
an easy-to-use language. This section offers a brief overview of Python
basics. If you need more help, and the standard Python tutorial reference
provided in the chapter introduction isn't sufficient, consider using the
tutorials at https://www.w3schools.com/python/ and
https://www.tutorialspoint.com/python/index.htm as well. Table 5-1
shows an overview of the common numeric Python data types.

TABLE 5-1 Python Numeric Data Types

Type Range Example

int or —-9,223,372,036,854,775,808 and 9,223,372,036,854,775,807 (defined by sys.maxsize 1

long for a particular platform)

float +2.2250738585072014 x 10398 and +1.7976931348623157 x 10%98 (defined by 10
sys.float_info.max and sys.float_info.min for a particular platform) '

complex N/A 3 +4j

bool True or False True

To create variables used to hold data, you make assignments. Table 5-2
contains a list of Python assignment operators (assume that Myvar begins by
containing the value 5 in each case).

Arithmetic, unary, and bitwise operators provide the means for manipulating
data in various ways. Table 5-3 shows these operators.

TABLE 5-2 Python Assignment Operators


https://www.w3schools.com/python/
https://www.tutorialspoint.com/python/index.htm

Operator |Description Example
MyVar = 5 results
= Assigns the value found in the right operand to the left operand in MyVar
containing 5
_ Adds the value found in the right operand to the value found in the left MyVar += 2 resulis
+= . in MyVar
operand and places the result in the left operand o
containing 7
_ Subtracts the value found in the right operand from the value found in the il\gy'\\/lla\r/; 2 results
B left operand and places the result in the left operand yva
containing 3
*—
. Multiplies the value found in the right operand by the value found in the left My'\\/lla\r/a; 2 results
B operand and places the result in the left operand yva
containing 10
/= Divides the value found in the left operand by the value found in the right myl\\/lls\r/; 2 results

operand and places the result in the left operand

containing 2.5

%=

Divides the value found in the left operand by the value found in the right
operand and places the remainder in the left operand

MyVar %= 2 results
in MyVar
containing 1

k=

Determines the exponential value found in the left operand when raised to
the power of the value found in the right operand and places the result in
the left operand

MyVar **= 2 results
in MyVar
containing 25

/=

Divides the value found in the left operand by the value found in the right
operand and places the integer (whole number) result in the left operand

MyVar //= 2 results
in MyVar
containing 2

TABLE 5-3 Python Arithmetic, Unary, and Bitwise

Operators
Operator Description Example
+ Adds two values together 5+2=7
- Subtracts the right operand from left operand 5-2=3
* Multiplies the right operand by the left operand 5*2=10
/ Divides the left operand by the right operand 5/2=25
% Divides the left operand by the right operand and returns the remainder 5%2=1
* Calculates the exponential value of the right operand by the left operand 5*2=25
/I Performs integer division, in which th_e left operand is divided by th_e _right 5//2=2
operand and only the whole number is returned (also called floor division)
_ Inverts the bits in a number so that all of the O bits become 1 bits and vice ~4 results in a
versa. value of -5
—(—4) results
in 4 and -4

Negates the original value so that positive becomes negative and vice versa.




results in —4

+ Is provided purely for the sake of completeness. This operator returns the +4 results in a
same value that you provide as input. value of 4
& (And) Determines whether both individual bits within two operators are true and 83(1&28 ‘E‘
sets the resulting bit to True when they are. 0b0100
. . L L 0b1100 |
| (On) Determines whether either of the individual bits within two operators are true 0bO110 =
and sets the resulting bit to True when they are. 0b1110
A (Exclusive Determines whether just one of the individual bits within two operators is true 0b1100 ~
or() and sets the resulting bit to True when one is. When both bits are true or 0b0110 =
both bits are false, the result is False. 0Ob1010
~0b1100 = —
~ ' Ob1101
(One’s Calculates the one’s complement value of a number.
complement) ~0b0110 = —
0b0111
<< (Left Shifts the bits in the left operand left by the value of the right operand. All ObOOElOOll
<<?2
shift) new bits are set to 0 and all bits that flow off the end are lost. Ob11601100
>> (Right Shifts the bits in the left operand right by the value of the right operand. All SEOZOFOOH
shift) new bits are set to 0 and all bits that flow off the end are lost. 0b00601100

Sometimes you need to check the relationship between two variables or
compare them in some fashion. Table 5-4 provides a listing of Python
relational and logical operators.

TABLE 5-4 Python Relational and Logical Operators

Operator |Description |Example

Determines whether two values are equal. Notice that the relational operator uses 1==2is
== two equals signs. A mistake that many developers make is to use just one equals

sign, which results in one value being assigned to another. False
Determines whether two values are not equal. Some older versions of Python P
. - 11=2is
1= allowed you to use the <> operator in place of the != operator. Using the <> operator True
results in an error in current versions of Python.
o . . 1>2is
> Verifies that the left operand value is greater than the right operand value. False
. . . 1<2is
< Verifies that the left operand value is less than the right operand value. True
>= Verifies that the left operand value is greater than or equal to the right operand value. Il:a>I;e2 IS
<= Verifies that the left operand value is less than or equal to the right operand value. '}'rzz 21s

True and



and

Determines whether both operands are true.

True is
True

True and
False is
False

False
and True
is False

False
and
False is
False

or

Determines when one of two operands is true.

True or
True is
True

True or
False is
True

False or
True is
True

False or
False is
False

not

not True

Negates the truth value of a single operand. A true value becomes false and a false  is False

value becomes true.

not False
is True

As with numbers, you can use some special operators with objects, such as
strings, to find out more about them. The member operators let you
determine when a string contains specific content. You use the identity
operators to determine the kind of data that variables contain. Table 5-5
shows these operators.

TABLE 5-5 Python Membership and Identity Operators

Operator |Description Example

in Determines whether the value in the left operand appears in the sequence  “Hello” in “Hello
found in the right operand Goodbye” is True

Aot in Determines whether the value in the left operand is missing from the “Eg::g gg;g:) " is
sequence found in the right operand y

False

is Evaluates to true when the type of the value or expression in the right type(2) is intis
operand points to the same type in the left operand True

_ Evaluates to true Whe_n the type of the value or expression in th_e right type(2) is not int is

is not operand points to a different type than the value or expression in the left

operand

False




Computers provide order to comparisons by making some operators more
significant than others. The ordering of operators is operator precedence.
Table 5-6 shows the operator precedence of all the common Python operators,
including a few you haven’t seen as part of a discussion yet. When making
comparisons, always consider operator precedence; otherwise, the
assumptions you make about a comparison outcome will likely be wrong.

TABLE 5-6 Python Operator Precedence

Operator |Description

You use parentheses to group expressions and to override the default precedence so that you
0 can force an operation of lower precedence (such as addition) to take precedence over an
operation of higher precedence (such as multiplication).

* Exponentiation raises the value of the left operand to the power of the right operand.

~+— Unary operators interact with a single variable or expression.

*[ % [/ Multiply, divide, modulo, and floor division.

+— Addition and subtraction.

>> << Right and left bitwise shift.

& Bitwise AND.

M Bitwise exclusive OR and standard OR.

<=<>>= Comparison operators.

=== Equality operators.

= 0p= /=
/I=—=+=Assignment operators.
*— hk—
is .
. Identity operators.
is not
in .

) Membership operators.
not in
not or :

Logical operators.

and 9 P

Working with functions

To manage information properly, you need to organize the tools used to
perform the required tasks. Each line of code that you create performs a
specific task, and you combine these lines of code to achieve a desired result.
Sometimes you need to repeat the instructions with different data, and in



some cases your code becomes so long that keeping track of what each part
does is hard. Functions serve as organization tools that keep your code neat
and tidy. In addition, functions let you easily reuse the instructions you’ve
created as needed with different data. This section of the chapter tells you all
about functions. More important, in this section you start defining how to
create your first serious applications in the same way that professional
developers do.

Creating reusable functions

You go to your closet, take out pants and shirt, remove the labels, and put
them on. At the end of the day, you take everything off and throw it in the
trash. Hmmm ... that really isn’t what most people do. Most people take the
clothes off, wash them, and then put them back into the closet for reuse.
Functions are reusable, too. No one wants to keep repeating the same task; it
becomes monotonous and boring. When you create a function, you define a
package of code that you can use over and over to perform the same task. All
you need to do is tell the computer to perform a specific task by telling it
which function to use. The computer faithfully executes each instruction in
the function absolutely every time you ask it to do so.

rememser When you work with functions, the code that needs services from the
function is named the caller, and it calls upon the function to perform
tasks for it. Much of the information you see about functions refers to
the caller. The caller must supply information to the function, and the
function returns information to the caller.

At one time, computer programs didn’t include the concept of code
reusability. As a result, developers had to keep reinventing the same code.
Before long, someone came up with the idea of functions, and the concept has
evolved over the years until functions have become quite flexible. You can
make functions do anything you want. Code reusability is a necessary part of
applications to

» Reduce development time
» Reduce programmer error

» Increase application reliability



» Allow entire groups to benefit from the work of one programmer
» Make code easier to understand

» Improve application efficiency

In fact, functions do a whole list of things for applications in the form of
reusability. As you work through the examples in this book, you see how
reusability makes your life significantly easier. If not for reusability, you’d
still be programming by plugging Os and 1s manually into the computer.

Creating a function doesn’t require much work. To see how functions work,
open the Anaconda Prompt, type python and press Enter to start a copy of
Python, and type the following code (pressing Enter at the end of each line):

def SayHello():
return "Hello There!"

To end the function, you press Enter a second time after the last line. A
function begins with the keyword def (for define). You provide a function
name, parentheses that can contain function arguments (data used in the
function), and a colon. The editor automatically indents the next line for you.
Python relies on whitespace to define code blocks (statements that are
associated with each other in a function).

You can now use the function. Simply type SayHello() and press Enter. The
parentheses after the function name are important because they tell Python to
execute the function, rather than tell you that you are accessing a function as
an object (to determine what it is). You see Hello There! as the output from
this function.

Calling functions

Functions can accept arguments (additional bits of data) and return values.
The ability to exchange data makes functions far more useful than they
otherwise might be. The following sections describe how to call functions in
a variety of ways to both send and receive data.

SENDING REQUIRED ARGUMENTS

A function can require the caller to provide arguments to it. A required
argument is a variable that must contain data for the function to work. Open
the Anaconda Prompt, type python and press Enter, and type the following
code:



def DoSum(Valuel, Value2):
return Valuel + Value2

You have a new function, bosum( ). This function requires that you provide
two arguments to use it. To see how this works, type DoSum(1, 2) and press
Enter. You see an output of 3. Notice that DoSum( ) always provides an output
value of 3 when you supply 1 and 2 as inputs. The return statement provides
the output value. Whenever you see return in a function, you know that the
function provides an output value.

SENDING ARGUMENTS BY KEYWORD

As your functions become more complex and the methods to use them do as
well, you may want to provide a little more control over precisely how you
call the function and provide arguments to it. Until now, you have used
positional arguments, which means that you have supplied values in the order
in which they appear in the argument list for the function definition.
However, Python also has a method for sending arguments by keyword. In
this case, you supply the name of the argument followed by an equals sign (=)
and the argument value. To see how this works, open the Anaconda Prompt,
type python and press Enter, and type the following code:

def DisplaySum(Valuel, Value2):
print(str(valuel) + ' + ' + str(Value2) + ' ="' +
str((valuel + Value2)))

Notice that the print () function argument includes a list of items to print and
that those items are separated by plus signs (+). In addition, the arguments are
of different types, so you must convert them using the str() function. Python
lets you easily mix and match arguments in this manner. This function also
introduces the concept of automatic line continuation. The print () function
actually appears on two lines, and Python automatically continues the
function from the first line to the second.

Next, it's time to test Displaysum(). Of course, you want to try the function
using positional arguments first, so type DisplaySum(2, 3) and press Enter.
You see the expected output of 2 + 3 = 5. Now type DisplaySum(Value2 =
3, Valuel = 2) and press Enter. Again, you receive the output 2 + 3 = 5
even though the position of the arguments has been reversed.

GIVING FUNCTION ARGUMENTS A DEFAULT VALUE
Whether you make the call using positional arguments or keyword
arguments, the functions to this point have required that you supply a value.



Sometimes a function can use default values when a common value is
available. To create a default value, you simply follow the argument name
with an equals sign and the default value. To see how this works, open the
Anaconda Prompt, type python and press Enter, and type the following code:

def SayHello(Greeting = "No Value Supplied"):
print(Greeting)

The SayHello() function provides an automatic value for Greeting when a
caller doesn't provide one. When someone tries to call SayHello() without an
argument, Python doesn’t raise an error; instead, it outputs No Value
Supplied. Type SayHello() and press Enter to see for yourself. You see the
default message. Type SayHello(“Howdy!”) to see a normal response.

CREATING FUNCTIONS WITH A VARIABLE NUMBER OF
ARGUMENTS
In most cases, you know precisely how many arguments to provide with your
function. Fortunately, Python provides a technique for sending a variable
number of arguments to a function. You simply create an argument that has
an asterisk in front of it, such as *varArgs. The usual technique is to provide
a second argument that contains the number of arguments passed as an input.
To see how this works, open the Anaconda Prompt, type python and press
Enter, and type the following code:

def DisplayMulti(ArgCount = 0, *VarArgs):

print('You passed ' + str(ArgCount) + ' arguments.',
VarArgs)

Notice that the print () function displays a string and then the list of
arguments. Because of the way this function is designed, you can type
DisplayMulti() and press Enter to see that it's possible to pass zero
arguments. To see multiple arguments at work, type DisplayMulti(3, 'Hello',
1, True) and press Enter. The output of You passed 3 arguments.
('Hello', 1, True) shows that you need not pass values of any particular

type.

Working with modules

To use a module, you must import it. Python places the module code inline
with the rest of your application in memory — as if you had created one huge
file. Neither file is changed on disk; they’re still separate, but the way Python
views the code is different.



rememser YOU have two ways to import modules. Each technique is used in

»

»

specific circumstances:

import: You use the import statement when you want to import an entire
module. This is the most common method that developers use to import
modules because it saves time and requires only one line of code.
However, this approach also uses more memory resources than does the
approach of selectively importing the attributes you need, which the next
paragraph describes.

from..import: You use the from..import statement when you want to
selectively import individual module attributes. This method saves
resources, but at the cost of complexity. In addition, if you try to use an
attribute that you didn't import, Python registers an error. Yes, the module
still contains the attribute, but Python can’t see it because you didn’t
import it.

To use the code in a module, Python must be able to locate the module and
load it into memory. The location information is stored as paths within
Python. Whenever you request that Python import a module, Python looks at
all the files in its list of paths to find it. The path information comes from
three sources:

»

»

Environment variables: An environment variable provides a platform-
specific operating system level variable you can use to store information
about an application. You use various means to set environment variables
depending on the platform. For example, when working with Windows,
you can either set environment variables at the command prompt or using
the Environment Variables dialog box (see
http://blog.johnmuellerbooks.com/2014/02/17/adding-a-location-
to-the-windows-path/ for details). One of the most important
environment variables for Python developers is PYTHONPATH, which shows
the default location for searching for files on your drive.

Current directory: Python uses the current directory to look for files that
it needs. You use the following code to discover the current Python


http://blog.johnmuellerbooks.com/2014/02/17/adding-a-location-to-the-windows-path/

directory:

import os
os.getcwd()

» If you want to change the current directory so that Python looks in
another location, you use the following code:

import os
os.chdir('new_path')

where new_path is the location you want to use.

» Default directories: Even when you don't define any environment
variables and the current directory doesn’t yield any usable modules,
Python can still find its own libraries in the set of default directories that
are included as part of its own path information.

It’s important to know where Python is looking for modules. Sometimes you

might encounter an error when Python can’t find a module, even though you

know the module exists on disk. The following code shows how to determine
where Python is looking for modules on disk:

import os
os.environ[ 'PYTHONPATH' ]

If you receive a KeyError: ‘PYTHONPATH’ error message, it means that the
PYTHONPATH environment variable isn’t defined. Python can still find
files; it just doesn’t have PYTHONPATH as a resource.

Storing Data Using Sets, Lists, and
Tuples

Python provides a host of methods for storing data in memory. Each method
has advantages and disadvantages. Choosing the most appropriate method for
your particular need is important. The following sections discuss three
common techniques used for storing data for machine learning needs.

Creating sets

Most people have used sets at one time or another in school to create lists of
items that belong together. These lists then became the topic of manipulation
using math operations such as intersection, union, difference, and symmetric
difference. Sets are the best option to choose when you need to perform



membership testing and remove duplicates from a list. You can't perform
sequence-related tasks using sets, such as indexing or slicing. To see how you
can work with sets, open the Anaconda Prompt, type python and press Enter,
and type the following code:

SetA
SetB

set(['Red', 'Blue', 'Green', 'Black'])
set(['Black', 'Green', 'Yellow', 'Orange'])

Performing operations on sets

Assuming that you created the sets found in the previous section, you may
have noticed that each of them has some common elements. To see how these
sets are similar, create some new sets that rely on math operations for
comparison purposes, as shown in the following code:

SetX = SetA.union(SetB)
SetY = SetA.intersection(SetB)
SetZ = SetA.difference(SetB)

To see the results of each math operation, type
print('{0)\n{1}\n{2} ' .format(SetX, SetY, SetZ)) and press Enter. You see
one set printed on each line, like this:

{'Red', 'Black', 'Yellow', 'Green', 'Blue', 'Orange'}

{'Green', 'Black'}
{'Blue', 'Red'}

ne  The outputs show the results of the math operations: union(),
intersection(), and difference(). Python's fancier print formatting
can be useful in working with collections such as sets. The format ()
function tells Python which objects to place within each of the
placeholders in the string. A placeholder is a set of curly brackets ({})
with an optional number in it. The escape character (essentially a kind
of control or special character), /n, provides a newline character
between entries. You can read more about fancy formatting at
https://docs.python.org/3/tutorial/inputoutput.html.

You can also test relationships between the various sets. For example, type
SetA.issuperset(SetY) and press Enter. The output value of True tells you
that SetA is a superset of SetY. Likewise, if you type SetA.issubset(SetX)
and press Enter, you find that SetA is a subset of setX.


https://docs.python.org/3/tutorial/inputoutput.html

It's important to understand that sets are either mutable or immutable. All the
sets in this example are mutable, which means that you can add or remove
elements from them. For example, if you type SetA.add('Purple’) and press
Enter, SetA receives a new element. If you type SetA.issubset(SetX) and
press Enter now, you find that SetA is no longer a subset of setX because
SetA has the 'Purple' element in it.

Using lists

The Python specification defines a list as a kind of sequence. Sequences
simply provide some means of allowing multiple data items to exist together
in a single storage unit, but as separate entities. Think about one of those
large mail holders you see in apartment buildings. A single mail holder
contains a number of small mailboxes, each of which can contain mail.
Python supports other kinds of sequences as well:

» Tuples: A tuple is a collection used to create complex list-like sequences.
An advantage of tuples is that you can nest the content of a tuple. This
feature lets you create structures that can hold employee records or x-y
coordinate pairs.

» Dictionaries: As with the real dictionaries, you create key/value pairs
when using the dictionary collection (think of a word and its associated
definition). A dictionary provides incredibly fast search times and makes
ordering data significantly easier.

» Stacks: Most programming languages support stacks directly. However,
Python doesn't support the stack, although there’s a workaround for that.
A stack is a last in/first out (LIFO) sequence. Think of a pile of pancakes:
You can add new pancakes to the top and also take them off of the top. A
stack is an important collection that you can simulate in Python using a
list.

» Queues: A queue is a first in/first out (FIFO) collection. You use it to
track items that need to be processed in some way. Think of a queue as a
line at the bank. You go into the line, wait your turn, and are eventually
called to talk with a teller.

» Deques: A double-ended queue (deque, pronounced deck) is a queue-like
structure that lets you add or remove items from either end, but not from
the middle. You can use a deque as a queue or a stack or any other kind of



collection to which you’re adding and from which you’re removing items
in an orderly manner (in contrast to lists, tuples, and dictionaries, which
allow randomized access and management).

Of all the sequences, lists are the easiest to understand and are the most
directly related to a real-world object. Working with lists helps you become
better able to work with other kinds of sequences that provide greater
functionality and improved flexibility. The point is that the data is stored in a
list much as you would write it on a piece of paper — one item comes after
another. The following sections help you understand lists better.

Defining a list
The list has a beginning, a middle, and an end. The items are numbered.
(Even if you might not normally number them in real life, Python always
numbers the items for you.) To see how you can work with lists, open the
Anaconda Prompt, type python and press Enter, and type the following code:
ListA = [0, 1, 2, 3]
ListB = [4, 5, 6, 7]

ListA.extend(ListB)
ListA

When you type the last line of code, you see the output of [0, 1, 2, 3, 4,
5, 6, 7].The extend() function adds the members of ListB to ListA.
Beside extending lists, you can also add to them using the append() function.
Type ListA.append(-5) and press Enter. When you type ListA and press
Enter again, you see that Python has added -5 to the end of the list. You may
find that you need to remove items again and you do that using the remove()
function. For example, type ListA.remove(-5) and press Enter. When you list
ListA again, you see that the added entry is gone.

Combining lists using concatenation

Lists support concatenation using the plus (+) sign. For example, if you type
ListX = ListA + ListB and press Enter, you find that the newly created ListX
contains both ListA and ListB in it with the elements of ListA coming first.

Constructing lists using comprehensions

List comprehensions provide an elegant and simple method of creating lists
with specific content. A comprehension appears in square brackets after the
list name assignment and includes three elements: an expression, an
individual item upon which to act, and a list of items to work with. For



example, the following list comprehension would place the individual letters
of the string "Hello" into the list Letters after converting them to uppercase:

Letters = [letter.upper() for letter in "Hello"]
print(Letters)

The output would contain ['H', 'E', 'L', 'L', '0'].Normally, to create
a list like this, you'd need a for loop and several lines of code. The list
comprehension does it in just one line, and it’s easy to read.

Slicing and dicing lists

You have access to a broad range of list methods and techniques for acting on
only part of a list. The following list provides some of the most common
techniques for interacting with lists. You see a number of other methods in
the book examples.

» MyList.append(x): Adds an element to the end of the list.

» MylList.insert(index, value): Adds an element, value, to the location
specified by index to the list.

ne  The first item in a list is numbered 0, rather than 1, as you might
think. So, when adding the number 4 to the front of MyList, you use
MyList.insert(0, 4).

» MyList.remove(x): Removes the first occurrence of x from the list.

» MyList.extend(ListB): Appends the elements in ListB to the end of
MyList.

» MyList[a:b]: Returns just the part of the list expressed by the beginning
point, a, and the ending point, b. You may optionally add a third element,
a step, that tells how many elements to skip between outputs.

» MyList.index(value): Returns the index of the first occurrence of value
in the list.

» MyList.sort(): Sorts the list in order. You may specify reverse=True to
sort the list in reverse order. In addition, you can provide a special
function to define the sort order.

» len(MyList): Displays the list length.



» max(MyList): Obtains the maximum value in the list.

» min(MyList): Obtains the minimum value in the list.

Creating and using tuples

A tuple is a collection used to create complex lists, in which you can embed
one tuple within another. This embedding lets you create hierarchies with
tuples. A hierarchy could be something as simple as the directory listing of
your hard drive or an organizational chart for your company. The idea is that
you can create complex data structures using a tuple.

rememser TUples are immutable, which means that you can't change them. You
can create a new tuple with the same name and modify it in some way,
but you can’t modify an existing tuple. Lists are mutable, which means
that you can change them. So, a tuple can seem at first to be at a
disadvantage, but immutability has all sorts of advantages, such as being
more secure as well as faster. In addition, immutable objects are easier to
use with multiple processors. To see how you can work with tuples, open
the Anaconda Prompt, type python and press Enter, and type the
following code:

MyTuple = (1, 2, 3, (4, 5, 6, (7, 8, 9)))

MyTuple is nested three levels deep. The first level consists of the values 1, 2,
3, and a tuple. The second level consists of the values 4, 5, 6, and yet another
tuple. The third level consists of the values 7, 8, and 9. To see how nesting
works, type the following code into the python console:

for Valuel in MyTuple:
if type(Valuel) == int:

print(Valuel)
else:
for Value2 in Valuel:
if type(Value2) == int:
print("\t", Value2)
else:

for Value3 in Value2:
print("\t\t", Value3)

When you run this code, you find that the values really are at three different
levels. You can see the indentations showing the level:

1
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ne  You can perform tasks such as adding new values, but you must do it
by adding the original entries and the new values to a new tuple. In
addition, you can add tuples to an existing tuple only. To see how to add
tuples, type MyNewTuple = MyTuple.__add__((10, 11, 12, (13, 14,
15))) and press Enter. MyNewTuple contains new entries at both the first
and second levels, like this: (1, 2, 3, (4, 5, 6, (7, 8, 9)), 10,
11, 12, (13, 14, 15)).

Defining Useful Iterators

The chapters that follow use all kinds of techniques to access individual
values in various types of data structures. For this section, you use two simple
lists, defined as the following:

ListA = ['Orange', 'Yellow', 'Green', 'Brown']
ListB = [1, 2, 3, 4]

The simplest method of accessing a particular value is to use an index. For
example, if you type ListA[1] and press Enter, you see 'Yellow' as the
output. All indexes in Python are zero-based, which means that the first entry
is 0, not 1.

Working with ranges

Ranges present another simple method of accessing values. For example, if
you type ListB[1:3] and press Enter, the output is [2, 3]. You could use the
range as input to a for loop, such as

for Value in ListB[1:3]:
print Value
Instead of the entire list, you see just 2 and 3 as outputs, printed on separate
lines. The range has two values separated by a colon. However, the values are
optional. For example, ListB[:3] would output [1, 2, 3]. When you leave



out a value, the range starts at the beginning or the end of the list, as
appropriate.

Iterating multiple lists using zip

Sometimes you need to process two lists in parallel. The simplest method of
doing this is to use the zip() function. Here's an example of the zip()
function in action:

for Valuel, Value2 in zip(ListA, ListB):
print(valuel, '\t', Value2)

This code processes both ListA and ListB at the same time. The processing
ends when the for loop reaches the end of the shortest of the two lists. In this
case, you see the following:

Orange 1
Yellow 2
Green 3
Brown 4

rememser This use of iterators is the tip of the iceberg. You see a host of iterator
types used throughout the book. The idea is to enable you to list just the
items you want, rather than all the items in a list or other data structure.
Some of the iterators used in upcoming chapters are a little more
complicated than what you see here, but this is an important start.

Working with generators using yield

You can use a generator in a number of ways, but essentially they help you
iterate through objects. Think of it as a kind of flexible for loop that you
don't have to re-create and for which you can define a number of actions. For
now, we keep things simple by creating an incredibly simple generator. To see
how you can work with generators using yield, open the Anaconda Prompt,
type python and press Enter, and type the following code:

def MyLetter():
for Letter in Letters:
yield Letter
What this function will do is iterate through the content of a list named
Letters. The use of yield means that the state of the generator is saved each

time you call it. Consequently, you will get the first letter during the first call,



the second letter during the second call, and so on. Type Letters =
[letter.upper() for letter in "Hello"] to create Letters. Now, use this code to
test the generator:

ListIt = MyLetter()
next(ListIt)
next(ListIt)
next(ListIt)
next(ListIt)
next(ListIt)

Each call to next () produces another letter until Letters runs out of letters to
provide. If you were to call next () again, Python would display an error
message.

Indexing Data Using Dictionaries

A dictionary is a special kind of sequence that uses a name and value pair.
The use of a name lets you easily access particular values with something
other than a numeric index. The following sections tell you more about
dictionaries.

Creating dictionaries

To create a dictionary, you enclose name and value pairs in curly brackets.
Create a test dictionary by typing MyDict = {"Orange':1, 'Blue':2, 'Pink':3}
and pressing Enter.

Storing and retrieving data from dictionaries

To access a particular value, you use the name as an index. For example, type
MyDict['Pink'] and press Enter to see the output value of 3. The use of
dictionaries as data structures lets you easily access incredibly complex data
sets using terms that everyone can understand. In many other respects,
working with a dictionary is the same as working with any other sequence.

Dictionaries do have some special features. For example, type MyDict.keys()
and press Enter to see a list of the keys. You can use the values() function to
see the list of values in the dictionary.

rememser Dictionary keys are case-sensitive. Consequently, 'Pink’, 'PINK', and



'pink’ are all different keys.



Chapter 6
Working with Google Colab

IN THIS CHAPTER
» Understanding Google Colab
» Accessing Google and Colab
» Performing essential Colab tasks

» Obtaining additional information

Colaboratory
(https://colab.research.google.com/notebooks/welcome.ipynb), or
Colab for short, is a Google cloud-based service that replicates Jupyter
Notebook in the cloud. You don’t have to install anything on your system to
use it. In most respects, you use Colab as you would a desktop installation of
Jupyter Notebook (also called Notebook throughout the book). This book
includes this chapter mainly for those readers who use something other than a
standard desktop setup to work through the examples.

rememser Because you may not be using the same versions of products that
appear in this book, the book’s example source code may or may not
work precisely as described in the text when you use Colab. Also when
using Colab, you may not see the results as presented in this book
because of the differences in hardware between platforms. The early
sections of this chapter go into more detail about Colab and help you
understand what you can expect from it. However, the most important
thing to remember is that Colab isn’t a replacement for Jupyter
Notebook and the examples aren’t tested to specifically work with it, but
you can try it with your alternative device if desired to follow the
examples.

To use Colab, you must have a Google account and then access Colab using


https://colab.research.google.com/notebooks/welcome.ipynb

your account. Otherwise, most of the Colab features won’t work. The next
section of the chapter gets you started with Google and helps you access
Colab.

As with Notebook, you can use Colab to perform specific tasks in a cell-
oriented paradigm. The next sections of the chapter go through a range of
task-related topics that start with the use of notebooks. If you’ve used
Notebook in previous chapters, you notice a strong resemblance between
Notebook and Colab. Of course, you also want to perform other sorts of
tasks, such as creating various cell types and using them to create notebooks
that look like those you create with Notebook.

Finally, this chapter can’t address every aspect of Colab, so the final section
of the chapter serves as a handy resource for locating the most reliable
information about Colab.

Defining Google Colab

Google Colab is the cloud version of Notebook. In fact, the Welcome page
makes this fact apparent. It even uses IPython (the previous name for Jupyter)
Notebook (. ipynb) files for the site. That's right, you’re viewing a Notebook
right there in your browser. Even though the two applications are similar and
they both use . ipynb files, they do have some differences that you need to
know about. The following sections help you understand the Colab
differences.

Understanding what Google Colab does

You can use Colab to perform many tasks, but for the purpose of this book,
you use it to write and run code, create its associated documentation, and
display graphics, just as you do with Notebook. The techniques you use are
similar, in fact, to using Notebook, but later in the chapter, you find out the
small differences between the two. Even so, the downloadable source for this
book should run without much effort on your part.

Notebook is a localized application in that you use local resources with it.
You could potentially use other sources, but doing so could prove

inconvenient or impossible in some cases. For example, according to
https://help.github.com/articles/working-with-jupyter-notebook-

files-on-github/, your Notebook files will appear as static HTML pages
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when you use a GitHub repository. In fact, some features won’t work at all.
Colab enables you to fully interact with your Notebook files using GitHub as
a repository. In fact, Colab supports a number of online storage options, so
you can regard Colab as your online partner in creating Python code.

The other reason that you really need to know about Colab is that you can use
it with your alternative device. During the writing process, some of the
example code was tested on an Android-based tablet (an ASUS ZenPad 3S
10). The target tablet has Chrome installed and executes the code well enough
to follow the examples. All this said, you likely won’t want to try to write
code using a tablet of that size — the text was incredibly small, for one thing,
and the lack of a keyboard could be a problem, too. The point is that you
don’t absolutely have to have a Windows, Linux, or OS X system to try the
code, but the alternatives might not provide quite the performance you
expect.

rememser Google Colab generally doesn’t work with browsers other than
Chrome, Firefox, or Safari. In most cases, you see an error message such
as “This site may not work in your browser. Please use a supported
browser.” and no other display if you try to start Colab in a browser that
it doesn’t support. The included More Info link takes you to
https://research.google.com/colaboratory/faq.html#browsers,
where you can learn more information. Your copy of Firefox may also
need some configuration to work properly (see the “Using local runtime
support” section, later in this chapter, for details). The amount of
configuration that you perform depends on which Colab features you
choose to use. Many examples work fine in Firefox without any
modification.

SOME FIREFOX ODDITIES

Even with online help, you may still find that your copy of Firefox displays a SecurityError:
The operation is insecure. error message. The initial error dialog box will point to some
unrelated issue, such as cookies, but you see this error message when you click Details.
Simply dismissing the dialog box by clicking OK will make Colab appear to be working
because it displays your code, but you won't see results from running the code.

As a first step to fixing this problem, make sure that your copy of Firefox is current; older
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versions won'’t provide the required support. After you've updated your copy, setting the
network.websocket .allowInsecureFromHTTPS preference using About:Config to True should
resolve the problem, but sometimes it doesn't. In this case, verify that Firefox actually does
allow third-party cookies by selecting both the Always for the Accept Third Party Cookies and
Site Data option and the Remember History option in the History section on the Privacy &
Security tab of the Options dialog box. Restart Firefox after each change and then try Colab
again. If none of these fixes works, you must use Chrome to work with Colab on your system.

Considering the online coding difference

For the most part, you use Colab just as you would Notebook. However,
some features work differently. For example, to execute the code within a
cell, you select that cell and click the run button (right-facing arrow) for that
cell. The current cell remains selected, which means that you must actually
initiate the selection of the next cell as a separate action. A block next to the
output lets you clear just that output without affecting any other cell.
Hovering the mouse over the block tells you when someone executed the
content. On the right side of the cell, you see a vertical ellipsis that you can
click to see a menu of options for that cell. The result is the same as when
using Notebook, but the process for achieving the result is different.

rememser T he actual process for working with the code also differs from
Notebook. Yes, you still type the code as you always have and the
resulting code executes without problem in Colab. The difference is in
the way you can manage the code. You can upload code from your local
drive as desired and then save it to a Google Drive or GitHub. The code
becomes accessible from any device at this point by accessing those
same sources. All you need to do is load Colab to access it.

If you use Chrome when working with Colab and choose to sync your copy
of Chrome among various devices, all your code becomes available on any
device you choose to work with. Syncing transfers your choices to all your
devices as long as those devices are also set to synchronize their settings.
Consequently, you can write code on your desktop, test it on your tablet, and
then review it on your smartphone. It’s all the same code, all the same
repository, and the same Chrome setup — just a different device.

What you may find, however, is that all this flexibility comes at the price of




speed and ergonomics. In reviewing the various options, a local copy of
Notebook executes the code in this book faster than a copy of Colab using
any of the available configurations (even when working with a local copy of
the . ipynb file). So, you trade speed for flexibility when working with Colab.
In addition, viewing the source code on a tablet is hard; viewing it on a
smartphone is nearly impossible. If you make the text large enough to see,
you can’t see enough of the code to make any sort of reasonable editing
possible. At best, you could review the code one line at a time to determine
how it works.

ne  Using Notebook has other benefits, too. For example, when working
with Colab, you have options to download your source files only as
.ipynb or .py files. Colab doesn't include all the other download
options, including (but not limited to) HTML, LaTeX, and PDF.
Consequently, your options for creating presentations from the online
content are also limited to some extent. In short, using Colab and
Notebook provides different coding experiences to some degree. They’re
not mutually exclusive, however, because they share file formats.
Theoretically, switching between the two as needed is possible.

One thing to consider when using Notebook and Colab is that the two
products use most of the same terminology and many of the same features,
but they're not completely the same. The methods used to perform tasks
differ, and some of the terminology does as well. For example, a Markdown
cell in Notebook is a Text cell in Colab. The “Performing Common Tasks”
section, later in this chapter, tells you about other differences you need to
consider.

Using local runtime support

The only time you really need local runtime support is when you want to
work within a team environment and you need the speed or resource access
advantage offered by a local runtime. Using a local runtime normally
produces better speed than you obtain when relying on the cloud. In addition,
a local runtime enables you to access files on your machine. A local runtime
also gives you control over the version of Notebook used to execute code.
You can read more about local runtime support at



https://research.google.com/colaboratory/local-runtimes.html.

warning YOU need to consider several issues when determining the need for
local runtime support. The most obvious is that you need a local
runtime, which means that this option won’t work with your laptop or
tablet unless your laptop has Windows, Linux, or OS X and the
appropriate version of Notebook installed. Your laptop or tablet will also
need an appropriate browser; Internet Explorer is almost guaranteed to
cause problems, assuming that it works at all.

The most important consideration when using a local runtime, however, is
that your machine is now open to possible infection from Notebook code.
You need to trust the party supplying the code. The local runtime option
doesn’t open your machine to others that you share code with, however; they
must either use their own local runtimes or rely on the cloud to execute code.

ne  When working with Colab using local runtime support and Firefox,
you must perform some special setups. Make sure to read the Browser
Specific Setups section on the Local Runtimes page to ensure that you
have Firefox configured correctly. Always verify your setup. Firefox
may appear to work correctly with Colab. However, a configuration
issue arises when you perform tasks with it, and Colab shows error
messages saying that the code didn’t execute (or something else that
isn’t particularly helpful).

Working with Google Colab features

Google Colab provides access to a number of features through the menu
system. One of these features, hardware acceleration, appears in the “Using
Hardware Acceleration” section, later in this chapter. The features in this
section all appear on the Tools menu.

The Tools = Command Palette option displays a list of commands you can
execute, as shown in Figure 6-1. Notice that some of these commands also
have shortcut keys, such as Ctrl+Alt+M for adding a comment to a cell. All
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these commands help you to perform tasks associated with Notebook content,
such as adding forms.

Add a comment Ctrl+Alt+M
Add a form

Add a form field

Add code cell

Add section header cell

Add table of contents cell

Add text cell

Ask on Stack OQverflow

Change runtime type

Clear all outputs

Clear selected outputs

Comments sidebar

Connect to a local runtime

Connect to a runtime

Convert to text cell Ctr+M M
Copy to scratch cell

Create new notebook

Cycle form view Cir+M F
Delete cell/selection Ctrl+M D
Diff notebooks

Download .ipynb

Download .py ¥
FIGURE 6-1: Using Colab commands makes configuring your Notebook easy.

The Tools = Settings option displays the Settings dialog box, shown in
Figure 6-2. The four settings tabs perform these tasks:

» Site: Configures how the site works. The most interesting setting is the
theme. Selecting Adaptive lets Colab choose the interface colors based on
lighting conditions. You can also configure display and access settings on
this tab.

» Editor: Determines how text appears onscreen and how the interface
works. For example, you can set the key bindings to work like those in
Vim if desired. You also select font size, spaces for each level of
indentation, and a plethora of other settings.



» Colab Pro: Provides an advertisement for Colab Pro, which does give
you some significant benefits like faster GPUs, longer runtimes, and more
memory — all of which let you get more work done in a shorter time.

» Miscellaneous: Contains fun settings. You can choose from three visual
effects: adding thunder and lightning using the Power Level setting;
letting a Corgi run across the top of the display; and allowing a kitten to
run across the top of the display. You can choose any mix of these visual

effects.
Settings
- Theme
Site light
Editor D Show desktop notifications for completed executions
|:| Mew notebooks use private outputs (omit outputs when saving)
Colab Pro D Request GitHub access to view and edit private repositories and

organizations
More info
Miscellaneous

Custom snippet notebook URL

CANCEL SAVE

FIGURE 6-2: The Settings dialog box helps you configure the Colab IDE.

You may not like the default keyboard shortcuts. When you choose Tools =
Keyboard Shortcuts, you see the Keyboard Preferences dialog box, shown in
Figure 6-3, where you can customize the keyboard shortcuts to match your
needs. If you see Set Shortcut, it means that the command doesn’t currently
have a shortcut, so you can add one if desired. Here’s how you work with
shortcuts:

» To add or change a shortcut, place the cursor in the box next to the
command and press the shortcut key you want to use for that command.



» To remove a shortcut, press Delete.

Keyboard preferences

default
Enter key accepts suggestions

Shortcuts
To add or change a shorlout, click the key combination and then type the new keys. Note that Ctri«M can be used as a prefix

far multi-key-event shortcuts

Carl+Al+M Add a comment Sel shoneut Open notebook settings

Set shoteut Add a form Ctrl Al Open scratch code cell

St shorew Add a fiorm field St shorcul Open settings

Sl shomcu Add code cel Cirl+M P Previous cell -

RESTORE DEFAULTS CAMNCEL SAVE

FIGURE 6-3: Customize shortcut keys for speed of access to commands.

Sometimes you need to compare two files to see how they differ. When you
select Tools = Diff Notebooks, Colab opens a new browser tab and shows
you two notebooks side by side, as shown in Figure 6-4. These are files
selected by random from your Google Drive. To select the files you actually
want to work with, click the down arrow in each pane. The differences will
appear onscreen.
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FIGURE 6-4: Colab lets you compare two files to see how they differ.

Getting a Google Account

Before you can perform any significant tasks using Colab, you must have a
Google account. You can use the same account for all sorts of purposes, not
just development. For example, a Google account gives you access to Google
Docs (https://www.google.com/docs/about/), an online document
management system similar to Office 365.

Creating the account

To create a Google account, simply navigate to
https://account.google.com/ and click the Create an Account link. This
page also contains a wealth of information about what a Google account can
provide. When you click Create Your Google Account, you see the page
shown in Figure 6-5. The account creation process consumes several pages.
You just provide the required information in each page and click Next.
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Google

Create your Google Account

151 name

Last name

Username @gmail.com

You can use letters, numbers & periods

Use my current email address instead

Password Confirm @

Use 8 or more characters with a mix of letters, numbers &
symbols

Sign in instead m

English (United States) - Help Privacy Terms

FIGURE 6-5: Follow the prompts to create your Google account.

Signing in

After you create and verify your account, you can sign into it. Before you can
use Colab effectively, you must sign into your account. That’s because Colab
relies on your Google Drive for certain tasks. You can also store notebooks in
other places, such as GitHub, but having your Google account ensures that
everything works as planned. To sign into your account, navigate to
https://accounts.google.com/, provide your email address and password,
and then click Next. You see the sign-in page, shown in Figure 6-6.
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Signin

Use your Google Account
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Not your computer? Use Guest mode to sign in privately
Learn more

EngEsh (United States) - Hetlp Privacy

FIGURE 6-6: The sign-in page gives you access to all the general features, including your drive.

Working with Notebooks

As with Jupyter Notebook, the notebook forms the basis for interactions with
Colab. In fact, Colab is built on notebooks, as previously mentioned. When
you place the mouse on certain parts of the Welcome page at
https://colab.research.google.com/notebooks/welcome. ipynb, you see
opportunities for interacting with the page by adding either code or text
entries (which you can use for notes as needed). These entries are active, so
you can interact with them. You can also move cells around and copy the
resulting material to your Google Drive. Of course, although interacting with
the Welcome page is both unexpected and fun, the real purpose of this chapter
is to demonstrate how to interact with Colab notebooks. The following
sections describe how to perform basic notebook-related tasks with Colab.
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Creating a new notebook

To create a new notebook, choose File = New Notebook. You see a new
Python 3 notebook like the one shown in Figure 6-7. The new notebook looks
similar to, but not precisely the same as, those found in Notebook. However,
all the same functionality exists. (The latest version of Colab doesn’t provide
support for Python 2, so you can’t use Python 2 with it.)

Uniitled0.ipynb - Colaboratory X = =

C (%t @& colabresearch.google.comidrive/1GT_CLwVWCsss6600 T @ % A 0' ;

i Apps Reference Radio Stations Search Engines [ Lavalle. W1 10-D & John's Random "
£ UntitledO.ipynb

FY B comment &% Share 2% 0

File Edit View Insert Runtime Tools Help A ]

_ + Code + Text Connect = & Editin A

cc B & K W
“ 0

{2

D

FIGURE 6-7: Create a new Python 3 Notebook using the same techniques as normal.

The notebook shown in Figure 6-7 lets you change the filename by clicking
it, just as you do when working in Notebook. Some features work differently
but provide the same results. For example, to run the code in a particular cell,
you click the right-pointing arrow on the left side of that cell. In contrast to
Notebook, the cell focus doesn’t change to the next cell, so you must choose
the next cell directly.

Opening existing notebooks

You can open existing notebooks found in local storage, on Google Drive, or
on GitHub. You can also open any of the Colab examples or upload files from
sources that you can access, such as a network drive on your system. In all
cases, you begin by choosing File = Open Notebook. You see the dialog box
shown in Figure 6-8.

The default view shows all the files you opened recently, regardless of



location. The files appear in alphabetical order. You can filter the number of
items displayed by typing a string into the Filter Notebooks field. Across the
top are other options for opening notebooks.

ne  Even if you’re not logged in, you can still access the Colab example
projects. These projects help you understand Colab but won’t allow you
to do anything with your own projects. Even so, you can still experiment
with Colab without logging into Google first. The following sections
discuss these options in more detail.

" First opened ast openad 5
&S TestColabipymb 7minutes age 7 minutes ago B &
welcome To Colaboratory Aug 27, 2018 7 minutes age S
&s Copy of Welcome To Colabaratory 18 hours ago 18 hours ago B =
& ; & ! n =2
L PADSAD2_10_Getting_a_Crash_Course_in_MatPlolLib.ipynb Sep 27,2018 Feb 13, 2020 o
CAMCEL

FIGURE 6-8: Use this dialog box to open existing notebooks.

Using Google Drive for existing notebooks

Google Drive is the default location for many operations in Colab, and you
can always choose it as a destination. When working with Drive, you see a
list of files similar to those shown in Figure 6-8. To open a particular file, you
click its link in the dialog box. The file opens in the current tab of your
browser.



Using GitHub for existing notebooks

When working with GitHub, you initially need to provide the location of the
source code online, as shown in Figure 6-9. The location must point to a
public project; you can’t use Colab to access private projects.

After you make the connection to GitHub, you see two lists: repositories,
which are containers for code related to a particular project; and branches, a
particular implementation of the code. Selecting a repository and branch
displays a list of notebook files that you can load into Colab. Simply click the
required link, and it loads as if you were using a Google Drive.

Using local storage for existing notebooks

If you want to use the downloadable source for this book, or any local source
for that matter, you select the Upload tab of the dialog box. In the center is a
single button, Choose File. Clicking this button opens the File Open dialog
box for your browser. You locate the file you want to upload, just as you
normally would for opening any file.

Enter a GitHub URL or search by organization of uses D Include private repos
https://github.com/Imassaron/ Q,
Repository: [ Branch: [

Irmassaron/diddurmmies w MIASTer «

Fath

) oLap_03_comments.ipmb o P

O DLAD_03_Dataset_Load ipynb B &

O DLAD_03_indentation. ipynb o I P

() oL40_03_Sample ipynb B &

CAMCEL

FIGURE 6-9: When using GitHub, you must provide the location of the source code.



rememeer Selecting a file and clicking Open uploads the file to Google Drive. If
you make changes to the file, those changes appear on Google Drive, not
on your local drive. Depending on your browser, you usually see a new
window open with the code loaded. However, you could also simply see
a success message, in which case you must now open the file using the
same technique as you would when using Google Drive. In some cases,
your browser asks whether you want to leave the current page. You
should tell the browser to do so.

ne  The File = Upload Notebook command also uploads a file to Google
Drive. In fact, uploading a notebook works like uploading any other kind
of file, and you see the same dialog box. If you want to upload other
kinds of files, using the File = Upload Notebook command is likely
faster.

Uploading a notebook

You use the technique described in the previous section of this chapter,
“Using local storage for existing notebooks,” to upload a notebook. The main
reason you perform this task for this book is to upload the downloadable
source to your Google Drive. (The book’s Introduction tells you where to find
the downloadable source, and the authors highly recommend that you use the
downloadable source when working through the examples.)

Some examples will work differently in Colab because of the support it
provides. For example, if you upload ML4D2E; 04; Sample.ipynb from
Chapter 4, you find that the results differ from a desktop Anaconda
installation, as shown in Figure 6-10.
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FIGURE 6-10: Your output may differ from the book's output when using Colab.

warning INotice that the Python version is 3.6.9 in Figure 6-10 instead of the
3.8.3 version used for the book. The version difference could affect the
outcome of some code. In addition, there is no Anaconda version output
because you’re not using Anaconda. However, attempting to run the
Anaconda part of the code doesn’t generate an error — Conda
apparently knows enough to ignore this part of the code.

Saving notebooks

Colab provides a significant number of options for saving your notebook.
However, none of these options works with your local drive. After you
upload content from your local drive to Google Drive or GitHub, Colab
manages the content in the cloud and not on your local drive. To save updates
to your local drive, you must download the file using the techniques found in
the “Downloading notebooks” section, later in this chapter. The following
sections review the cloud-based options for saving notebooks.

Using Drive to save notebooks



The default location for storing your data is Google Drive. When you choose
File = Save, the content you create goes to the root directory of your Google
Drive. If you want to save the content to a different folder, you need to select
that folder in Google Drive (https://drive.google.com/).

v

rememeer Colab tracks the versions of your project as you perform saves.
However, as these revisions age, Colab removes them. To save a version
that won’t age, you use the File = Save and Pin Revision command. To
see the revisions for your project, choose File = Revision History. You
see the output shown in Figure 6-11. Notice that the entries are pinned.
You can also pin entries by selecting the entry in the History list. The
revision history also shows you the modification date, who made the
revision, and the size of the resulting file. You can use this list to restore
a previous revision or download the revision to your local drive.
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FIGURE 6-11: Colab maintains a history of the revisions for your project.

You can also save a copy of your project by choosing File = Save a Copy In
Drive. The copy receives the word Copy as part of its name. Of course, you
can rename it later. Colab stores the copy in the current Google Drive folder.


https://drive.google.com/

Using GitHub to save notebooks

GitHub provides an alternative to Google Drive for saving content. It offers
an organized method of sharing code for the purpose of discussion, review,
and distribution. You can find GitHub at https://github.com/.

rememser YOU May use only public repositories when working with GitHub
from Colab, even though GitHub also supports private repositories. To
save a file to GitHub, choose File = Save a Copy in GitHub. If you
aren’t already signed into GitHub, Colab displays a window that
requests your sign-in information. After you sign in, you see a dialog
box similar to the one shown in Figure 6-12.

Copy to GitHub

Repository: [4 Branch: [4
Imassaron/mlddummies_2ed w master «

File path

ML4DZE;_04;,_Sample.ipynb

o

Created using Colaboratory

Include a link to Colaboratory

CANCEL OK

FIGURE 6-12: Using GitHub means storing your data in a repository.

If your account doesn’t currently have a repository, you must either create a
new repository or choose an existing repository in which to store your data.
After you save the file, it will appear in the GitHub repository of your choice.
The repository will include a link to open the data in Colab by default, unless
you choose not to include this feature.

Using GitHub Gist to save notebooks

You use GitHub Gists as a means of sharing single files or other resources
with other people. Some people use them for full projects as well, but the idea
is that you have a concept that you want to share — something that isn’t quite


https://github.com/

fully formed and doesn’t represent a usable application. You can read more
about Gists at https://help.github.com/articles/about-gists/.

As with GitHub, Gists come in both public and secret form. You can access
both public and secret Gists from Colab, but Colab automatically keeps your
files secret. To save your current project as a Gist, you choose File = Save a
Copy as a GitHub Gist. Unlike GitHub, you don’t need to create a repository
or do anything fancy in this case. The file saves as a Gist without any extra
effort. The resulting entry always contains an Open in Colab button, as shown
in Figure 6-13.
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FIGURE 6-13: Use Gists to store individual files or other resources.

Downloading notebooks

Colab supports two methods for downloading notebooks to your local drive:
.ipynb files (using File = Download .ipynb) and . py files (using File =
Download .py). In both cases, the file appears in the default download
directory for your browser; Colab doesn't offer a method for downloading the
file to a specific directory.


https://help.github.com/articles/about-gists/

Performing Common Tasks

Most tasks in Colab work similar to their Notebook counterparts. For
example, you can create code cells just as you do in Notebook by using the
options on the Insert menu. Noncode cells come in three forms:

» Text
» Section header

» Form field, which comes in these types:

Dropdown

Input
Slider

e Markdown

Noncode cells work somewhat differently from the Markdown cells found in
Notebook, but the idea is the same. Two interesting additions not found in
Notepad are the scratch code cell, which allows you to experiment with code
in real time, and code snippets, which are canned code for performing
specific tasks (you just insert them where needed).

You can also edit and move cells, just as you do with Notebook. One
important difference is that you can’t change a cell type. A cell that you create
as a section header can’t suddenly transform into a code cell. The following
sections provide a brief overview of the various features.

Creating code cells

The first cell that Colab creates for you is a code cell. The code you create in
Colab uses all the same features that you find in Notebook. However, off to
the side of the cell, you see a menu of extras that you can use with Colab that
aren’t present in Notebook, as shown in Figure 6-14.

L E- TN
FIGURE 6-14: Colab code cells contain a few extras not found in Notebook.

You use the icons shown in Figure 6-14 to augment your Colab code
experience. The following list provides a short description of these features



(in order of appearance, left to right, in the figure):

»

»

»

»

»

»

Move cell up: Moves the cell up one position in the cell hierarchy.
Move cell down: Moves the cell down one position in the cell hierarchy.

Link to cell: Displays a dialog box containing a link you can use to
access a specific cell within the notebook. You can embed this link
anywhere on a web page or within a notebook to allow someone to access
that specific cell. The person still sees the entire notebook but doesn’t
have to search for the cell you want to discuss.

Add a comment (assuming that you have the right to make a
comment): Creates a comment balloon to the right of the cell. This is not
the same as a code comment, which exists in line with the code but affects
the entire cell. You can edit, delete, or resolve comments. A resolved
comment is one that receives attention and is no longer applicable.

Open editor settings: Opens the same dialog box shown in Figure 6-2
and discussed in the “Working with Google Colab features” section,
earlier in this chapter. You need to select some code before this option
appears.

Mirror cell in tab: Mirrors the currently selected cell in a Cell pane that
appears on the right side of the window, as shown in Figure 6-15. You can
scroll wherever you want within the code in the left pane and keep this
code accessible. The right-pointing arrow lets you execute the cell at any
time after making changes in left pane code. A pair of double-pointing
arrows lets you move the focus back to the selected code in the left pane
with a single click. You can also move the cell code to a scratch cell,
where you can play with it without modifying your original code. It’s
possible to have more than one Cell pane. You simply select the one you
want and move between them as needed, which lets you move easily from
place to place in your code. Close a Cell pane by clicking the X next to
the word Cell.
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FIGURE 6-15: Use Cell panes to keep key cells easily available as needed.

» Delete Cell: Removes the cell from the notebook.

» Vertical ellipses: Contains a number of additional features in a menu:

Copy Cell: Copies the content of the currently selected cell to the
Clipboard.

Cut Cell: Deletes the content of the currently selected cell and
places it on the Clipboard.

Clear Output: Removes the output from the cell. You must run
the code again to regenerate the output.

View Output Fullscreen: Displays the output (not the entire cell
or any other part of the notebook) in full-screen mode on the host
device. This option is useful when displaying a significant amount
of content or when a detailed view of graphics helps explain a
topic. Press Esc to exit full-screen mode.

Add a Form: Inserts a form into the cell to the right of the code.
You use forms to provide a graphical input for parameters. Forms
don’t appear in Notebook, but because of how you create them,
they won’t prevent you from running the code in Notebook. You



can read more about forms at
https://colab.research.gooqgle.com/notebooks/forms.ipynb.

Code cells also tell you about the code and its execution. The little icon next
to the output displays information about the execution when you hover your
mouse over it, as shown in Figure 6-16. Clicking the icon clears the output.
You must run the code again to regenerate the output.

0 Python Version:

- - - Ao e ey

6.0 (defanlt, Jul 17 2020, 12:50:27)

Clear output

executed by John Mueller
10:40 AM (3 hours ago)  [PTF
executed in 0.706s

FIGURE 6-16: Colab code cells contain a few extras not found in Notebook.

Creating text cells

Text cells work much like Markup cells in Notebook. However, Figure 6-17
shows that you receive additional help in formatting the text using a graphical
interface. The markup is the same, but you have the option of allowing the
GUI to help you create the markup. For example, in this case, to create the #
sign for a heading, you click the double T icon that appears first in the list.
Clicking the double T icon again would increase the header level. To the
right, you see how the text will appear in the notebook.
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Performing Common Tasks

FIGURE 6-17: Use the GUI to make formatting your text easier.

Notice the menu to the right of the text cell. This menu contains many of the
same options that a code cell does. For example, you can create a list of links
to help people access specific parts of your notebook through an index. In
contrast to Notebook, you can’t execute text cells to resolve the markup they
contain.

Creating special cells


https://colab.research.google.com/notebooks/forms.ipynb

The special cells that Colab provides are variations of the text cell. These
special cells, which you access using the Insert menu option, make creating
the required cells faster. The following sections describe each of these special
cell types.

Working with headings

When you choose Insert = Section Header Cell, you see a new cell created
below the currently selected cell that has the appropriate header level 1 entry
in it. You can increase the heading level by clicking the double T icon. The
GUI looks the same as the one in Figure 6-17, so you have all the standard
formatting features for your text.

Working with a table of contents

An interesting addition to Colab is the automatic generation of a table of
contents for your notebook. To use this feature, click the Table of Contents
icon on the left side of the window. Figure 6-18 shows the output for this
particular example.

The table of contents contains one heading for each heading you provide in
your code. The headings are automatically organized according to level, so
you see the hierarchy of your code. Clicking a header automatically takes you
to that location in your code.
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Editing cells

Both Colab and Notebook have Edit menus that contain the options you
expect, such as the ability to cut, copy, and paste cells. The two products also
have some interesting differences. For example, Notebook allows you to split
and merge cells. Colab contains an option to show or hide the code as a
toggle. These differences give each product a slightly different flavor but
don’t really change your ability to use each one to create and modify Python
code.

Moving cells

The same technique you use for moving cells in Notebook also works with
Colab. The only difference is that Colab relies exclusively on toolbar buttons;
Notebook also has cell movement options on the Edit menu.

Using Hardware Acceleration

Your Colab code executes on a Google server. All your computing device



does is host a browser that displays the code and its results. Consequently,
any special hardware on your computing device is ignored unless you choose
to execute code locally.

ne  Fortunately, you do have another option when working with Colab.
Choose Edit = Notebook Settings to display the Notebook Settings
dialog box, shown in Figure 6-19. This dialog box lets you choose the
level of hardware acceleration for your code by adding a Graphics

Processing Unit (GPU) or Tensor Processing Unit (TPU). The article at
https://medium.com/deep-learning-turkey/google-colab-free-

gpu-tutorial-e113627b9f5d provides additional details on how this
feature works.

Notebook settings

Hardware accelerator

None v @

|:| Omit code cell output when saving this notebook

CANCEL SAVE

FIGURE 6-19: Hardware acceleration speeds code execution.

warning 1he availability of a GPU or TPU isn’t an invitation to run large

computations using Colab. The content at
https://research.qgoogle.com/colaboratory/faq.html#gpu-

availability tells you about the limitations of the Colab hardware
acceleration (including that it may not be available when you need it).

The Notebook Settings dialog box also lets you choose whether to include
cell output when saving the notebook. Given that you store your notebook in
the cloud in most cases and that loading large files into your browser can be
time consuming, removing the cell output enables you to restart a session


https://medium.com/deep-learning-turkey/google-colab-free-gpu-tutorial-e113627b9f5d
https://research.google.com/colaboratory/faq.html#gpu-availability

more quickly. Of course, the trade-off is that you must now regenerate all the
outputs you need.

Viewing Your Notebook

A notebook has a series of four icons in its left margin, like those shown in
Figure 6-7. Clicking any of these icons displays a pane containing tabs that
show various kinds of information about your notebook. For example,
clicking the first icon displays a Table of Contents pane. You can also choose
specific pieces of information to see from the View menu. To close this pane,
click the X in the upper-right corner of the pane. The following sections
describe each of these pieces of information.

Displaying the table of contents

Choose View = Table of Contents to see a table of contents for your
notebook, as shown in Figure 6-18. Clicking any of the entries takes you to
that section of the notebook. At the bottom of the pane is a + Section button.
Click this button to create a new header cell below the currently selected cell.

Getting notebook information

When you choose View = Notebook Info, you see a dialog box open in the
browser, as shown in Figure 6-20. This pane contains the notebook size,
settings, and owner. Notice that the display also tells you the maximum
notebook size.

Notebook Info

Owners: John@JohnMuellerBooks.com
Motebook size: 0.00Mb (Maximum notebook size: 20Mb)
Private outputs are disabled. Code cell execution output will be saved. Modify notebook settings

CLOSE

FIGURE 6-20: The notebook information includes both size and settings.

The Notebook Info dialog box also includes a Modify Notebook Settings link
that displays the Notebook Settings dialog box, in which you can choose the
runtime type and whether the notebook relies on hardware acceleration, as



described in the “Using Hardware Acceleration” section, earlier in this
chapter.

Checking code execution

Colab keeps track of your code as you execute it. Choose View = Executed
Code History to display the Executions tab in the pane at the right of the
window, as shown in Figure 6-21. Note that the number associated with the
entries in the Executed Code tab may not match the numbers associated with
the associated cells. In addition, each unique execution of code receives a
separate number.
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FIGURE 6-21: Colab tracks which code you execute and in what order.

Executing the Code

For your code to be useful, you need to run it at some point. Previous sections
have mentioned the right-pointing arrow that appears in the current cell.
Clicking it runs just the current cell. Of course, you have other options than
clicking the right-pointing arrow, and all these options appear on the Runtime
menu. The following list summarizes these options:

» Running the current cell: Besides clicking the right-pointing arrow, you
can also choose Runtime = Run the Focused Cell to execute the code in



the current cell.

» Running other cells: Colab provides options on the Runtime menu for
executing the code in the next cell, the previous cell, or a selection of
cells. Simply choose the option that matches the cell or set of cells you
want to execute.

» Running all the cells: In some cases, you want to execute all the code in
a notebook. In this case, choose Runtime = Run All. Execution starts at
the top of the notebook, in the first cell containing code, and continues to
the last cell that contains code in the notebook. You can stop execution at
any time by choosing Runtime = Interrupt Execution.

ne  Choosing Runtime = Manage Sessions displays a dialog box
containing a list of all the sessions that are currently executing for your
account on Colab. You can use this dialog box to determine when the
code in that notebook last executed and how much memory the notebook
consumes. Click the TERMINATE link to end execution for a particular
notebook.

Sharing Your Notebook

You can share your Colab notebooks in a number of ways. For example, you
can save it to GitHub or GitHub Gists. However, the two most direct methods
are the following:

» Create a share message and send it to the recipient.

» Obtain a link to the code and send the link to the recipient.

In both cases, you click the Share button in the upper right of the Colab
window. Two dialog boxes open, as shown in Figure 6-22.
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FIGURE 6-22: Send a message or obtain a link to share your notebook.

When you enter one or more names in the People field, an additional field
opens in which to add a sharing message. You can type a message and click
Send to send the link immediately. If you click the gear icon instead, you see
another dialog box, where you can define how to share the notebook.

Click the Copy Link link in the Get Link dialog box to place the URL on the
Clipboard for your device. You can then paste it into messages or other forms
of communication with others.

Getting Help

The most obvious place to obtain help with Colab is from the Colab Help
menu. The menu doesn't have a general help link, but you can find it at
https://colab.research.google.com/notebooks/welcome.ipynb (which
requires you to log into the Colab site). This menu does contain all the usual
entries:

» Frequently Asked Questions (FAQs): Takes you to a page containing
questions that other people have asked.


https://colab.research.google.com/notebooks/welcome.ipynb

» Search Code Snippets: Opens a pane showing common tasks, such as
working with a camera, in which you can search for example code that
could meet your needs with a little modification. Clicking the Insert
button inserts the code at the current cursor location in the cell that has
focus. Each of the entries also shows an example of the code.

» Report a Bug: Takes you to a page where you can report Colab errors.

» Ask a Question on Stack Overflow: Displays a new browser tab, where
you can ask questions from other users. You see a login screen if you
haven’t already logged into Stack Overflow.

» Send Feedback: Displays a dialog box with links for locations where you
can obtain additional information.



Part 3

Getting Started with the Math
Basics



IN THIS PART ...

Understanding the math used in machine learning
Considering the machine learning process
Ensuring that you get the right results

Performing tasks with simple learners



Chapter 7
Demystifying the Math Behind
Machine Learning

IN THIS CHAPTER

» Exploring matrices and using matrix calculus to your advantage
» Understanding how probability works
» Explaining the Bayesian point of view on probability

» Describing observations using statistical measures

If you want to implement existing machine learning algorithms from scratch
or you need to devise new ones, you require a profound knowledge of
probability, linear algebra, linear programming, and multivariable calculus.
You also need to know how to translate math into working code, which
means having sophisticated computing skills. This chapter begins by helping
you understand the mechanics of machine learning math and describes how to
translate math basics into usable code.

If you want to apply existing machine learning for practical purposes instead,
you can leverage existing Python software libraries using a basic knowledge
of math and statistics. In the end, you can’t avoid having some of these skills
because machine learning has strong roots in both math and statistics, but you
don’t need to overdo it. After you get some math basics down, the chapter
shows how even simple Bayesian principles can help you perform some
interesting machine learning tasks.

Even though this introductory book focuses on machine learning experiments
using Python, in the text you still find many references to vectors, matrices,
variables, probabilities, and their distributions. The book sometimes uses
descriptive statistics as well. Consequently, it helps to know what a mean, a
median, and a standard deviation are in order to understand what happens
under the hood of the software you use. This knowledge makes it easier to
learn how to use the software better. The last part of the chapter demonstrates



how machine learning can help you make better predictions, even when you
don’t have all the information you need.

rememser YOU don’t have to type the source code for this chapter manually. In
fact, using the downloadable source is a lot easier. You can find the
source for this chapter in the ML4D2E folder of the downloadable source
for Python code and the ML4D2ER folder of the downloadable source for
the R code. The example files for this chapter will begin with ML4D2E;
07; (for Python) or ML4D2E_R; 07; (for R). See the Introduction for
details on how to find these source files.

Working with Data

Machine learning is so appealing because it allows machines to learn from
real-world examples (such as sales records, signals from sensors, and textual
data streaming from the Internet) and determine what such data implies.
Common outputs from a machine learning algorithm are predictions of the
future, prescriptions to act on now, or new knowledge in terms of examples
categorized by groups. Many useful applications have already become a
reality by leveraging these results:

» Diagnosing hard-to-find diseases

» Discovering criminal behavior and detecting criminals in action

» Recommending the right product to the right person

» Filtering and classifying data from the Internet at an enormous scale

» Driving a car autonomously

The mathematical and statistical basis of machine learning makes outputting
such useful results possible. Using math and statistics in this way enables the
algorithms to understand anything with a numerical basis. The following
sections help you understand basic data manipulation using scalars, vectors,
and matrices:

» Scalar: A single base data item. For example, the number 2 shown by



itself is a scalar.

» Vector: A one-dimensional array (essentially a list) of data items. For
example, an array containing the numbers 2, 3, 4, and 5 is a vector. You
access items in a vector using a zero-based index, a pointer to the item
you want. The item at index 0 is the first item in the vector, which is 2 in
this case.

» Matrix: A two-or more-dimensional array (essentially a table) of data
items. For example, an array containing the numbers 2, 3, 4, and 5 in the
first row and 6, 7, 8, and 9 in the second row is a matrix. You access items
in a matrix using a zero-based row-and-column index. The item at row O,
column O is the first item in the matrix, which is 2 in this case.

Other sorts of data structures that you'll encounter include multidimensional
arrays (three or more dimensions) and tensors (a generalized matrix that can
have any number of dimensions). This chapter doesn’t cover these specialized
data structures. You use these data structures more in data processing but
seldom for machine learning, because most algorithms expect to work with a
matrix of numeric data.

Learning the terminology

To begin the process, you represent the solution to the problem as a number.
For example, if you want to diagnose a disease using a machine learning
algorithm, you can make the response a 1 or a 0 (a binary response) to
indicate whether the person is ill, with a 1 stating simply that the person is ill.
Alternatively, you can use a number between 0 and 1 to convey a less definite
answer. The value can represent the probability that the person is ill, with 0
indicating that the person isn’t ill and 1 indicating that the person definitely
has the disease.

A machine learning algorithm can provide an answer (predictions) when
supported by the required information (sample data) and an associated
response (examples of the predictions that you want to be able to guess).
Information can include facts, events, observations, counts, measurements,
and so on. Any information used as input is a feature or variable (a term
taken from statistics). This book uses the term feature to make reading the
material easier and to keep code variables separate from data features.
Effective features describe the values that relate to the response and help the



algorithm guess a response using the function it creates given similar
information in other circumstances.

There are two types of features: quantitative and qualitative. Quantitative
features are perfect for machine learning because they define values as
numbers (integers, floats, counts, rankings, or other measures). Qualitative
features are usually labels or symbols that convey useful information in a
nonnumeric way, a way that you can define as more human-like (words,
descriptions, or concepts).

You can find a classic example of qualitative features in the paper “Induction
of Decision Trees,” by John Ross Quinlan
(https://dl.acm.org/doi/10.1023/A:1022643204877), a computer scientist
who contributed to the development of decision trees in a fundamental way.
Decision trees are one of the most popular machine learning algorithms to
date. In his paper, Quinlan describes a set of information useful for deciding
whether to play tennis outside, something that a machine can learn using the
proper technique. The set of features described by Quinlan is as follows:

» Outlook: Sunny, overcast, or rain
» Temperature: Cool, mild, hot
» Humidity: High or normal

» Windy: True or false

A machine learning algorithm cannot really digest such information. You
must first transform the information into numbers. Many ways are available
to do so, but the simplest is one-hot encoding, which turns every feature into
a new set of binary (values 0 or 1) features for all its symbolic values. For
instance, consider the outlook variable, which becomes three new features, as
follows: outlook:sunny, outlook:overcast, and outlook:rain. Each one will
have a numeric value of 1 or O depending on whether the implied condition is
present. So when the day is sunny, outlook:sunny has a value of 1 and
outlook:overcast and outlook:rain have a value of 0.

In addition to one-hot encoding, you can use a few other techniques to turn

qualitative features into numbers, especially when a feature is made of words,
such as a tweet from Twitter, a chunk of text from an online review, or a news
feed. In the latter part of the book, you have occasion to discuss other ways to


https://dl.acm.org/doi/10.1023/A:1022643204877

effectively transform words and concepts into meaningful numbers that are
understandable by a machine learning algorithm when dealing with textual
analysis.

rememser INO matter what the information is, for a machine learning algorithm
to correctly process it, the information should always be transformed
into a number.

Understanding scalar and vector operations

The NumPy library provides essential functionality for scientific computing
in Python. To use numpy, you import it using a command such as import
numpy as np. Now you can access numpy using the common two-letter
abbreviation np.

rememser Python provides access to just one data type in any particular
category. For example, if you need to create a variable that represents a
number without a decimal portion, you use the integer data type. Using a
generic designation like this is useful because it simplifies code and
gives the developer a lot less to worry about. However, in scientific
calculations, you often need better control over how data appears in
memory, which means having more data types, something that numpy
provides for you. For example, you might need to define a particular
scalar as a short (a value that is 16 bits long). Using numpy, you could
define it as myShort = np.short(15). You could define a variable of
precisely the same size using the np.int16 function. The NumPy library
provides access to a wide assortment of data types described at
https://docs.scipy.org/doc/numpy/reference/arrays.scalars.htm

Use the numpy array() function to create a vector. For example, myvect =
np.array([1, 2, 3, 4]) creates a vector with four elements. In this case,
the vector contains standard Python integers. You can also use the arange
function to produce vectors, such as myvect = np.arange(1, 10, 2), which
fills myvect with array([1, 3, 5, 7, 9]). The first input tells the starting
point, the second the stopping point, and the third the step between each


https://docs.scipy.org/doc/numpy/reference/arrays.scalars.html

number. A fourth argument lets you define the data type for the vector. You
can also create a vector with a specific data type. All you need to do is
specify the data type like this: myvect = np.array(np.int16([1, 2, 3,
41)) to fill myvect with a vector like this: array([1, 2, 3, 4],
dtype=int16).

In some cases, you need special numpy functions to create a vector (or a
matrix) of a specific type. For example, some math tasks require that you fill
the vector with ones. In this case, you use the ones() function like this:
myVect = np.ones(4, dtype=np.int16) to fill myvect with ones of a
specific data type like this: array([1, 1, 1, 1], dtype=int16). You can
also use a zeros () function to fill a vector with zeros.

ne  You can perform basic math functions on vectors as a whole, which
makes numpy incredibly useful and less prone to errors that can occur
when using programming constructs such as loops to perform the same
task. Let's assume for the following examples that myvect holds
array([1, 2, 3, 4], dtype=inti16), now you can perform some math
with it. For example, myvect + 1 produces an output of array([2, 3,
4, 5]) when working with standard Python integers. If you choose to
work with the numpy int16 data type, myvect + 1 produces array([2,
3, 4, 5], dtype=inti6). Note that the output tells you specifically
which data type is in use. As you might expect, myvVect - 1 produces an
output of array([@, 1, 2, 3]). You can even use vectors in more
complex math scenarios, such as 2 ** myVect, where the output is
array([ 2, 4, 8, 16], dtype=inti16). When used in this manner,
however, numpy often assigns a specific type to the output, even when
you define a vector using standard Python integers.

As a final thought on scalar and vector operations, you can also perform both
logical and comparison tasks. For example, the following code performs
comparison operations on two arrays:

a
b

np.array([1, 2, 3, 4])
np.array([2, 2, 4, 4])

print(a == b)
print(a &lt; b)



Starting with two vectors, a and b, the code checks whether the individual
elements in a equal those in b. In this case, a[0] doesn't equal b[0].
However, a[1] does equal b[1]. The output is a vector of type bool that
contains true or false values based on the individual comparisons. Likewise,
you can check for instances when a < b and produce another vector
containing the truth-values in this instance. Here is the output from this
example:

[False True False True]
[ True False True False]

Logical operations rely on special functions. You check the logical output of
the Boolean operators AND, OR, XOR, and NOT. Here is an example of the
logical functions:

a
b

np.array([True, False, True, False])
np.array([True, True, False, False])

print(np.logical_or(a, b))
print(np.logical_and(a, b))
print(np.logical_not(a))

print(np.logical_xor(a, b))

Here is the output from this example:

[ True True True False]
[ True False False False]
[False True False True]
[False True True False]

You can also use numeric input to these functions. When using numeric input,
a 0 is false and a 1 is true. As with comparisons, the functions work on an
element-by-element basis even though you make just one call. You can read
more about the logic functions at https://docs.scipy.org/doc/numpy-
1.10.0/reference/routines.logic.html.

Performing vector multiplication

Adding, subtracting, or dividing vectors occurs on an element-by-element
basis, as described in the previous section. However, when it comes to
multiplication, things get a little odd. In fact, depending on what you really
want to do, things can become quite odd indeed. Consider the sort of
multiplication discussed in the previous section. Both myvect * myVvect and
np.multiply(myVect, myVect) produce an element-by-element output of
array([ 1, 4, 9, 16]).


https://docs.scipy.org/doc/numpy-1.10.0/reference/routines.logic.html

warning Unfortunately, an element-by-element multiplication can produce
incorrect results when working with algorithms. In many cases, what
you really need is a dot product, which is the sum of the products of two
number sequences. When working with vectors, the dot product is
always the sum of the individual element-by-element multiplications,
and it results in a single number. For example, myVect.dot (myVect)
results in an output of 30. If you sum the values from the element-by-
element multiplication, you find that they do indeed add up to 30. The
discussion at https://www.mathsisfun.com/algebra/vectors-dot-
product.html tells you about dot products and helps you understand
where they might fit in with algorithms. You can learn more about the
linear algebra manipulation functions for numpy at
https://docs.scipy.org/doc/numpy/reference/routines.linalg.ht

Creating a matrix

After you make all the data numeric, the machine learning algorithm requires
that you turn the individual features into a matrix of features and the
individual responses into a vector or a matrix (when there are multiple
responses). A matrix is a collection of numbers, arranged in rows and
columns, much like the squares in a chessboard. However, unlike a
chessboard, which is always square, matrices can have a different number of
rows and columns.

By convention, a matrix used for machine learning relies on rows to represent
examples and columns to represent features. So, as in the example for
learning the best weather conditions to play tennis, you would construct a
matrix that uses a new row for each day and columns containing the different
values for outlook, temperature, humidity, and wind. Typically, you represent
a matrix as a series of numbers enclosed by square brackets, as shown here:

1.1 1 545 1
X=|46 0 345 2
7.2 1 74 3
In this example, the matrix called X contains three rows and four columns, so
you can say that the matrix has dimensions of 3 by 4 (also written as 3 x 4).


https://www.mathsisfun.com/algebra/vectors-dot-product.html
https://docs.scipy.org/doc/numpy/reference/routines.linalg.html

To quote the number of the rows in a formula, you commonly use the letter n
and the letter m for the number of columns. Knowing the size of a matrix is
fundamental for correctly operating on it.

Operating on a matrix also requires being able to retrieve a number or a
portion of a matrix for specific calculations. You use indexes, numbers that
tell the position of an element in a matrix to perform this task. Indexes point
out the row and column number that correspond to the location of a values of
interest. Usually you use i for the row index and j for the column index. Both
i and j indexes start counting rows and columns beginning with the number 0
(0-indexed) or 1(1-indexed). Python matrices are 0-indexed. The use of
different index starting points can prove confusing, so you need to know how
the language operates.

When viewing the example matrix, the element 1,2 is the element located in
the second row intersecting with the third column; that is, 345. Therefore, if
you need to express three different elements of matrix X, you can use the
following notation:

X1,1=1.1, X2,3=345, X3,4=3

Sometimes multiple matrices are stacked in slices of a more complex data
structure called an array. In this context, an array is a collection of numeric
data having more than two dimensions. Python doesn't actually support an
array type, but developers use the term array in various ways, such as when
referring to a vector and matrix earlier in the chapter. As an example of this
use, you can have three-dimensional arrays where each matrix represents a
different time frame, and the matrices are then stacked together as the slices
of a cake. A case for such an array happens when you continuously record
medical data, perhaps from a scanner recording body functions such as brain
activity. In this case, rows are still examples and columns are features — with
the third dimension representing time.

A matrix that has a single feature is a special case called a vector, as
discussed in the “Understanding scalar and vector operations” section, earlier
in this chapter. You mostly use vectors when talking about response values
(response vector) or when dealing with the internal coefficients of some
algorithms. In this case, you call them a vector of coefficients.




warning In machine learning, the matrix of features usually appears as X and
the corresponding vector of responses as y. More generally, matrices
usually use a capital letter and vectors use a lowercase letter for
identification. In addition, you use lowercase letters for constants, so you
need to exercise care when determining whether a letter is a vector or a
constant, because the set of possible operations is quite different.

You use matrices in machine learning quite often because they allow you to
rapidly organize, index, and retrieve large amounts of data in a uniform and
meaningful way. For every example i in the X feature matrix, you can then
determine the i-th row of the matrix expressing its features and the i-th
element on the response vector telling you the results that a specific set of
features implies. This strategy allows the algorithm to look up data and make
product predictions quickly.

Matrix notation also allows you to perform systematic operations on the
entire matrix or portions of it quickly. Matrices are also useful for writing and
executing programs in a speedy way because you can use computer
commands to execute matrix operations.

Understanding basic operations
The basic matrix operations are addition, subtraction, and scalar
multiplication. They are possible only when you have two matrices of the
same size and the result is a new matrix of the same dimensions. If you have
two matrices of the same shape, you apply the operation to each
corresponding position in the two matrices. Therefore, to perform addition,
you start summing the values in the first row and first column of the two
source matrices and place the resulting value in the same position of the
resulting matrix. You continue the process for each paired element in the two
matrices until you complete all the operations. The same process holds true
for subtraction, as shown in the following example:

A

B
c

np.array([[1, 1], [1, ©]])
Rp-agraY([[lr el], [e, 1]1)

print(C)

The output in this case is



([ o 1]
[1-1]]

In scalar multiplication, you instead take a single numeric value (the scalar)
and multiply it for each element of the matrix. If your value is fractional, such
as ¥ or %, your multiplication turns into division. In the previous example,
you can multiply the resulting matrix by —2 using print(C * -2) witha
result of:

([ 6 -2]

[-2 2]]

You can also perform scalar addition and subtraction. In this case, you add or
subtract a single value from all the elements of a matrix.

Performing matrix multiplication

Using indexes and basic matrix operations, you can express quite a few
operations in a compact way. The combination of indexes and operations
allows you to

» Slice a part of a matrix
» Mask a part of matrix, reducing it to zero
» Center the values of a matrix by removing a value from all elements

» Rescale the values of a matrix, changing its range of values

However, you can achieve the largest number of operations at one time only
when you multiply a matrix against a vector or against another matrix. You
perform these tasks often in machine learning, and multiplying a matrix by a
vector occurs frequently. Many machine learning algorithms rely on finding a
vector of coefficients that, multiplied by the matrix of features, can result in
an approximation of the vector of response values. In such models, you have
formulations like this:

y = Xb
where y is the response vector, X the feature matrix and b a vector of
coefficients. Often, the algorithm also includes a scalar named a to add to the

result. In this example, you can imagine it as being zero, so it isn’t present.
As aresult, y is a vector constituted by three elements:

[ 2 -2 3]



With this in mind, you can express the multiplication between X and b as

X
b

np.array([[4, 5], [2, 4], [3, 3]])
[31 '2]

print(X @ b)

Next, you need to know how X multiplied by b can result in y. As a check of
being able to perform the multiplication, the matrix and the vector involved in
the multiplication should have compatible sizes. In fact, the number of
columns of the matrix should equal the number of rows in the vector. In this
case, there is a match because X is 3 by 2 and b is 2 by 1. Knowing the shapes
of the terms, you can figure out in advance the shape of the resulting matrix,
which is given by the rows of the matrix and the columns of the vector, or 3
by 1.

Matrix vector multiplication works as a series of summed vector-vector
multiplications. Multiplication treats each row of the X matrix as a vector and
multiplies it by the b vector. The result becomes the corresponding row
element of the resulting vector. For instance, the first row [4,5] is multiplied
by [3,-2] resulting in a vector [12,—10], whose elements summed result in a
value of 2. This first summed multiplication corresponds to the first row of
the resulting vector and then all the other calculations follow:

sum([4*3, 5%-2])

sum([2*3, 4*-2])
sum([3*3, 3*-2])

2
-2
3

The resulting vector is [2, -2, 3]. Things get a little bit more tricky when
multiplying two matrices, but you can perform the operation as a series of
matrix-vector multiplications, just as in the previous example, by viewing the
second matrix as a series of feature vectors. By multiplying the first matrix by
the m vectors, you obtain a single column of the resulting matrix for each
multiplication.

An example can clarify the steps in obtaining a matrix by matrix
multiplication. The following example multiplies x by B, which is a square
matrix 2 x 2:

B = np.array([[3, -2], [-2, 5]])

print(X @ B)
You can divide the operation into two distinct matrices by vector
multiplications by splitting the matrix B into column vectors.



(4 5] 2

2 4 [ 3}: -2

(3 3] = 3

4 5] 17

2 4 {_E]= 16
5

3 3 9
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Now all you have to do is take the resulting column vectors and use them to
rebuild the output matrix using the multiplication of the first column vector as
the first column in the new matrix and so on.

4 5 2 1

, 3 2] |,
XB=(2 4 ‘ =|-2 16

. -2 57|

3 3 3 9

rememser [N matrix multiplication, because of matrix shapes, order matters.
Consequently, you cannot invert terms, as you would do in a
multiplication of scalar numbers. Multiplying 5*2 or 2*5 is the same
thing, because of the commutative property of scalar multiplication, but
XB is not the same as BX because sometimes the multiplication isn't
possible (because the shapes of the matrices are incompatible) or, worse,
it produces a different result. When you have a series of matrix
multiplications, such as ABC, the order of the operations doesn’t matter;
whether you go with AB first or BC first, you get the same result
because, like scalars, matrix multiplication is associative.

Glancing at advanced matrix operations

You may encounter two important matrix operations in some algorithm
formulations. They are the transpose and inverse of a matrix. Transposition
occurs when a matrix of shape n x m is transformed into a matrix m x n by
exchanging the rows with the columns. Most tests indicate this operation
using the superscript T, as in AT. You see this operation used most often for
multiplication, in order to obtain the right dimensions. When working with
Python, you use code like this to perform a transposition:



A = np.array([[1, 2, 3], [2, 3, 5], [7, 11, 13]])
print(A.transpose())

The output shows the transposition:

[ 7]

[1 2

[ 2 311]
[ 3 5 13]]

You apply matrix inversion to matrices of shape m x m, which are square
matrices that have the same number of rows and columns. This operation is
quite important because it allows the immediate resolution of equations
involving matrix multiplication, such as y=bX, where you have to discover
the values in the vector b. Because most scalar numbers (exceptions include
zero) have a number whose multiplication results in a value of 1, the idea is
to find a matrix inverse whose multiplication will result in a special matrix
called the identity matrix, whose elements are zero, except the diagonal
elements (the elements in positions where the index i is equal to the index j).
Finding the inverse of a scalar is quite easy (the scalar number n has an

inverse of n'! that is 1/n). It’s a different story for a matrix. Matrix inversion
involves quite a large number of computations, so special math functions

perform the calculations in Python. The inverse of matrix A is indicated as A~
1. You use the following code to invert a matrix:

print(np.linalg.inv(A))
The output shows the inverted matrix:
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rememser Sometimes, finding the inverse of a matrix is impossible. When a
matrix cannot be inverted, it is referred to as a singular matrix or a
degenerate matrix. Singular matrices aren’t the norm; they’re quite rare.

Using vectorization effectively

If performing matrix operations, such as matrix by vector multiplication,
seems a bit hard, consider that your computer does all the hard work. All you
have to do is determine in a theoretical formulation what happens to the
numbers as you put them into matrices, vectors, and constants, and then you



sum, subtract, divide, or multiply them.

ne  Understanding what happens in a machine learning algorithm will
give you an edge in using the algorithm because you’ll understand how
it digests and processes data. To get a correct result, you need to feed the
right data to the right algorithm, according to the manner in which it
works with data.

In Python, the NumPy package offers all the functionality needed to create
and manipulate matrices. The ndarray objects allow fast creation of an array,
such as a multidimensional matrix, by starting with data queued into lists.

ne  The term ndarray means “n-dimensional array,” implying that you
can create arrays of multiple dimensions, not just row-by-column
matrices. Using a simple list, ndarray can quickly create a 1D array, as
shown in the Python example here:

y = np.array([44,21,37])

print (y)
print (y.shape)

[44 21 37]

(3,)
The method shape can promptly inform you about the shape of a matrix. In
this case, it reports only three rows and no columns, which means that the
object is a 1D array.

To create matrices made of rows and columns, you can use a list of lists. The
contents of the lists inside the main list are the rows of your matrix.

X = np.array([[1.1, 1, 545, 1],[4.6, 0, 345, 2],
[7.2, 1, 754, 3]])

print (X)

[ 1. 545, 1.

0. 345. 2.

1 754 . P
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]

You can also obtain the same result by using a single list, which creates a 1D
array that you can reshape into the desired number of rows and columns.
Numbers are filled into the new matrix row by row, starting from the element



(0,0) down to the last one.

X = np.array([1.1, 1, 545, 1, 4.6, 0, 345, 2,
7.2, 1, 754, 3]).reshape(3,4)

Exploring the World of Probabilities

Probability tells you the likelihood of an event, and you express it as a
number. The probability of an event is measured in the range from 0 (no
probability that an event occurs) to 1 (certainty that an event occurs).
Intermediate values, such as 0.25, 0.5, and 0.75, say that the event will
happen with a certain frequency when tried enough times. The following
sections describe probability in more detail.

Getting an overview of probability

If you multiply the probability by an integer number representing the number
of trials you're going to try, you’ll get an estimate of how many times an
event should happen on average if all the trials are tried. For instance, if you
have an event occurring with probability p=0.25 and you try 100 times,
you’re likely to witness that event happen 0.25 * 100 = 25 times. This is, for
example, the probability of picking a certain suit when choosing a card
randomly from a deck of cards. French playing cards make a classic example
of explaining probabilities. The deck contains 52 cards equally divided into
four suits: clubs and spades, which are black, and diamonds and hearts, which
are red. So if you want to determine the probability of picking an ace, you
must consider that there are four aces of different suits. The answer in terms
of probability is p=4/52=0.077.

rememser Probabilities are between 0 and 1; no probability can exceed such
boundaries. You define probabilities empirically from observations.
Simply count the number of times a specific event happens with respect
to all the events that interest you. For example, say that you want to
calculate the probability of how many times fraud happens when doing
banking transactions or how many times people get a certain disease in a
particular country. After witnessing the event, you can estimate the
probability associated with it by counting the number of times the event



occurs and dividing by the total number of events.

You can count the number of times the fraud or the disease happens using
recorded data (mostly taken from databases) and then divide that figure by
the total number of generic events or observations available. Therefore, you
divide the number of frauds by the number of transactions in a year, or you
count the number of people who fell ill during the year with respect to the
population of a certain area. The result is a number ranging from 0 to 1,
which you can use as your baseline probability for a certain event given
certain circumstances.

rememser Counting all the occurrences of an event is not always possible, so
you need to know about sampling. By sampling, which is an act based
on certain probability expectations, you can observe a small part of a
larger set of events or objects, yet be able to infer correct probabilities
for an event, as well as exact measures such as quantitative
measurements or qualitative classes related to a set of objects.

For instance, if you want to track the sales of cars in the United States for the
last month, you don’t need to track every sale in the country. Using a sample
comprising the sales from a few car sellers around the country, you can
determine quantitative measures, such as the average price of a car sold, or
qualitative measures, such as the car model sold most often.

Operating on probabilities

Operations on probabilities are indeed a bit different from numeric
operations. Because they always have to be in the range of 0 to 1, you must
rely on particular rules in order for the operation to make sense. For example,
summations between probabilities are possible if the events are mutually
exclusive (they can’t happen together). Say that you want to know the
probability of drawing a spade or a diamond from a deck of cards. You can
sum the probability of drawing a spade and the probability of drawing a
diamond this way: p=0.25+0.25=0.5.

You use subtraction (difference) to determine the probability of events that
are different from the probability of an event that you have already computed.
For instance, to determine the probability of drawing a card that isn’t a



diamond from the deck, you just subtract from the probability of drawing any
kind of card, which is p=1, the probability of drawing a diamond, like so:
p=1-0.25=0.75. You get the complement of a probability when you subtract a
probability from 1.

Multiplication helps you compute the intersection of independent events.
Independent events are events that do not influence each other. For instance,
if you play a game of dice and you throw two dice, the probability of getting
two sixes is 1/6 (the probability of getting six from the first die) multiplied by
1/6 (the probability of getting six from the second die), which is p=1/6 *
1/6=0.028. This means that if you throw the dice one hundred times, you can
expect two sixes to come up only two or three times. Note that you can use
simple math in Python to perform these sorts of calculations (just make sure
you use parentheses to ensure order of calculation as needed): Sixes = (1/6)
* (1/6).

Using summation, difference, and multiplication, you can get the probability
of most complex situations dealing with events. For instance, you can now
compute the probability getting at least a six from two thrown dice, which is a
summation of mutually exclusive events:

» The probability of having a two sixes: Sixes = (1/6) * (1/6)

» The probability of having a six on the first die and something other than a
six on the second one: SixAndOther = (1/6) * (1 - (1/6))

» The probability of having a six on the second die and something other
than a six on the first one: otherAndSix = (1/6) * (1 - (1/6))

Your probability of getting at least one six from two thrown dice is OneSix =
(1/6)*[1/6 + (1 - 1/6) + (1 - 1/6)] = (1/6)*[1/6 + 5/6 + 5/6] =
(1/6)[11/6] = 11/36. In this case, the chance of getting a six from the first
die is 1/6 and the chance of getting a six from the second die is 1/6. Because
these two events are independent, you use addition to find the probability.

Conditioning chance by Bayes' theorem

Probability makes sense in terms of time and space, but some other
conditions also influence the probability you measure. The context is
important. When you estimate the probability of an event, you may
(sometimes wrongly) tend to believe that you can apply the probability you



calculated to each possible situation. The term to express this belief is a
priori probability, meaning the general probability of an event.

For example, when you toss a coin, if the coin is fair, the a priori probability
of a head is 50 percent. No matter how many times you toss the coin, when
faced with a new toss the probability for heads is still 50 percent.

warning The coin toss is an example of a situation in which the true
probability isn’t calculated. If the toss is truly fair, there is a chance,
albeit an incredibly small one, that the coin will land on its edge —
neither heads nor tails. When performing a probability calculation, you
must consider whether to include conditions of this sort to obtain a more
precise answer.

However, there are other situations in which, if you change the context, the a
priori probability is not valid anymore because something subtle happened
and changed it. In this case, you can express this belief as an a posteriori
probability, which is the a priori probability after something happened to
modify the count. For instance, the a priori probability of a person’s being
female is roughly about 50 percent. However, the probability may differ
drastically if you consider only specific age ranges, because females tend to
live longer, and after a certain age there are more females than males. As
another example related to gender, if you examine the presence of women in
certain faculties at a university, you notice that fewer females are engaged in
the scientific faculties than males. Therefore, given these two contexts, the a
posteriori probability is different from the expected a priori one. In terms of
gender distribution, nature and culture can both create a different a posteriori
probability.

You can view such a case as a conditional probability, and express it as
p(y|x), which is read as the probability of event y happening given that x has
happened. Conditional probabilities are a very powerful tool for machine
learning. In fact, if the a priori probability can change so much because of
certain circumstances, knowing the possible circumstances can boost your
chances of correctly predicting an event by observing examples — exactly
what machine learning is intended to do. For example, as previously
mentioned, generally the expectation of a random person’s being a male or a



female is 50 percent. But what if you add the evidence that the person’s hair
is long or short? You can estimate the probability of having long hair as being
35 percent of the population; yet, if you observe only the female population,
the probability rises to 60 percent. If the percentage is so high in the female
population, contrary to the a priori probability, a machine learning algorithm
can benefit from knowing whether the person’s hair is long or short.

In fact, the Naive Bayes algorithm can boost the chance of making a correct
prediction by knowing the circumstances surrounding the prediction, as
explained in Chapter 10, which covers the first, simplest learners. Everything
starts with Reverend Bayes and his revolutionary theorem of probabilities. In
fact, one of the machine learning tribes (see the “Specifying the Role of
Statistics in Machine Learning” section of Chapter 2) is named after him.
Also, there are great expectations for the development of advanced
algorithms based on Bayesian probability; MIT’s Technology Review
magazine mentioned Bayesian machine learning as an emerging technology
that will change our world
(http://www2.technologyreview.com/news/402435/10-emerging-
technologies-that-will-change-your/). Yet, the foundations of the
theorem aren’t all that complicated (although they may be a bit
counterintuitive if you normally consider just prior probabilities without
considering posterior ones).

Reverend Thomas Bayes was a statistician and a philosopher who formulated
his theorem during the first half of the eighteenth century. The theorem was
never published while he was alive. Its publication revolutionized the theory
of probability by introducing the idea of conditional probability just
mentioned.

Thanks to Bayes’ theorem, predicting the probability of a person’s being male
or female becomes easier if the evidence is that the person has long hair. The
formula used by Thomas Bayes is quite useful:

P(B|E) = P(E|B)*P(B) / P(E)

Reading the formula using the previous example as input can provide a better
understanding of an otherwise counterintuitive formula:

» P(B|E): The probability of a belief (B) given a set of evidence (E)
(posterior probability). Read “belief” as an alternative way to express a
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hypothesis. In this case, the hypothesis is that a person is a female and the
evidence is long hair. Knowing the probability of such a belief given
evidence can help to predict the person’s gender with some confidence.

» P(E|B): The probability of having long hair when the person is a female.
This term refers to the probability of the evidence in the subgroup, which
is itself a conditional probability. In this case, the figure is 60 percent,
which translates to a value of 0.6 in the formula (prior probability).

» P(B): The general probability of being a female; that is, the a priori
probability of the belief. In this case, the probability is 50 percent, or a
value of 0.5 (likelihood).

» P(E): The general probability of having long hair. Here it is another a
priori probability, this time related to the observed evidence. In this
formula, it is a 35 percent probability, which is a value of 0.35 (evidence).

If you solve the previous problem of determining gender using the Bayes
formula and the values you have singled out, the result is Female = 0.6 *
0.5 / 0.35 = 0.857. That is a high percentage of likelihood, which leads
you to affirm that given such evidence, the person is probably a female.

Another common example, which can raise some eyebrows and is routinely
found in textbooks and scientific magazines, is that of the positive medical
test. It is quite interesting for a better understanding of how prior and
posterior probabilities may indeed change a lot under different circumstances.

Say that you're worried that you have a rare disease experienced by 1 percent
of the population. You take the test and the results are positive. Medical tests
are never perfectly accurate, and the laboratory tells you that when you are ill,
the test is positive in 99 percent of the cases, whereas when you are healthy,
the test will be negativ