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Introduction

Welcome to Upgrading and Repairing PCs, 22"4 Edition. Since debuting as the first book of its kind
on the market in 1988, no other book on PC hardware has matched the depth and quality of the
information found in this tome. This edition continues Upgrading and Repairing PCs’ role as not
only the best-selling book of its type, but also the most comprehensive and complete PC hardware
reference available. This book examines PCs in depth, outlines the differences among them, and
presents options for configuring each system.

The 2274 edition of Upgrading and Repairing PCs provides you with the in-depth knowledge you need
to work with the most recent systems and components and gives you an unexcelled resource for
understanding older systems. As with previous editions, we worked to make this book keep pace with
the rapid changes in the PC industry so that it continues to be the most accurate, complete, and
in-depth book of its kind on the market today.

I wrote this book for all PC enthusiasts who want to know everything about their PCs: how they
originated; how they’ve evolved; how to upgrade, troubleshoot, and repair them; and everything in
between. This book covers the full gamut of PC-compatible systems, from the oldest 8-bit machines
to the latest high-end, 64-bit multicore processors and systems. If you need to know everything
about PC hardware from the original to the latest technology on the market today, this book and the
accompanying information-packed disc is definitely for you.

Upgrading and Repairing PCs also doesn’t ignore the less glamorous PC components. Every part of
your PC plays a critical role in its stability and performance. Over the course of this book, you'll find
out exactly why your motherboard’s chipset might just be the most important part of your PC and
what can go wrong when you settle for a run-of-the-mill power supply that can’t get enough juice

to that monster graphics card you just bought. You'll also find in-depth coverage of technologies
such as the latest Intel Haswell processors (and the Haswell Refresh!), forthcoming Intel Broadwell
desktop processors and AMD Kaveri APUs (and the latest about the graphics built into Intel and AMD
processors); easy-to-use software to overclock your processor; the latest Intel and AMD chipsets; the
latest BIOS settings for new processors; how helium-filled hard disks and shingled magnetic recording
are leading to huge new hard disk capacities; the latest CFast and XQD flash memory cards; the
newest high-performance graphics cards based on AMD and NVIDIA GPUs for the fastest 3D gaming;
the latest developments in OpenGL, OpenCL, and DirectX 3D APIs; how AMD’s Mantle improves

3D gaming; USB charge while sleeping support and the new USB 3.1 interface; SATAExpress, mSATA,
and M.2 interfaces; the latest satellite Internet speed boosts; choosing the right keyswitches for high-
performance gaming or data entry keyboards; new HomeGrid and G.hn home network standards; and
more—it’s all in here, right down to the guts-level analysis of every port on the back of or inside your
system.
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Book Obijectives

Upgrading and Repairing PCs focuses on several objectives. The primary objective is to help you learn
how to maintain, upgrade, and troubleshoot your PC system. To that end, Upgrading and Repairing
PCs helps you fully understand the family of computers that has grown from the original IBM PC,
including all PC-compatible systems. This book discusses all areas of system improvement, such as
motherboards, processors, memory, and even case and power-supply improvements. It covers proper
system and component care, specifies the most failure-prone items in various PC systems, and tells
you how to locate and identify a failing component. You’ll learn about powerful diagnostics hardware
and software that help you determine the cause of a problem and know how to repair it.

As always, PCs are moving forward rapidly in power and capabilities. Processor performance increases
with every new chip design. Upgrading and Repairing PCs helps you gain an understanding of all the
processors used in PC-compatible computer systems.

This book covers the important differences between major system architectures, from the original
Industry Standard Architecture (ISA) to the latest PCI Express interface standards. Upgrading and
Repairing PCs covers each of these system architectures and their adapter boards to help you make
decisions about which type of system you want to buy in the future and help you upgrade and
troubleshoot such systems.

The amount of storage space available to modern PCs is increasing geometrically. Upgrading and
Repairing PCs covers storage options ranging from larger, faster hard drives to state-of-the-art solid-
state storage devices.

When you finish reading this book, you will have the knowledge to upgrade, troubleshoot, and repair
almost any system and component.

The 22nd Edition Online Content

Make sure to check out Que’s dedicated Upgrading and Repairing PCs website! Here, you'll find a cache
of helpful material to go along with the book you’re holding.

The 22nd edition of Upgrading and Repairing PCs includes all-new video that delivers a complete
seminar on PC troubleshooting, teaching you how to identify and resolve an array of common and
not-so-common PC problems.

From detailed explainers on all the tools that should be a basic part of any PC toolkit, to all the
critical rules you should follow to safely operate on your PC’s internal components, in these videos
Scott Mueller ensures you are armed with everything you need to know to successfully operate on
your PC.

From there, Scott takes you through a complete disassembly of an All-in-One (AiO) system, showing
just what you can do to keep these specialized systems running smoothly.

Finally, there is a detailed look at today’s ultra-fast solid state disk drives (SSD) and the benefits they
bring to modern systems.

In addition to the all-new video you'll find Technical Reference material, a repository of reference
information that has appeared in previous editions of Upgrading and Repairing PCs but has been moved
to the web to make room for coverage of newer technologies. You'll also find the complete 19th
edition of this book, the complete 20th edition of the book, a detailed list of acronyms, and much
more available in printable PDF format. There’s more PC hardware content and knowledge here than
you're likely to find from any other single source.
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I also have a private forum (www.forum.scottmueller.com) designed exclusively to support those
who have purchased my recent books and DVDs. I use the forum to answer questions and otherwise
help my loyal readers. If you own one of my current books or DVDs, feel free to join in and post
questions. I endeavor to answer each question personally, but I also encourage knowledgeable
members to respond. Anybody can view the forum without registering, but to post a question of your
own you need to join. Even if you don’t join in, the forum is a tremendous resource because you can
still benefit from all the reader questions I have answered over the years.

My Online Forum

Be sure to check out my private forum (www.forum.scottmueller.com) designed exclusively to
support those who have purchased my recent books and DVDs. I use the forum to answer questions
and otherwise help my loyal readers. If you own one of my current books or DVDs, feel free to

join in and post questions. I endeavor to answer each question personally, but I also encourage
knowledgeable members to respond. Anybody can view the forum without registering, but to post a
question of your own you need to join. Even if you don’t join in, the forum is a tremendous resource
because you can still benefit from all the reader questions I have answered over the years.

A Personal Note

When asked which was his favorite Corvette, Dave McLellan, former manager of the Corvette
platform at General Motors, always said, “Next year’s model.” Now with the new 2279 edition, next
year’s model has just become this year’s model, until next year that is....

I believe that this book is absolutely the best book of its kind on the market, and that is due in large
part to the extensive feedback I have received from both my seminar attendees and book readers. I
am so grateful to everyone who has helped me with this book through each edition, as well as all
the loyal readers who have been using this book, many of you since the first edition was published.
I have had personal contact with many thousands of you in the seminars I have been teaching since
1982, and I enjoy your comments and even your criticisms tremendously. Using this book in a
teaching environment has been a major factor in its development. Some of you might be interested
to know that I originally began writing this book in early 1985; back then it was self-published and
used exclusively in my PC hardware seminars before being professionally published by Que in 1988.

In one way or another, I have been writing and rewriting this book for 30 years! In that time,
Upgrading and Repairing PCs has proven to be not only the first, but also the most comprehensive and
yet approachable and easy-to-understand book of its kind. With this new edition, it is even better
than ever. Your comments, suggestions, and support have helped this book to become the best PC
hardware book on the market. I look forward to hearing your comments after you see this exciting
new edition.

—Scott
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Development of the PC

Computer History: Before Personal Computers

Many discoveries and inventions have directly and indirectly contributed to the development
of the PC and other personal computers as we know them today. Examining a few important
developmental landmarks can help bring the entire picture into focus.

Timeline
The following is a timeline of significant events in computer history. It is not meant to be
complete; it’s just a representation of some of the major landmarks in computer development:

1617

1642

1822

1906

1936

John Napier creates “Napier’s Bones,”
wooden or ivory rods used for calculating.

Blaise Pascal introduces the Pascaline digi-
tal adding machine.

Charles Babbage introduces the Difference
Engine and later the Analytical Engine, a
true general-purpose computing machine.

Lee De Forest patents the vacuum tube
triode, used as an electronic switch in the
first electronic computers.

Alan Turing publishes “On Computable
Numbers,” a paper in which he conceives
an imaginary computer called the Turing
Machine, considered one of the founda-
tions of modern computing. Turing later
worked on breaking the German Enigma
code.

1936

1937

Konrad Zuse begins work on a series of
computers that will culminate in 1941
when he finishes work on the Z3. These
are considered the first working electric
binary computers, using electromechanical
switches and relays.

John V. Atanasoff begins work on the
Atanasoff-Berry Computer (ABC), which
would later be officially credited as the first
electronic computer. Note that an electronic
computer uses tubes, transistors, or other
solid-state switching devices, whereas

an electric computer uses electric motors,
solenoids, or relays (electromechanical
switches).
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Thomas (Tommy) Flowers develops the
Colossus, a secret British code-breaking
computer designed to decode teleprinter
messages encrypted by the German army.

John von Neumann writes “First Draft of
a Report on the EDVAC,” in which he out-
lines the architecture of the modern stored-

ENIAC is introduced, an electronic comput-
ing machine built by John Mauchly and

On December 23, William Shockley, Walter
Brattain and John Bardeen successfully test
the point-contact transistor, setting off the

Maurice Wilkes assembles the EDSAC, the
first practical stored-program computer, at

Engineering Research Associates of Minne-
apolis builds the ERA 1101, one of the first
commercially produced computers.
The UNIVAC I delivered to the U.S. Census
Bureau is the first commercial computer to
attract widespread public attention.

IBM ships its first electronic computer,

A silicon-based junction transistor, perfected
by Gordon Teal of Texas Instruments, Inc.,
brings a tremendous reduction in costs.

The IBM 650 magnetic drum calculator
establishes itself as the first mass-produced
computer, with the company selling 450 in

Bell Laboratories announces the first fully
transistorized computer, TRADIC.

MIT researchers build the TX-0, the first
general-purpose, programmable computer
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1943
1945

program computer.
1946

J. Presper Eckert.
1947

semiconductor revolution.
1949

Cambridge University.
1950
1952
1953

the 701.
1954
1954

one year.
1955
1956

built with transistors.
1956

The era of magnetic disk storage dawns with
IBM’s shipment of a 305 RAMAC to Zeller-
bach Paper in San Francisco.

1958

1959

1959

1960

1961

1964

1964

1965

1969

1971

1971

1971

Jack Kilby creates the first integrated circuit
at Texas Instruments to prove that resistors
and capacitors can exist on the same piece

of semiconductor material.

IBM’s 7000 series mainframes are the com-
pany’s first transistorized computers.

Robert Noyce's practical integrated circuit,
invented at Fairchild Camera and Instru-
ment Corp., allows printing of conducting
channels directly on the silicon surface.

Bell Labs designs its Dataphone, the first
commercial modem, specifically for con-
verting digital computer data to analog
signals for transmission across its long-
distance network.

According to Datamation magazine, IBM has
an 81.2% share of the computer market in
1961, the year in which it introduces the
1400 series.

IBM announces System/360, a family of six
mutually compatible computers and
40 peripherals that can work together.

Online transaction processing makes its
debut in IBM’s SABRE reservation system,
set up for American Airlines.

Digital Equipment Corp. introduces the
PDP-8, the first commercially successful
minicomputer.

The root of what is to become the Internet
begins when the Department of Defense
establishes four nodes on the ARPAnet: two
at University of California campuses (one at
Santa Barbara and one at Los Angeles) and
one each at Stanford Research Institute and
the University of Utah.

A team at IBM’s San Jose Laboratories
invents the 8-inch floppy disk drive.

The first advertisement for a microprocessor,
the Intel 4004, appears in Electronic News.

The Kenbak-1, one of the first personal
computers, is advertised for $750 in
Scientific American.
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1972
1973

1973

1973

1974

1974

1975

1975

1976

1976

1977
1977
1977

1979

1980

1981

1981

Intel’s 8008 microprocessor makes its debut.

Robert Metcalfe devises the Ethernet
method of network connection at the Xerox
Palo Alto Research Center.

The Micral is the earliest commercial, nonkit
personal computer based on a microproces-
sor, the Intel 8008.

The TV Typewriter, designed by Don Lan-
caster, provides the first display of alphanu-
meric information on an ordinary television
set.

Researchers at the Xerox Palo Alto Research
Center design the Alto, the first workstation
with a built-in mouse for input.

Scelbi advertises its 8H computer, the first
commercially advertised U.S. computer
based on a microprocessor, Intel’s 8008.
Telenet, the first commercial packet-switch-
ing network and civilian equivalent of
ARPAnet, is born.

The January edition of Popular Electronics
features the Altair 8800, which is based on
Intel’s 8080 microprocessor, on its cover.
Steve Wozniak designs the Apple I, a single-
board computer.

The 5 1/4-inch floppy disk drive is intro-
duced by Shugart Associates.

Tandy RadioShack introduces the TRS-80.
Apple Computer introduces the Apple II.
Commodore introduces the PET (Personal
Electronic Transactor).

Motorola introduces the 68000
microprocessor.

Seagate Technology creates the first hard
disk drive for microcomputers, the ST-506.

Xerox introduces the Star, the first personal
computer with a graphical user interface
(GUI).

Adam Osborne completes the first portable
computer, the Osborne I, which weighs

24 pounds and costs $1,795.

1981

1981

1981

1983

1983

1984

1984

1985
1986

1987

1988

1988

IBM introduces its PC, igniting a fast growth
of the personal computer market. The IBM
PC is the grandfather of all modern PCs.

Sony introduces and ships the first
3 1/2-inch floppy disk drive.

Philips and Sony introduce the CD-DA
(compact disc digital audio) format.

Apple introduces its Lisa, which incorpo-
rates a GUI that’s similar to the one intro-
duced on the Xerox Star.

Compaq Computer Corp. introduces its first
PC clone that uses the same software as the
IBM PC.

Apple Computer launches the Macintosh,
the first successful mouse-driven computer
with a GUI, with a single $1.5 million com-
mercial during the 1984 Super Bowl.

IBM releases the PC-AT (PC Advanced Tech-
nology), three times faster than original
PCs and based on the Intel 286 chip. The
AT introduces the 16-bit ISA bus and is the
computer on which all modern PCs are
based.

Philips introduces the first CD-ROM drive.

Compaq announces the Deskpro 386, the
first computer on the market to use Intel’s
32-bit 386 chip.

IBM introduces its PS/2 machines, which
make the 3 1/2-inch floppy disk drive and
VGA video standard for PCs. The PS/2 also
introduces the MicroChannel Architecture
(MCA) bus, the first plug-and-play bus

for PCs.

Apple cofounder Steve Jobs, who left Apple
to form his own company, unveils the NeXT
Computer.

Compagq and other PC-clone makers develop
Enhanced Industry Standard Architecture
(EISA), which unlike MicroChannel retains
backward compatibility with the existing
ISA bus.
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1988

1989

1990

1992

1993

1995

1995

1995

1996

1997

Robert Morris’s worm floods the ARPAnet.
The 23-year-old Morris, the son of a com-
puter security expert for the National Secu-
rity Agency, sends a nondestructive worm
through the Internet, causing problems for
about 6,000 of the 60,000 hosts linked to
the network.

Intel releases the 486 (P4) microprocessor,
which contains more than one million
transistors. Intel also introduces 486 moth-
erboard chipsets.

The World Wide Web (WWW) is born when
Tim Berners-Lee, a researcher at CERN—the
high-energy physics laboratory in Geneva—
develops Hypertext Markup Language
(HTML).

Intel introduces the Peripheral Component
Interconnect (PCI) bus, which replaced ISA,
EISA, and VL-Bus slots and runs at four
times the speed of ISA.

Intel releases the Pentium (P5) processor.
Intel shifts from numbers to names for its
chips after the company learns it’s impos-
sible to trademark a number. Intel also
releases motherboard chipsets and, for the
first time, complete motherboards.

Intel releases the Pentium Pro processor, the
first in the P6 processor family.

Microsoft releases Windows 95 in a huge
rollout.

Intel introduces the ATX motherboard form
factor, which continues to this day to be the
basis for almost all desktop computers.

The USB Implementers’ Forum (USB-IF)
introduces the Universal Serial Bus standard
revision 1.0. USB would eventually replace
serial, parallel, and most other I/O ports
used on computers.

Intel releases the Pentium II processor,
essentially a Pentium Pro with MMX
instructions added.

1997

1998

1998

1999

1999

1999

2000

2000

2000

2000

2000

2001

2001

2001

AMD introduces the K6, which is compat-
ible with the Intel P5 (Pentium).

Microsoft releases Windows 98.

Intel releases the Celeron, a low-cost version
of the Pentium II processor. Initial versions
have no cache, but within a few months
Intel introduces versions with a smaller but
faster L2 cache.

Intel releases the Pentium III, essentially a
Pentium II with SSE (Streaming SIMD
Extensions) added.

AMD introduces the Athlon.

The IEEE officially approves the SGHz band
802.11a 54Mbps and 2.4GHz band 802.11b
11Mbps wireless networking standards. The
Wi-Fi Alliance is formed to certify 802.11b
products, ensuring interoperability.

The first 802.11b Wi-Fi—certified products
are introduced, and wireless networking rap-
idly builds momentum.

Microsoft releases Windows Me (Millennium
Edition) and Windows 2000.

Both Intel and AMD introduce processors
running at 1GHz.

AMD introduces the Duron, a low-cost
Athlon with reduced L2 cache.

Intel introduces the Pentium 4, the latest
processor in the Intel Architecture 32-bit
(IA-32) family.

The industry celebrates the 20th anniversary
of the release of the original IBM PC.

Intel introduces the first 2GHz processor, a
version of the Pentium 4. It takes the indus-
try 28 1/2 years to go from 108KHz to 1GHz
but only 18 months to go from 1GHz to
2GHz.

Microsoft releases Windows XP, the first
mainstream 32-bit operating system (OS),
merging the consumer and business OS lines
under the same code base (NT 5.1).
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2001

2002

2002

2003

2003

2003

2004

2004

2005

2005

Atheros introduces the first 802.11a 54Mbps
high-speed wireless chips, allowing 802.11a
products to finally reach the market.

Intel releases the first 3GHz-class processor,
a 3.06GHz version of the Pentium 4. This
processor also introduces Intel’s Hyper-
Threading (HT) technology, appearing as
two processors to the OS.

The Arapaho Work Group (AWG, later
known as PCI-SIG), introduces the PCI
Express (PCle) standard, which uses high-
speed serial signaling to connect cards and
internal adapters to the CPU.

Intel releases the Pentium M, a processor
designed specifically for mobile systems,
offering extremely low power consumption
that results in dramatically increased bat-
tery life while still offering relatively high
performance.

AMD releases the Athlon 64, the first
x86-64 (64-bit) processor for PCs, which
also includes integrated memory controllers.

The IEEE officially approves the 802.11g
54Mbps high-speed wireless networking
standard.

Intel introduces a version of the Pentium 4
codenamed Prescott, the first PC processor
built on 90-nanometer technology.

Intel introduces EM64T (Extended Memory
64 Technology), which is a 64-bit extension
to Intel’s IA-32 architecture based on (and
virtually identical to) the x86-64 (AMD64)
technology first released by AMD.

Microsoft releases Windows XP x64 Edi-
tion, which supports processors with 64-bit
AMD64 and EM64T extensions.

The era of multicore PC processors begins

as Intel introduces the Pentium D 8xx and
Pentium Extreme Edition 8xx dual-core
processors. AMD soon follows with the dual-
core Athlon 64 X2.

2006

2006

2006

2007

2007

2008

2008

2009

2009

2009

2010

2010

Apple introduces the first Macintosh sys-
tems based on PC architecture, stating they
are four times faster than previous non-
PC-based Macs.

Intel introduces the Core 2 Extreme, the
first quad-core processor for PCs.

Microsoft releases the long-awaited Win-
dows Vista to business users. The PC OEM
and consumer market releases would follow
in early 2007.

Intel releases the 3x series chipsets with sup-
port for DDR3 memory and PCI Express 2.0,
which doubles the available bandwidth.

AMD releases the Phenom processors, the
first quad-core processors for PCs with all
four cores on a single die.

Intel releases the Core i-Series (Nehalem) pro-
cessors, which are dual- or quad-core chips
with optional Hyper-Threading (appearing as
four or eight cores to the OS) that include an
integrated memory controller.

Intel releases the 4x and 5x series chipsets,
the latter of which supports Core i-Series pro-
cessors with integrated memory controllers.

Microsoft releases Windows 7, a highly
anticipated successor to Vista.

AMD releases the Phenom II processors in
2-, 3-, and 4-core versions.

The IEEE officially approves the 802.11n
wireless standard, which increases net maxi-
mum data rate from 54Mbps to 600Mbps.

Intel releases six-core versions of the Core
i-Series processor (Gulftown) and a dual-core
version with integrated graphics (Clarkdale).
The Gulftown is the first PC processor with
more than one billion transistors.

AMD releases six-core versions of the Phe-
nom II processor.
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2011 Intel releases the second-generation Core 2012 Oculus Development launches a Kickstarter
i-Series processors (Sandy Bridge) along campaign to fund the Oculus Rift develop-
with new 6-Series motherboard chipsets. ment kit, a virtual reality (VR) display for PC
The chipsets and motherboards are quickly and console gaming.
recalled due to a bug in the SATA host 2013 Intel releases new-generation Core i-Series
adapter. The recall costs Intel nearly a bil- processors (Haswell) and complementing
lion dollars and results in a months long Lynx Point 8-Series chipsets. Noted advance-
delay in the processors and chipsets reach- ments include increased processor and inte-
ing the market. grated video performance.

2012 Intel releases the third-generation Core 2013 Microsoft releases Windows 8.1, a free
i-Series processors (Ivy Bridge) and comple- update for Windows 8 that brings back the
menting Panther Point 7-Series chipsets. Start button on the taskbar as well as the
Noted advancements include integrated USB ability to boot to the desktop.

3.0 support, PCI Express 3.0 support, and .
. . 2013 AMD releases Kaveri APU (Accelerated Pro-
Tri-Gate transistor technology. . . . L
cessing Unit) chips featuring integrated
2012 AMD releases socket AM3+ FX-8000, video and 2.41 billion transistors.
FX-6000, and FX-4000 series eight-, six-, and . . .
an series elg ”SD,( .an” 2014 Intel releases a 14nm die-shrink version of
four-core processors, as well as the “Trinity
. . the Haswell processors (Broadwell) and com-
accelerated processing unit. . . .
plementing 9-Series chipsets. New features

2012 Microsoft releases Windows 8, featuring include reduced power consumption, hard-
touchscreen input, including a version sup- ware video decoding, and optional Thunder-
porting ARM processors, used in mobile bolt support.

h; d tablet/pad devices. Th tl
phone and tablet/pad devices. The greatly 2014 Microsoft unveils Windows 10, a significant

revised “Metro” user interface and lack of
a Start button on the taskbar are not well
received.

Electronic Computers

move toward a unified architecture for PC,
tablet, mobile, and console platforms.

A physicist named John V. Atanasoff (with associate Clifford Berry) is officially credited with creating
the first true digital electronic computer from 1937 to 1942, while working at lowa State University.
The Atanasoff-Berry Computer (called the ABC) was the first to use modern digital switching
techniques and vacuum tubes as switches, and it introduced the concepts of binary arithmetic and
logic circuits. This was made legally official on October 19, 1973 when, following a lengthy court
trial, U.S. Federal Judge Earl R. Larson voided the ENIAC patent of Eckert and Mauchly and named
Atanasoff as the inventor of the first electronic digital computer.

Military needs during World War II caused a great thrust forward in the evolution of computers. In
1943, Tommy Flowers completed a secret British code-breaking computer called Colossus, which was
used to decode German secret messages. Unfortunately, that work went largely uncredited because
Colossus was kept secret until many years after the war.

Besides code-breaking, systems were needed to calculate weapons trajectory and other military
functions. In 1946, John P. Eckert, John W. Mauchly, and their associates at the Moore School of
Electrical Engineering at the University of Pennsylvania built the first large-scale electronic computer
for the military. This machine became known as ENIAC, the Electrical Numerical Integrator and
Calculator. It operated on 10-digit numbers and could multiply two such numbers at the rate of
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300 products per second by finding the value of each product from a multiplication table stored in its
memory. ENIAC was about 1,000 times faster than the previous generation of electromechanical relay
computers.

ENIAC used approximately 18,000 vacuum tubes; occupied 1,800 square feet (167 square meters) of
floor space; and consumed around 180,000 watts of electrical power. Punched cards served as the
input and output, and registers served as adders and as quick-access read/write storage.

The executable instructions composing a given program were created via specified wiring and switches
that controlled the flow of computations through the machine. As such, ENIAC had to be rewired and
switched for each program to be run.

Although Eckert and Mauchly were originally given a patent for the electronic computer, it was later
voided and the patent awarded to John Atanasoff for creating the Atanasoff-Berry Computer.

Earlier in 1945, the mathematician John von Neumann demonstrated that a computer could have a
simple, fixed physical structure and yet be capable of executing any kind of computation effectively by
means of proper programmed control without changes in hardware. In other words, you could change
the program without rewiring the system. The stored-program technique, as von Neumann's ideas are
known, became fundamental for future generations of high-speed digital computers and has become
universally adopted.

The first generation of modern programmed electronic computers to take advantage of these
improvements appeared in 1947. This group of machines included EDVAC and UNIVAC, the first
commercially available computers. These computers included, for the first time, the use of true
random access memory (RAM) for storing parts of the program and the data that is needed quickly.
Typically, they were programmed directly in machine language, although by the mid-1950s progress
had been made in several aspects of advanced programming. The standout of the era is the UNIVAC
(Universal Automatic Computer), which was the first true general-purpose computer designed for both
alphabetical and numerical uses. This made the UNIVAC a standard for business, not just science and
the military.

Modern Computers

From UNIVAC to the latest desktop PCs, computer evolution has moved rapidly. The first-generation
computers were known for using vacuum tubes in their construction. The generation to follow would
use the much smaller and more efficient transistor.

From Tubes to Transistors

Any modern digital computer is largely a collection of electronic switches. These switches are used to
represent and control the routing of data elements called binary digits (or bits). Because of the on-or-off
nature of the binary information and signal routing the computer uses, an efficient electronic switch
was required. The first electronic computers used vacuum tubes as switches, and although the tubes
worked, they had many problems.

The type of tube used in early computers was called a triode and was invented by Lee De Forest in 1906
(see Figure 1.1). It consists of a cathode and a plate, separated by a control grid, suspended in a glass
vacuum tube. The cathode is heated by a red-hot electric filament, which causes it to emit electrons
that are attracted to the plate. The control grid in the middle can control this flow of electrons. By
making it negative, you cause the electrons to be repelled back to the cathode; by making it positive,
you cause them to be attracted toward the plate. Thus, by controlling the grid current, you can control
the on/off output of the plate.
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Cathode

FIGURE 1.1 The three main components of a basic triode vacuum tube.

Unfortunately, the tube was inefficient as a switch. It consumed a great deal of electrical power and
gave off enormous heat—a significant problem in the earlier systems. Primarily because of the heat
they generated, tubes were notoriously unreliable—in larger systems, one failed every couple of hours
Or SO.

The invention of the transistor was one of the most important developments leading to the personal
computer revolution. The transistor was invented in 1947 and announced in 1948 by Bell Laboratory
engineers John Bardeen and Walter Brattain. Bell associate William Shockley invented the junction
transistor a few months later, and all three jointly shared the Nobel Prize in Physics in 1956 for
inventing the transistor. The transistor, which essentially functions as a solid-state electronic switch,
replaced the less-suitable vacuum tube. Because the transistor was so much smaller and consumed
significantly less power, a computer system built with transistors was also much smaller, faster, and
more efficient than a computer system built with vacuum tubes.

The conversion from tubes to transistors began the trend toward miniaturization that continues to
this day. Today’s small laptop PC (or Ultrabook) and even tablet PC systems have more computing
power than many earlier systems that filled rooms and consumed huge amounts of electrical power.

Although there have been many designs for transistors over the years, the transistors used in modern
computers are normally metal oxide semiconductor field effect transistors (MOSFETs). MOSFETs are
made from layers of materials deposited on a silicon substrate. Some of the layers contain silicon with
certain impurities added by a process called doping or ion bombardment, whereas other layers include
silicon dioxide (which acts as an insulator), polysilicon (which acts as an electrode), and metal to act
as the wires to connect the transistor to other components. The composition and arrangement of the
different types of doped silicon allow them to act both as a conductor or an insulator, which is why
silicon is called a semiconductor.

MOSFETs can be constructed as either NMOS or PMOS types, based on the arrangement of doped
silicon used. Silicon doped with boron is called P-type (positive) because it lacks electrons, whereas
silicon doped with phosphorus is called N-fype (negative) because it has an excess of free electrons.

MOSFETs have three connections, called the source, gate, and drain. An NMOS transistor is made by
using N-type silicon for the source and drain, with P-type silicon placed in between (see Figure 1.2).
The gate is positioned above the P-type silicon, separating the source and drain, and is separated

from the P-type silicon by an insulating layer of silicon dioxide. Normally there is no current flow
between N-type and P-type silicon, thus preventing electron flow between the source and drain. When
a positive voltage is placed on the gate, the gate electrode creates a field that attracts electrons to the
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P-type silicon between the source and drain. That in turn changes that area to behave as if it were
N-type silicon, creating a path for current to flow and turning the transistor on.

Metal conductors

Gate
Source Drain /
Polysilicon gate Silicon dioxide
electrode (insulator)
- N

// P-type silicon \\
N-type \ J N-type
silicon silicon

Silicon substrate

FIGURE 1.2 Cutaway view of an NMOS transistor.

A PMOS transistor works in a similar but opposite fashion. P-type silicon is used for the source and
drain, with N-type silicon positioned between them. When a negative voltage is placed on the gate,
the gate electrode creates a field that repels electrons from the N-type silicon between the source and
drain. That in turn changes that area to behave as if it were P-type silicon, creating a path for current
to flow and turning the transistor “on.”

When both NMOS and PMOS field-effect transistors are combined in a complementary arrangement,
power is used only when the transistors are switching, making dense, low-power circuit designs
possible. Because of this, virtually all modern processors are designed using CMOS (Complementary
Metal Oxide Semiconductor) technology.

Compared to a tube, a transistor is much more efficient as a switch and can be miniaturized to
microscopic scale. Since the transistor was invented, engineers have strived to make it smaller and
smaller. In 2003, NEC researchers unveiled a silicon transistor only 5 nanometers (billionths of a
meter) in size. Other technologies, such as Graphene and carbon nanotubes, are being explored

to produce even smaller transistors, down to the molecular or even atomic scale. In 2008, British
researchers unveiled a Graphene-based transistor only 1 atom thick and 10 atoms (1nm) across, and
in 2010, IBM researchers created Graphene transistors switching at a rate of 100GHz, thus paving the
way for future chips denser and faster than possible with silicon-based designs.

In 2012, Intel introduced its Ivy Bridge processors using a revolutionary new Tri-Gate three-
dimensional transistor design, initially manufactured using a 22nm process. This design was first
announced by Intel back in 2002; however, it took 10 years to complete the development and to
create the manufacturing processes for production. Tri-Gate transistors differ from conventional
two-dimensional planar transistors in that the source is constructed as a raised “fin,” with three
conducting channels between the source and the drain (see Figure 1.3). This allows much more surface
area for conduction than the single flat channel on a planar transistor and improves the total drive
current and switching speed with less current leakage.
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FIGURE 1.3 Intel Tri-Gate transistor using a fin-shaped source/drain for more surface area between the
source and gate.

Intel states that this technology also allows for lower voltages, resulting in up to a 50% reduction in
power consumption while maintaining or even increasing overall performance. Intel continues to use
Tri-Gate transistors in its latest Haswell and Broadwell processors.

Integrated Circuits

The third generation of modern computers is known for using integrated circuits instead of individual
transistors. Jack Kilby at Texas Instruments and Robert Noyce at Fairchild are both credited with
having invented the integrated circuit (IC) in 1958 and 1959. An IC is a semiconductor circuit

that contains multiple components on the same base (or substrate material), which are usually
interconnected without wires. The first prototype IC constructed by Kilby at TI in 1958 contained only
one transistor, several resistors, and a capacitor on a single slab of germanium, and it featured fine
gold “flying wires” to interconnect them. However, because the flying wires had to be individually
attached, this type of design was not practical to manufacture. By comparison, Noyce patented the
“planar” IC design in 1959, where all the components are diffused in or etched on a silicon base,
including a layer of aluminum metal interconnects. In 1960, Fairchild constructed the first planar

IC, consisting of a flip-flop circuit with four transistors and five resistors on a circular die only about
20mm? in size. By comparison, the Intel Core i7 eight-core processor based on the 22nm Haswell-E
microarchitecture incorporates 2.6 billion transistors (and numerous other components) on a single
376mm? die!
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History of the PC

The fourth generation of the modern computer includes those that incorporate microprocessors in
their designs. Of course, part of this fourth generation of computers is the personal computer, which
itself was made possible by the advent of low-cost microprocessors and memory.

Birth of the Personal Computer

In 1973, some of the first microcomputer kits based on the 8008 chip were developed. These Kkits
were little more than demonstration tools and didn’t do much except blink lights. In April 1974,
Intel introduced the 8080 microprocessor, which was 10 times faster than the earlier 8008 chip and
addressed 64KB of memory. This was the breakthrough that the personal computer industry had been
waiting for.

A company called MITS introduced the Altair 8800 kit in a cover story in the January 1975 issue of
Popular Electronics. The Altair kit, considered by many to be the first personal computer, included
an 8080 processor, a power supply, a front panel with a large number of lights, and 256 bytes (not
kilobytes) of memory. The kit sold for $395 and had to be assembled. Assembly back then meant
you got out your soldering iron to actually finish the circuit boards—not like today, where you can
assemble a system of premade components with nothing more than a screwdriver.

Note

Micro Instrumentation and Telemetry Systems was the original name of the company founded in 1969 by Ed Roberts

and several associates to manufacture and sell instruments and transmitters for model rockets. Ed Roberts became the sole
owner in the early 1970s, after which he designed the Altair. By January 1975, when the Altair was infroduced, the
company was called MITS, Inc., which then stood for nothing more than the name of the company. In 1977, Roberts sold
MITS to Pertec, moved to Georgia, went to medical school, and became a practicing physician. Considered by many to
be the “father of the personal computer,” Roberts passed away in 2010 affter a long bout with pneumonia.

The Altair included an open architecture system bus later called the S-100 bus, so named because it
became an industry standard and had 100 pins per slot. The S-100 bus was widely adopted by other
computers that were similar to the Altair, such as the IMSAI 8080, which was featured in the movie
WarGames. The S-100 bus open architecture meant that anybody could develop boards to fit in these
slots and interface to the system, and it ensured a high level of cross-compatibility between different
boards and systems. The popularity of 8080 processor-based systems inspired software companies to
write programs, including the CP/M (control program for microprocessors) OS and the first version of
the Microsoft BASIC (Beginners All-purpose Symbolic Instruction Code) programming language.

IBM introduced what can be called its first personal computer in 1975. The Model 5100 had 16KB of
memory, a built-in 16-line-by-64-character display, a built-in BASIC language interpreter, and a built-in
DC-300 cartridge tape drive for storage. The system’s $8,975 price placed it out of the mainstream
personal computer marketplace, which was dominated by experimenters (affectionately referred to

as hackers) who built low-cost kits ($500 or so) as a hobby. Obviously, the IBM system was not in
competition for this low-cost market and did not sell as well by comparison.

The Model 5100 was succeeded by the 5110 and 5120 before IBM introduced what we know as the
IBM Personal Computer (Model 5150). Although the 5100 series preceded the IBM PC, the older
systems and the 5150 IBM PC had nothing in common. The PC that IBM turned out was more closely
related to the IBM System/23 DataMaster, an office computer system introduced in 1980. In fact,
many of the engineers who developed the IBM PC had originally worked on the DataMaster.
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In 1976, a new company called Apple Computer introduced the Apple I, which originally sold for
$666.66. The selling price was an arbitrary number selected by one of Apple’s cofounders, Steve Jobs.
This system consisted of a main circuit board screwed to a piece of plywood; a case and power supply
were not included. Only 200 of these computers were made. Recent auctions of Apple I computers
have seen these rare systems selling for prices ranging from $387,750 to $905,000. The Apple II,
introduced in 1977, helped set the standard for nearly all the important microcomputers to follow,
including the IBM PC.

The microcomputer world was dominated in 1980 by two types of computer systems. One type, the
Apple 1, claimed a large following of loyal users and a gigantic software base that was growing at

a fantastic rate. The other type, CP/M systems, consisted not of a single system but of all the many
systems that evolved from the original MITS Altair. These systems were compatible with one another
and were distinguished by their use of the CP/M OS and expansion slots, which followed the S-100
standard. All these systems were built by a variety of companies and sold under various names. For
the most part, however, these systems used the same software and plug-in hardware. It is interesting
to note that none of these systems was PC compatible or Macintosh compatible, the two primary
standards in place today.

A new competitor looming on the horizon was able to see that to be successful, a personal computer
needed to have an open architecture, slots for expansion, a modular design, and healthy support
from both hardware and software companies other than the original manufacturer of the system. This
competitor turned out to be IBM, which was quite surprising at the time because IBM was not known
for systems with these open-architecture attributes. IBM, in essence, became more like the early Apple,
whereas Apple became like everybody expected IBM to be. The open architecture of the forthcoming
IBM PC and the closed architecture of the forthcoming Macintosh caused a complete turnaround in
the industry.

The IBM Personal Computer

At the end of 1980, IBM decided to truly compete in the rapidly growing low-cost personal
computer market. The company established the Entry Systems Division, located in Boca Raton,
Florida, to develop the new system. The division was intentionally located far away from IBM’s

main headquarters in New York, or any other IBM facilities, so that it would be able to operate
independently as a separate unit. This small group consisted of 12 engineers and designers under the
direction of Don Estridge and was charged with developing IBM’s first real PC. (IBM considered the
previous 5100 system, developed in 1975, to be an intelligent programmable terminal rather than

a genuine computer, even though it truly was a computer.) Nearly all these engineers had come to
the new division from the System/23 DataMaster project, which was a small office computer system
introduced in 1980 and the direct predecessor of the IBM PC.

Much of the PC’s design was influenced by the DataMaster design. In the DataMaster’s single-piece
design, the display and keyboard were integrated into the unit. Because these features were limiting,
they became external units on the PC, although the PC keyboard layout and electrical designs were
copied from the DataMaster.

Several other parts of the IBM PC system also were copied from the DataMaster, including the
expansion bus (or input/output slots), which included not only the same physical 62-pin connector,
but also almost identical pin specifications. This copying of the bus design was possible because the
PC used the same interrupt controller as the DataMaster and a similar direct memory access (DMA)
controller. Also, expansion cards already designed for the DataMaster could easily be redesigned to
function in the PC.

The DataMaster used an Intel 8085 CPU, which had a 64KB address limit and an 8-bit internal and
external data bus. This arrangement prompted the PC design team to use the Intel 8088 CPU, which
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offered a much larger (1IMB) memory address limit and an internal 16-bit data bus, but only an 8-bit
external data bus. The 8-bit external data bus and similar instruction set enabled the 8088 to be easily
interfaced into the earlier DataMaster designs.

IBM brought its system from idea to delivery of functioning systems in one year by using existing
designs and purchasing as many components as possible from outside vendors. The Entry Systems
Division was granted autonomy from IBM’s other divisions and could tap resources outside the
company, rather than go through the bureaucratic procedures that required exclusive use of IBM
resources. IBM contracted out the PC’s languages and OS to a small company named Microsoft. That
decision was the major factor in establishing Microsoft as the dominant force in PC software.

Note

IBM had originally confacted Digital Research (the company that created CP/M, then the most popular personal computer

OS) to have it develop an OS for the new IBM PC. However, Digital was leery of working with IBM and especially
balked at the nondisclosure agreement IBM wanted Digifal fo sign. Microsoft jumped on the opportunity left open by
Digital Research and, consequently, became the largest software company in the world. IBM's use of outside vendors in

developing the PC was an open invitation for the aftermarket to jump in and support the system—and it did.

On August 12, 1981, a new standard was established in the microcomputer industry with the debut of
the IBM PC. Since then, hundreds of millions of PC-compatible systems have been sold, as the original
PC has grown into an enormous family of computers and peripherals. More software has been written
for this computer family than for any other system on the market.

The PC Industry 34 Years Later

In the 34+ years since the original IBM PC was introduced, many changes have occurred. The IBM-
compatible computer, for example, advanced from a 4.77MHz 8088-based system to 4GHz (4,000MHz)
multicore systems that are hundreds of thousands or more times faster than the original IBM PC (in
actual processing speed, not just clock speed). The original PC had only one or two single-sided floppy
drives that stored 160KB each using DOS 1.0, whereas modern systems can have several terabytes
(trillion bytes) or more of hard disk storage.

A rule of thumb in the computer industry (called Moore’s Law, originally set forth by Intel cofounder
Gordon Moore) is that available processor performance and disk-storage capacity doubles every one
and a half to two years, give or take.

Since the beginning of the PC industry, this pattern has held steady and, if anything, seems to be
accelerating.

Moore’s Law

In 1965, Gordon Moore was preparing a speech about the growth trends in computer memory and made an interesfing
observation. When he began to graph the data, he realized a striking frend existed. Each new chip contained roughly
twice as much capacity as ifs predecessor, and each chip was released within 18-24 months of the previous chip. If this

trend continued, he reasoned, computing power would rise exponentially over relatively brief periods.

Moore's observation, now known as Moore's Law, described a trend that has continued fo this day and is sfill remarkably
accurate. It was found to not only describe memory chips, but also accurately describe the growth of processor power and
disk drive storage capacity. It has become the basis for many industry performance forecasts. As an example, in less than
40 years the number of fransisfors on a processor chip increased more than a million fold, from 2,300 fransistors in the
4004 processor in 1971 to 2.41 billion transistors in some of the AMD A10 Kaveri processors and 2.6 billion transistors
in the Intel eightcore Haswell-E processors, both released in 2014.
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In addition to performance and storage capacity, another major change since the original IBM PC
was introduced is that IBM is not the only manufacturer of PC-compatible systems. IBM originated
the PC-compatible standard, of course, but today it no longer sets the standards for the system it
originated. More often than not, new standards in the PC industry are developed by companies and
organizations other than IBM.

Today, Intel, Microsoft, and AMD are primarily responsible for developing and extending the PC
hardware and software standards. Some have even taken to calling PCs “Wintel” systems, owing to

the dominance of the first two companies. Although AMD originally produced Intel processors under
license and later produced low-cost, pin-compatible counterparts to Intel’s 486 and Pentium processors
(AMD 486, K5/K6), starting with the Athlon AMD has created completely unique processors that are
worthy rivals to Intel’s own models. Although AMD’s current market share is only a fraction of Intel’s,
AMD has actually pioneered technology such as x86-64 processors, dual-core processors with shared
memory, and high-performance CPU-integrated graphics, which were subsequently adopted by Intel.

In more recent years, the introduction of hardware standards such as the universal serial bus (USB),
Peripheral Component Interconnect (PCI) bus, Accelerated Graphics Port (AGP) bus, PCI Express bus,
DisplayPort and Thunderbolt interfaces, ATX and related motherboard form factors, as well as various
processor socket and slot interfaces show that Intel is the driving force behind PC hardware design.
Intel’s ability to design and produce motherboard chipsets as well as complete motherboards has
enabled Intel processor-based systems to first adopt newer memory and bus architectures as well as
system form factors. Although in the past AMD has on occasion made chipsets for its own processors,
the company’s acquisition of ATI in 2006 has allowed it to become more aggressive in the chipset
marketplace.

PC-compatible systems have thrived not only because compatible hardware can be assembled easily,
but also because the most popular OS was available from a third party (Microsoft) instead of IBM. The
core of the system software is the basic input/output system (BIOS); this was also available from third-
party companies, such as AMI, Phoenix, and others. This situation enabled other manufacturers to
license the OS and BIOS software and sell their own compatible systems. The fact that DOS borrowed
the functionality and user interface from both CP/M and UNIX probably had a lot to do with the
amount of software that became available. Later, with the success of Windows, even more reasons
would exist for software developers to write programs for PC-compatible systems.

One reason Apple’s Macintosh systems have never enjoyed the market success of PC systems is that
Apple has often used proprietary hardware and software designs that it was unwilling to license to
other companies. This proprietary nature has unfortunately relegated Apple to a meager 5 to 7%
market share in personal computers.

One fortunate development for Mac enthusiasts was Apple’s shift to Intel x86/x64 processors and PC
architecture in 2006, resulting in greatly improved performance and standardization as compared

to the previous non-PC-compatible Mac systems. Although Apple has failed to adopt many of

the industry-standard component form factors used in PCs (rendering major components such as
motherboards and power supplies non-interchangeable), the PC-based Macs truly are PCs from a
hardware standpoint, using all the same processors, chipsets, memory, buses, and other system
architectures that PCs have been using for years. I've had people ask me, “Is there a book like
Upgrading and Repairing PCs that covers Macs instead?” Well, since 2006, Macs have essentially become
PCs, meaning that they are now covered in this book by default! The move to a PC-based architecture
was without a doubt one of the smartest moves Apple has made—besides reducing component costs,
it has allowed Macs to finally perform on par with PCs.

Apple could even become a real contender in the OS arena (taking market share from Microsoft)
if the company would only sell its OS in an unlocked version that would run on non-Apple PCs.
Unfortunately, for now, even though Apple’s OS X operating system is designed to run on PC
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hardware, it is coded to check for a security chip found only on Apple motherboards. There are ways
to work around the check (see wiki.OSx86project.org), but Apple does not support them.

Apple’s shift to a PC-based architecture is one more indication of just how popular the PC has
become. A second indication of the PC’s popularity is the rise of PC-based tablets powered by Intel
processors and running Windows, such as the Microsoft Surface Pro series and third-party alternatives.
Although Windows tablets are similar in size and form factor to those running iOS or Android, they
use standard 32-bit or 64-bit versions of Windows and feature USB or USB on the Go ports that can
connect to the huge universe of USB devices.

After 34+ years, the PC continues to thrive and prosper. With far-reaching industry support and
an architecture that is continuously evolving, I say it is a safe bet that PC-compatible systems will
continue to dominate the personal computer marketplace for the foreseeable future.
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PC Components,
Features, and
System Design

What Is a PC?

When I begin one of my Upgrading and Repairing PCs seminars, I like to ask the question, “What
exactly is a PC?” Most people immediately answer that PC stands for personal computer, which is
true. Many continue by defining a personal computer as any small computer system purchased

and used by an individual, which is also true. However, although it is true that all PCs are personal
computers, not all personal computers are PCs. For example, all of Apple’s pre-2006 Motorola/IBM
processor-based Macintosh systems, older 8080/Z-80 processor-based CP/M machines, and even my
old Apple ][+ system are considered personal computers, but most people wouldn't call them PCs,
least of all the Mac users! For the true definition of what a PC is, we must look deeper.

Calling something a PC implies that it is something much more specific than just any personal
computer. One thing it implies is a familial relation to the original IBM PC from 1981. In fact, I'll
go so far as to say that IBM literally invented the type of computer we call a PC today; that is, IBM
designed and created the first one, and IBM’s definition set all the standards that made the PC
distinctive from other personal computers. Note that I'm not saying that IBM invented the personal
computer; many recognize the historical origins of the personal computer in the MITS Altair,
introduced in 1975, even though other small computers were available prior. Clearly, IBM did not
invent the personal computer; however, it did invent the type of personal computer that today we
call the PC. Some people might take this definition a step further and define a PC as any personal
computer that is “IBM compatible.” In fact, many years back, PCs were called either IBM compatibles
or IBM clones, paying homage to the origins of the PC at IBM.



22 Chapter 2 | PC Components, Features, and Sysfem Design

Some Personal Computer Trivia

Although the 1975 MITS Altair is often credited as the first personal computer, according to the Blinkenlights
Archaeological Institute (www.blinkenlights.com|, the first personal computer was the Simon, created by Edmund C.
Berkeley and described in his 1949 book Giant Brains, or Machines That Think. The plans for Simon were available for
purchase by Berkeley Enterprises as well as published in a series of 13 articles in Radio Elecironics magazine from 1950

to 1951.

The term personal computer may have first appeared in a November 3, 1962, New York Times article quoting John W.
Mauchly (cocreator of ENIAC). The arficle was reporting on Mauchly’s vision of future computing, and he was quoted as
saying, "There is no reason to suppose the average boy or girl cannot be master of a personal computer.”

The first machine advertised as a “personal computer” was the Hewleft-Packard 9100A, a 40-pound programmable
desktop electronic calculator released in 1968. Advertisements for the $4,900 system called it “the new Hewlett-Packard
9100A personal computer.” The end of the ad stated, “If you are sfill skeptical, or of faint heart, ask for a demonstration. It
will affirm, assure and only slightly delay) your enfry info the solid-state of personal computing power.” [See www.vintage-
calculators.com.)

The reality today is that, although IBM clearly designed and created the PC in 1981 and controlled the
development and evolution of the PC standard for several years thereafter, IBM is no longer in control
of the PC standard; that is, it does not dictate what makes up a PC today. IBM lost control of the PC
standard in 1987 when it introduced its PS/2 line of systems. Up until then, other companies that
were producing PCs literally copied IBM’s systems right down to the chips, connectors, and even the
shapes (form factors) of the boards, cases, and power supplies. After 1987, IBM abandoned many of
the standards it created in the first place, and the designation “IBM compatible” started to be consid-
ered obsolete.

If a PC is no longer defined as an IBM-compatible system, then what is it? The real question seems to
be, “Who is in control of the PC standard today?” That question is best broken down into two parts.
First, who is in control of PC software? Second, who is in control of PC hardware?

Why Is This Important?

I'm often asked why it is important to undersfand the history, development, and evolution of the PC. The simple fruth is that
doing so makes you a much better technician, troubleshooter, and problem solver! PCs are complicated devices with a lot
of quirks and idiosyncrasies, and much of this is caused by one important design parameter; backward compatibility. It is

amazing, but one can actually run many 1981 programs on a modern system, and in many cases even connect old hard-
ware as well. Modern PCs may look very different and be far more powerful and capable than the first PCs built in 1981,
but intfernally they have a lot of the same DNA.

Understanding how the design of the PC has evolved info what we use today will help you when solving problems as you
will have a deeper understanding of why things are done the way they are and what problems can be caused by it. For
example, even though many modern systems come with solid-state drives (SSDs), those drives are built fo essentially look

and act like magnetic hard disk drives, even appearing as if they have infernal structures like “tracks” and “sectors.”

If you had not previously learned about magnetic drives, you wouldn't understand why SSDs are designed the way they
are and what problems might occur because of it (such as why in some cases they might appear fo slow down dramati-
cally after a period of use). Knowing the hisfory and development of PC architecture will make you much more in-tune with
how and why modern systems are designed and especially how they function and potentially fail.
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Who Controls PC Software?

Most of the people in my seminars don't hesitate for a split second when I ask this question; they
immediately respond, “Microsoft!” I don’t think there is any argument with that. Microsoft clearly
controls the dominant operating systems (OSs) used on PCs, which have evolved from the original
MS-DOS to DOS/Windows 3.x, then to Windows 9x/Me, Windows NT/2000/XP, Windows Vista/7, and
now to Windows 8.1/10. Although cloud-based computing devices from Google (Chromebooks) rival
low-end Windows computers, Microsoft’s expansion into tablet and mobile computing and its support
for the latest imaging, graphics, Internet, I/O, and network standards continue to make Microsoft a
leader in setting standards.

Note

Despite the fact that Microsoft maintains its dominant position in the world of PC software, control over the PC OS market

doesn't mean today what it meant even ten years ago. Apple and Google, with iOS and Android, have creafed an
entirely new and profitable space for software in the mobile market where Microsoft finds itself playing catch up. As an
increasing number of users get by just fine without a traditional PC, it is inferesting fo watch Microsoft adapt to a market
over which it no longer has fotal control.

Microsoft has effectively used its control of the PC OSs as leverage to also control other types of PC
software, such as drivers, utilities, and applications. For example, many utility programs originally
offered by independent companies, such as disk caching, disk compression, disk encryption, file
defragmentation, file structure repair, firewalls, and even simple applications such as calculator

and notepad programs, are now bundled in Windows. Microsoft bundles more comprehensive
applications, such as web browsers, word processors, and media players, ensuring an automatic
installed base for these applications—much to the dismay of companies who produce competing
versions. Microsoft also leverages its control of the OS to integrate its own networking software and
applications suites more seamlessly into the OS than others. That’s why it dominates most of the PC
software universe—from OSs to networking software to utilities, from word processors to database
programs to spreadsheets and presentation programs.

In the early days of the PC, IBM hired Microsoft to provide most of the core software for the PC. IBM
developed the hardware, wrote the basic input/output system (BIOS), and hired Microsoft to develop
the disk operating system (DOS) as well as several other programs and utilities for the PC. In what
was later viewed as perhaps the most costly business mistake in history, IBM failed to secure exclusive
rights to the DOS it had contracted from Microsoft, either by purchasing it outright or by an exclusive
license agreement. Instead, IBM licensed it nonexclusively, which subsequently allowed Microsoft to
sell the same MS-DOS code it developed for IBM to any other company that was interested. Early PC
cloners such as Compagq eagerly licensed this OS code, and suddenly consumers could purchase the
same basic MS-DOS OS with several different company names on the box. In retrospect, that single
contractual error made Microsoft the dominant software company it is today and subsequently caused
IBM to lose control of the very PC standard it had created.

As a writer (of words, not software), I can appreciate what an incredible oversight this was. Imagine
that a book publisher comes up with a great idea for a popular book and then contracts with an
author to write it. Then, by virtue of a poorly written contract, the author discovers that he can legally
sell the same book (perhaps with a different title) to all the competitors of the original publisher.

Of course, no publisher I know would allow this to happen; yet that is exactly what IBM allowed
Microsoft to do back in 1981. By virtue of its deal with Microsoft, IBM lost control of the software it
commissioned for its new PC.
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In the PC business, software enjoys copyright protection, whereas hardware can be protected only by
patents, which are much more difficult, time-consuming, and expensive to obtain. And in the case of
U.S. patents, they also expire 20 years after filing. According to the U.S. patent office, “any new and
useful process, machine, manufacture, or composition of matter, or any new and useful improvement
thereof” can be patented. This definition made it difficult to patent most aspects of the IBM PC
because it was designed using previously existing parts that anybody could purchase off the shelf. In
fact, most of the important parts for the original PC came from Intel, such as the 8088 processor, 8284
clock generator, 8253/54 timer, 8259 interrupt controller, 8237 DMA (direct memory access) controller,
8255 peripheral interface, and 8288 bus controller. These chips made up the heart and soul of the
original PC motherboard.

Because the design of the original PC was not wholly patented and virtually all the parts were

readily available, almost anybody could duplicate the hardware of the IBM PC. All one had to do

was purchase the same chips from the same manufacturers and suppliers IBM used and design a

new motherboard with a similar circuit. IBM made it even easier by publishing complete schematic
diagrams of its motherboards and adapter cards in detailed and easily available technical reference
manuals. These manuals even included fully commented source code listings for the ROM BIOS code. I
have several of these early IBM manuals and still refer to them for specific component-level PC design
information. In fact, I highly recommend these original manuals to anybody who wants to delve
deeply into PC hardware design. Although they are long out of print, they do turn up in the used
book market and online auction sites such as eBay, and many of them are available in downloadable
PDF form at www.minuszerodegrees.net.

The difficult part of copying the IBM PC was the software, which is protected by copyright law.

Both Compaq and Phoenix Software (today known as Phoenix Technologies) were among the first

to develop a legal way around this problem, which enabled them to functionally duplicate (but not
exactly copy) software such as the BIOS. The BIOS is defined as the core set of control software that
drives the hardware devices in the system directly. These types of programs are normally called device
drivers, so in essence, the BIOS is a collection of all the core device drivers used to operate and control
the system hardware. The operating system (such as DOS or Windows) uses the drivers in the BIOS to
control and communicate with the various hardware and peripherals in the system.

See Chapter 5, ‘BIOS,” p. 281.

The method Compaq and Phoenix used to legally duplicate the IBM PC BIOS was an ingenious

form of reverse-engineering. They used two groups of software engineers, the second of which were
specially screened to consist only of people who had never before seen or studied the IBM BIOS code.
The first group studied the IBM BIOS and wrote a detailed description of what it did. The second
group read the description written by the first group and set out to write from scratch a new BIOS
that did everything the first group had described. The result was a new BIOS written from scratch, and
although the resulting code was not identical to IBM’s, it had the same functionality.

This is called a clean-room approach to reverse-engineering software, and if carefully conducted, it

can escape any legal attack. Because IBM’s original PC BIOS had a limited and yet well-defined set

of functions and was only 8,096 bytes long, duplicating it through the clean-room approach was

not difficult. As the IBM BIOS evolved, keeping up with any changes IBM made was relatively easy.
Discounting the power-on self test (POST) and BIOS Setup (used for configuring the system) portion
of the BIOS, most motherboard BIOSs, even today, have only about 32KB- 128KB of active code,

and modern OSs ignore most of it anyway by loading code and drivers from disk. In essence, the
modern motherboard BIOS serves only to initialize the system and load the OS. Today, although some
PC manufacturers still write some of their own BIOS code, most source their BIOS from one of the
independent BIOS developers. Phoenix Technologies and American Megatrends, Inc. (AMI) are the
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leading developers of BIOS software for PC system and motherboard manufacturers. A third major
producer of BIOS software, Award Software, is owned by Phoenix Technologies, which continues
to sell Award BIOS-based products. A fourth major producer of BIOS software, Insyde Software,
specializes in BIOS products for laptop and mobile devices.

After the motherboard hardware and BIOS of the IBM PC were duplicated, all that was necessary to
produce a fully IBM-compatible system was MS-DOS. Reverse-engineering DOS, even with the clean-
room approach, seemed to be a daunting task at the time, because DOS is much larger than the BIOS
and consists of many more programs and functions. Also, the OS has evolved and changed more often
than the BIOS, which by comparison has remained relatively constant. This means that the only way
to get DOS on an IBM compatible back in the early 1980s was to license it. This is where Microsoft
came in. Because IBM (who hired Microsoft to write DOS in the first place) did not ensure that its
license agreement with Microsoft was exclusive, Microsoft was free to sell the same DOS it designed
for IBM to anybody else who wanted it. With a licensed copy of MS-DOS, the last piece was in place
and the floodgates were open for IBM-compatible systems to be produced whether IBM liked it or not.

Note

MS-DOS was eventually cloned, the first of which was DRDOS, released by Digital Research (developers of CP/M)] in
1988. By all rights, DR-DOS was more than just a clone; it had many features not found in MS-DOS at the time, inspiring
Microsoft to add similar features in future MS-DOS versions as well. In 1991, Novell acquired DRDOS, followed by

Caldera in 1996 (who released a version of the source code under an open-source license), followed by lineo in 1998,
and finally by DRDOS (www.drdos.com] in 2002.

Free and open-source DOS versions have been independently produced, upgraded, and maintained by the DR-DOS/
OpenDOS Enhancement Project (www.drdosprojects.de) as well as the FreeDOS Project (www.freedos.org).

Note

From 1996 to 1997, an effort was made by the more liberated thinkers at Apple to license its BIOS/OS combination,
and several Mac-compatible machines were developed, produced, and sold. Companies such as Sony, Power
Computing, Radius, and even Motorola invested millions of dollars in developing these systems, but shortly after these

first Mac clones were sold, Apple canceled the licensing! By canceling these licenses, Apple virtually guaranteed that

its systems would not be competitive with Windows-based PCs. Along with its smaller market share come much higher
system costs; fewer available software applications; and fewer options for hardware repair, replacement, and upgrades as
compared to PCs. The proprietary form factors also ensure that major components such as motherboards, power supplies,
and cases are available only from Apple at high prices, making outofwarranty repair, replacement, and upgrades of
these components not cost effective.

Now that Apple has converted its Mac systems to PC architecture, the only difference between a Mac
and a PC is the OS they run, so a PC running OS X essentially becomes a Mac, whereas a Mac running
Windows becomes a PC. This means that the only thing keeping Mac systems unique, beyond its
design style, is the ability to run OS X. To this end, Apple includes code in OS X that checks for an
Apple-specific security chip, thus preventing OS X from running on non-Apple PCs. Although this
does create an incentive to buy Apple-brand PCs, it also overlooks the huge market for selling OS X to
non-Apple PC users. For example, if Apple had sold OS X to PC users while Microsoft was delaying the
release of Vista, OS X would have taken a large amount of market share from Windows.
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Note

Despite Apple’s attempts to prevent OS X from running, the OSx86 Project (www.osx8bproject.org) has information show-

ing how fo get OS X installed and running on standard PCs.

Who Controls PC Hardware?

44
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It is clear that Microsoft has always had the majority control over PC software by virtue of its control
over the dominant PC OSs, but what about the hardware? It is easy to see that IBM controlled the

PC hardware standard up through 1987. After all, IBM invented the core PC motherboard design;

the original expansion bus slot architecture (8/16-bit ISA bus); the ROM BIOS interface, serial, and
parallel port implementations; video card design through VGA and XGA standards; floppy and hard
disk interface and controller implementations; power supply designs; keyboard interfaces and designs;
mouse interface; and even the physical shapes (form factors) of everything from the motherboard to
the expansion cards, power supplies, and system chassis.

But, to me, the real question is which company has been responsible for creating and inventing newer
and more recent PC hardware designs, interfaces, and standards. When I ask people that question,

I normally see some hesitation in their responses—some people say Microsoft (but it controls the
software, not the hardware), and some say HP or Dell, or they name a few other big-name system
manufacturers. Some, however, surmise the correct answer—Intel.

I can see why many people don’t immediately realize this; I mean, how many people actually own an

Intel-brand PC? No, not just one that says Intel Inside on it (which refers only to the system having an

Intel processor), but a system that was designed and built by, or even purchased through, Intel. Believe
it or not, many people today do have Intel PCs!

Certainly, this does not mean that consumers have purchased their systems from Intel because

Intel does not sell complete PCs to end users. You can’t currently order a system from Intel, nor can
you purchase an Intel-brand system from somebody else. What I am talking about are the major
components inside, including especially the motherboard as well as the core of the motherboard—the
chipset.

See Chapter 4, "Motherboards and Buses,” p. 165.
See Chapter 4's section “Chipsets,” p. 192.

How did Intel come to dominate the interior of our PCs? Intel has been the dominant PC processor
supplier since IBM chose the Intel 8088 CPU in the original IBM PC in 1981. By controlling the
processor, Intel naturally controlled the chips necessary to integrate its processors into system designs.
This led Intel into the chipset business. It started its chipset business in 1989 with the 82350 Extended
Industry Standard Architecture (EISA) chipset, and by 1993 it had become—along with the debut

of the Pentium processor—the largest-volume major motherboard chipset supplier. Now I imagine
Intel sitting there thinking that it makes the processor and all the other chips necessary to produce

a motherboard, so why not just eliminate the middleman and make the entire motherboard, too?
The answer to this, and a real turning point in the industry, came about in 1994 when Intel became
the largest-volume motherboard manufacturer in the world. By 1997, Intel made more motherboards
than the next eight largest motherboard manufacturers combined, with sales of more than 30 million
boards worth more than $3.6 billion!
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After an industry downturn in 2001, Intel concentrated on its core competency of chip making and
began using Chinese contract manufacturers such as Foxconn to make Intel-branded motherboards.
Since then, contract manufacturers such as Asus, Foxconn, ECS, MSI, and GIGABYTE have essentially
taken over the market for motherboard manufacturing. Regardless of which company actually
manufactures the boards, the main part of any motherboard is the chipset, which contains the
majority of the motherboard circuitry. These days, about 80% of PCs on the market use Intel
processors, and the majority of those are plugged in to motherboards built using Intel chipsets.

Intel controls the PC hardware standard because it controls the PC motherboard and most of the
components on it. It not only makes many of the motherboards being used in systems today,
but it also supplies the majority of processors and motherboard chipsets to other motherboard
manufacturers.

Intel also has had a primary hand in developing several PC hardware standards, such as the following:

B Universal serial bus (USB) 1.1, 2.0, and 3.0 for connecting peripheral devices.

B Thunderbolt high-speed serial data interface integrating both PCI-Express and DisplayPort over a
single cable.

Peripheral Component Interconnect (PCI) local bus interface.

M Accelerated Graphics Port (AGP) interface for higher-performance video cards than could be
implemented via PCI.

B PCI Express (originally known as 3GIO), the interface selected by the PCI Special Interest Group
(PCI SIG) to replace both PCI and AGP as the high-performance bus for PCs.

B Industry-standard motherboard form factors such as ATX (including variations such as micro-
ATX and FlexATX) and BTX (including variations such as microBTX, nanoBTX, and picoBTX).
ATX is still the most popular, and beginning in 1996-1997, it replaced the somewhat long-
in-the-tooth IBM-designed Baby-AT form factor, which had been used since the early 1980s.

B Front Panel I/O form factor defining the connectors, cables, and signals used to connect mother-
boards to the external switches, LEDs, and front ports on industry standard chassis.

B Advanced Host Controller Interface (AHCI) to provide a standard method for controlling Serial
ATA (SATA) host adapters.

B HD Audio specification defining the architecture and control of audio controllers on the PCI
bus.

B Wireless Display (WiDi) to transmit 1080p HD video and 5.1 surround sound from devices to
displays through a wireless connection.

B Desktop Management Interface (DMI) for monitoring system hardware functions.

B Dynamic Power Management Architecture (DPMA), Advanced Power Management (APM),
and Advanced Configuration and Power Interface (ACPI) standards for managing power use
in the PC.

Intel dominates not only the PC, but the entire worldwide semiconductor industry. According to the
sales figures compiled by iSuppli, Intel has more than 40% more sales revenue than the next closest
semiconductor company (Samsung) and almost 10 times that of competitor AMD (see Table 2.1).
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Table 2.1 Top 20 Semiconductor Companies Ranked by 2013 Semiconductor Sales
2013 2013 Revenue 2013 Market 2012 2012 to
Rank Company (Millions) Share Rank 2013 Change

1 Intel Corporation $46,960 14.8% 1 -1.0%

2 Samsung Electronics $33,456 10.5% 2 +7.0%

3 Qualcomm $17,341 5.5% 3 +31.6%

4 Micron Technology $14,168 4.5% 10 +109.2%

5 SK Hynix $13,335 4.2% 7 +48.7%

6 Toshiba Semiconductor $12,459 3.9% 5 +11.9%

7 Texas Instruments $11,379 3.6% 4 -5.5%

8 Broadcom $8,121 2.6% 9 +3.5%

9 STMicroelectronics $8,076 2.5% 8 -4.9%
10 Renesas Electronics $7,822 2.5% 6 -15.3%
11 Infineon Techno|ogies $5,096 1.6% 13 +5.7%
12 AMD $5,076 1.6% 12 -4.2%
13 NXP $4,658 1.5% 14 +13.2%
14 MediaTek $4,434 1.4% 18 +32.1%
15 Sony $4,394 1.4% 1 -28.1%
16 Freescale Semiconductor $3,958 1.2% 16 +5.8%
17 NVIDIA $3,612 1.1% 15 -5.6%
18 Marvell Technology Group $3,281 1.0% 19 +3.6%
19 ON Semiconductor $2,740 0.9% 22 -4.5%
20 Analog Devices $2,677 0.8% 23 +0.2%

Intel has remained number one in these rankings every year consecutively since 1992. As you can
see by these figures, it is no wonder that a popular industry news website called The Register

(www.theregister.com) uses the term “Chipzilla” when referring to the industry giant.

White-Box Systems

Many of the top-selling system manufacturers do design and make their own motherboards, especially
for their higher-end systems. According to Gartner Research, the top PC manufacturers for the last
several years have consistently been names such as Lenovo (formerly IBM), HP, Dell, and Acer. These
companies both design and manufacture their own motherboards and purchase existing boards from
motherboard manufacturers. In rare cases, they even design their own chips and chipset components
for their own boards. Although sales are high for these individual companies, a large segment of the
market is what those in the industry call the white-box systems.
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White-box is the term used by the industry to refer to what would otherwise be called generic PCs—that
is, PCs assembled from a collection of industry-standard, commercially available components. The
white-box designation comes from the fact that historically most of the chassis used by this type of
system have been white (or ivory or beige).

The great thing about white-box systems is that they use industry-standard components that are
interchangeable. This interchangeability is the key to future upgrades and repairs because it ensures
that a plethora of replacement parts will be available to choose from and will be interchangeable. For
many years, | have recommended avoiding proprietary systems and recommended more industry-
standard white-box systems instead.

Companies selling white-box systems do not usually manufacture the systems; they assemble them.
That is, they purchase commercially available motherboards, cases, power supplies, disk drives,
peripherals, and so on and assemble and market everything together as complete systems. Some
companies such as HP and Dell manufacture some of their own systems as well as assemble some from
industry-standard parts. In particular, the HP Pavilion and Dell Dimension lines are composed largely
of mainstream systems made with mostly industry-standard parts. PC makers using mostly industry-
standard parts also include high-end game system builders such as Alienware (owned by Dell).

Note

There can be exceptions for all these systems—for example, many small form factor systems use proprietary parts such as
motherboards and power supplies. | recommend avoiding such systems due fo future upgrade and repair hassles and the

high cost of proprietary replacement parts.

Others using industry-standard components include Acer, CyberPower, Micro Express, and Systemax,
but hundreds more could be listed. In overall total volume, this ends up being the largest segment of
the PC marketplace today. What is interesting about white-box systems is that, with few exceptions,
you and I can purchase the same motherboards and other components that any of the white-box
manufacturers can (although we would probably pay more than they do because of the volume
discounts they receive). We can assemble a virtually identical white-box system from scratch ourselves,
but that is a story for Chapter 18, “Building or Upgrading Systems.”

System Types

>>

PCs can be broken down into many categories. I like to break them down in two ways: by the design
or width of the processor bus (often called the front side bus [FSB]) as well as by the width of the
internal registers, which dictates the type of software that can be run.

When a processor reads data, the data moves into the processor via the processor’s external data
connection. Traditionally, this connection has been a parallel bus; however, in newer chips it is a
serialized point-to-point link, transferring fewer bits at a time but at a much higher rate. Older designs
often had several components sharing the bus, whereas the newer point-to-point links are exclusively
between the processor and the chipset.

See Chapter 3's section “Data |/O Bus,” p. 48.

Table 2.2 lists all the Intel and AMD x86 and x86-64 processors, their data bus widths, and their
internal register sizes.
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Table 2.2 Intel and AMD x86 and x86-64 Processors and Their Data
Bus/Register Widths

Processor Data Bus Width Register Size
8088 8-bit 16-bit
8086 16-bit 16-bit
286 16-bit 16-bit
386S5X 16-bit 32-bit
386DX/486/5x86 32-bit 32-bit
Intel/AMD x86 w/FSB 64-bit 32-bit
AMD x86 w/HyperTransport 16-bit 32-bit
AMD x86-64 w/HyperTransport 16-bit 64-bit
Infel x86-64 w/FSB 64-bit 64-bit
Infel x86-64 w/QPI 20-bit 64-bit
Infel x86-64 w/DMI 4-bit 64-bit

FSB = Front Side Bus (parallel bus)

HT = HyperTransport (serial point-to-point)

QPI = QuickPath Interconnect (serial point-to-point)
DMI= Direct Media Interface (serial point-to-point)

A common confusion arises in discussions of processor “widths.” Some people take the width to
refer to how many bits of data can be read or written at a time, whereas others refer to the size of
the internal registers, which control how much data can be operated on at a time. Although many
processors have had matching data bus widths and internal register sizes, they are not always the
same, which can lead to more confusion. For example, most Pentium processors have 64-bit data bus
widths and yet include internal registers that are only 32 bits wide. AMD and Intel processors with
x86-64 architecture have 64-bit internal registers and can run in both 32-bit and 64-bit modes. Thus,
from a software point of view, there are PC processors capable of running 16-bit, 32-bit, and 64-bit
instructions. For backward compatibility, those having 64-bit registers can also run 32-bit and 16-bit
instructions, and those with 32-bit registers can run 16-bit instructions. In any case, remember that
bus widths and register sizes are completely unrelated. Note that most newer processors use serial
buses that are narrow but also very fast.

»» See Chapter 3's section "Internal Registers (Internal Data Bus|,” p. 49.
P> See Chapter 3's secfion “Processor Specifications,” ps 40.

System Components

A modern PC is both simple and complicated. It is simple in the sense that over the years, many of
the components used to construct a system have become integrated with other components into fewer
and fewer actual parts. It is complicated in the sense that each part in a modern system performs
many more functions than did the same types of parts in older systems.

This section briefly examines all the components and peripherals in a modern PC system. Each item is
discussed further in later chapters.
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The components and peripherals necessary to assemble a basic modern PC system are listed in Table 2.3.

Table 2.3 Basic PC Components

Component

Description

Motherboard

Processor

Memory (RAM)

Case/chassis
Power supply
Hard drive/SSD

Optical drive

Keyboard

Mouse

Video card*
Monitor
Sound card*

Network*

The core of the system. It really is the PC; everything else is connected to it, and it controls
everything in the system. Motherboards are covered in Chapter 4.

Often thought of as the “engine” or “brain” of the computer. It's also called the central process-
ing unit (CPU). Many processors include a graphics processing unit (GPU) as well. Processors
are covered in Chapter 3.

The system memory is often called RAM (random access memory). This is the primary working
memory that holds all the programs and data the processor is using at a given time. Memory is
discussed in Chapter 6.

The frame or chassis that houses the motherboard, power supply, disk drives, adapter cards,
and any other physical components in the system. The case is covered in Chapter 17.

Feeds electrical power to the internal components in the PC. The power supply is covered in

detail in Chapter 17.

The primary high-capacity storage media for the system. Hard disk drives are discussed in
Chapter 8 and solid-state drives in Chapter 9.

CD (compact disc), DVD (digital versatile disc), and BD (Blu-ray disc) drives are relatively high-
capacity, removable-media, optical drives; most newer systems include drives featuring write/
rewrite capability. These drives are covered in Chapter 10.

The primary device on a PC that is used by a human to communicate with and control a sys-
tem. Keyboards are covered in Chapter 14.

Although many types of pointing devices are on the market today, the first and most popular
device for this purpose is the mouse. The mouse and other pointing devices are discussed in

Chapter 14.

Contains the GPU (graphics processing unit), which controls the information you see on the
monitor. Video cards are covered in Chapter 11.

The monitor or display shows information and is controlled by the video card. Monitors are
covered in Chapter 11.

Enables the PC to generate complex sounds. Sound cards and speakers are discussed in detail

in Chapter 12.

Most PCs ship with a wired and/or wireless network interface. Network cards are covered in
Chapter 16.

Components marked with an asterisk (*) may be integrated into the motherboard or processor on many systems.
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Microprocessor History

The brain or engine of the PC is the processor—sometimes called microprocessor or central process-
ing unit (CPU). The CPU performs the system'’s calculating and processing. The processor is one of
the two most expensive components in the system (the other being the video card). In higher-end
systems, the processor can cost up to three or more times more than the motherboard it plugs into.
Intel is generally credited with creating the first microprocessor in 1971 with the introduction of a
chip called the 4004. Today Intel still has control over the processor market, at least for PC systems,
although AMD has garnered a respectable market share. For the most part, PC-compatible systems
use either Intel processors or Intel-compatible processors from AMD.

Tip

One of the easiest ways to learn about your computer’s processor (speed, number of cores, and cache sizes), chipset,
and other features is fo run the free CPU-Z program. You can download it from www.cpuid.com. Later in this chapter,

you will see how CPU-Z works to display system information.

It is interesting to note that, prior to the creation of the PC, the microprocessor had existed for only
10 years! Intel released the first microprocessor in 1971; IBM created the PC in 1981. Over three
decades later, we are still using systems based more or less on the design of that first PC. The proces-
sors powering our PCs today are still backward compatible in many ways with the Intel 8088 that
IBM selected for the first PC in 1981.

The First Microprocessor
Intel was founded on July 18, 1968 (as N M Electronics) by two ex-Fairchild engineers, Robert Noyce
and Gordon Moore. Almost immediately, they changed the company name to Intel and were joined
by cofounder Andrew Grove. They had a specific goal: to make semiconductor memory practical
and affordable. This was not a given at the time, considering that silicon chip-based memory was
at least 100 times more expensive than the magnetic core memory commonly used in those days.
At the time, semiconductor memory was going for about a dollar a bit, whereas core memory was
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about a penny a bit. Noyce said, “All we had to do was reduce the cost by a factor of a hundred; then
we’d have the market, and that’s basically what we did.”

By 1970, Intel was known as a successful memory chip company, having introduced a 1Kb memory
chip, much larger than anything else available at the time. (1Kb equals 1,024 bits, and a byte equals 8
bits. This chip, therefore, stored only 128 bytes—not much by today’s standards.) Known as the 1103
dynamic random access memory (DRAM), it became the world’s largest-selling semiconductor device
by the end of the following year. By this time, Intel had also grown from the core founders and a
handful of others to more than 100 employees.

Because of Intel’s success in memory chip manufacturing and design, Japanese manufacturer Business
Computer Corporation (Busicom) asked Intel to design a set of chips for a family of high-performance
programmable calculators. At the time, all logic chips were custom-designed for each application or
product. Because most chips had to be custom-designed specific to a particular application, no one
chip could have widespread usage.

Busicom’s original design for its calculator called for at least 12 custom chips. Intel engineer Ted

Hoff rejected the unwieldy proposal and instead proposed a single-chip, general-purpose logic device
that retrieved its application instructions from semiconductor memory. As the core of a four-chip set
including read-only memory (ROM), random access memory (RAM), input/output (I/O) and the 4004
processor, a program could control the processor and essentially tailor its function to the task at hand.
The chip was generic in nature, meaning it could function in designs other than calculators. Previous
chip designs were hard-wired for one purpose, with built-in instructions; this chip would read a vari-
able set of instructions from memory, which would control the function of the chip. The idea was

to design, on a single chip, almost an entire computing device that could perform various functions,
depending on which instructions it was given.

In April 1970, Intel hired Frederico Faggin to design and create the 4004 logic based on Hoff’s pro-
posal. Like the Intel founders, Faggin came from Fairchild Semiconductor, where he had developed
the silicon gate technology that would prove essential to good microprocessor design. During the ini-
tial logic design and layout process, Faggin had help from Masatoshi Shima, the engineer at Busicom
responsible for the calculator design. Shima worked with Faggin until October 1970, after which he
returned to Busicom. Faggin received the first finished batch of 4004 chips at closing time one day
in January 1971, working alone until early the next morning testing the chip before declaring, “It
works!” The 4000 chip family was completed by March 1971 and put into production by June 1971.
It is interesting to note that Faggin actually signed the processor die with his initials (FF), a tradition
that others often carried out in subsequent chip designs.

There was one problem with the new chip: Busicom owned the rights to it. Faggin knew that the
product had almost limitless application, bringing intelligence to a host of “dumb” machines. He
urged Intel to repurchase the rights to the product. Although Intel founders Gordon Moore and Robert
Noyce championed the new chip, others within the company were concerned that the product would
distract Intel from its main focus: making memory. They were finally convinced by the fact that every
four-chip microcomputer set included two memory chips. As the director of marketing at the time
recalled, “Originally, I think we saw it as a way to sell more memories, and we were willing to make
the investment on that basis.”

Intel offered to return Busicom’s $60,000 investment in exchange for the rights to the product. Strug-
gling with financial troubles, the Japanese company agreed. Nobody in the industry at the time, even
Intel, realized the significance of this deal, which paved the way for Intel’s future in processors.

The result was the November 15, 1971, introduction of the 4-bit Intel 4004 CPU as part of the MCS-4
microcomputer set. The 4004 ran at a maximum clock speed of 740KHz (740,000 cycles per second, or
nearly 3/4 of a megahertz); contained 2,300 transistors in an area of only 12 sq. mm (3.5mmx3.5mm);
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and was built on a 10-micron process, where each transistor was spaced about 10 microns (millionths
of a meter) apart. Data was transferred 4 bits at a time, and the maximum addressable memory was
only 640 bytes. The chip cost about $200 and delivered about as much computing power as ENIAC,
one of the first electronic computers. By comparison, ENIAC relied on 18,000 vacuum tubes packed
into 3,000 cubic feet (85 cubic meters) when it was built in 1946.

The 4004 was designed for use in a calculator but proved to be useful for many other functions
because of its inherent programmability. For example, the 4004 was used in traffic light controllers,
blood analyzers, and even in the NASA Pioneer 10 deep-space probe. You can see more information
about the legendary 4004 processor at www.intel4004.com and www.4004.com.

In April 1972, Intel released the 8008 processor, which originally ran at a clock speed of SO0KHz
(0.5MHz). The 8008 processor contained 3,500 transistors and was built on the same 10-micron process
as the previous processor. The big change in the 8008 was that it had an 8-bit data bus, which meant it
could move data 8 bits at a time—twice as much as the previous chip. It could also address more mem-
ory, up to 16KB. This chip was primarily used in dumb terminals and general-purpose calculators.

The next chip in the lineup was the 8080, introduced in April 1974. The 8080 was conceived by
Frederico Faggin and designed by Masatoshi Shima (former Busicom engineer) under Faggin’s super-
vision. Running at a clock rate of 2MHz, the 8080 processor had 10 times the performance of the
8008. The 8080 chip contained 6,000 transistors and was built on a 6-micron process. Similar to the
previous chip, the 8080 had an 8-bit data bus, so it could transfer 8 bits of data at a time. The 8080
could address up to 64KB of memory, which was significantly more than the previous chip.

The 8080 helped start the PC revolution because it was the processor chip used in what is generally
regarded as the first personal computer, the Altair 8800. The CP/M operating system (OS) was written
for the 8080 chip, and the newly founded Microsoft delivered its first product: Microsoft BASIC for the
Altair. These initial tools provided the foundation for a revolution in software because thousands of
programs were written to run on this platform.

In fact, the 8080 became so popular that it was cloned. Wanting to focus on processors, Frederico
Faggin left Intel in 1974 to found Zilog and create a “Super-80” chip, a high-performance 8080-
compatible processor. Masatoshi Shima joined Zilog in April 1975 to help design what became known
as the Z80 CPU. The Z80 was released in July 1976 and became one of the most successful processors
in history. In fact, it is still being manufactured and sold today.

The Z80 was not pin compatible with the 8080 but combined functions such as the memory interface
and RAM refresh circuitry, which enabled cheaper and simpler systems to be designed. The Z80 incor-
porated a superset of 8080 instructions, meaning it could run all 8080 programs. It also included new
instructions and new internal registers; therefore, whereas 8080 software would run on the Z80, soft-
ware designed for the Z80 would not necessarily run on the older 8080. The Z80 ran initially at 2MHz
(current versions run at speeds ranging from 6MHz to 20MHz); contained 8,500 transistors; and could
access 64KB of memory. The Z80 is still used in products such as scientific and graphing calculators
and has been developed into faster versions with larger memory addressing space by Zilog and many
other vendors. Descendants of the Z80 are currently used in audio processing chips, telecom, and
peripheral controllers.

RadioShack selected the Z80 for the TRS-80 Model 1, its first PC. The chip also was the first to be used
by many pioneering personal computer systems, including the Osborne and Kaypro machines. Other
companies followed, and soon the Z80 was the standard processor for systems running the CP/M OS
and the popular software of the day.

Intel released the 80835, its follow-up to the 8080, in March 1976. The 8085 ran at SMHz and con-
tained 6,500 transistors. It was built on a 3-micron process and incorporated an 8-bit data bus. Even
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though it predated the Z80 by several months, it never achieved the popularity of the Z80 in personal
computer systems. It was, however, used in the IBM System/23 Datamaster, which was the immedi-
ate predecessor to the original PC at IBM. The 8085 became most popular as an embedded controller,
finding use in scales and other computerized equipment.

Along different architectural lines, MOS Technologies introduced the 6502 in 1976. Several ex-Motorola
engineers who had worked on Motorola’s first processor, the 6800, designed this chip. The 6502 was an
8-bit processor like the 8080, but it sold for around $25, whereas the 8080 cost about $300 when it was
introduced. The price appealed to Steve Wozniak, who placed the chip in his Apple I and Apple II/II+
designs. The chip was also used in systems by Commodore and other system manufacturers. The 6502
and its successors were used in game consoles, including the original Nintendo Entertainment System
(NES), among others. Motorola went on to create the 68000 series, which became the basis for the
original line of Apple Macintosh computers. The second-generation Macs used the PowerPC chip, also
by Motorola and a successor to the 68000 series. Of course, the current Macs have adopted PC architec-
ture, using the same processors, chipsets, and other components as PCs.

In the early 1980s, I had a system containing both a MOS Technologies 6502 and a Zilog Z80. It was

a 1MHz (yes, that’s one megahertz!) 6502-based Apple II+system with a Microsoft Softcard (Z80 card)
plugged into one of the slots. The Softcard contained a 2MHz Z80 processor, which enabled me to run
both Apple and CP/M software on the system.

All these previous chips set the stage for the first PC processors. Intel introduced the 8086 in June
1978. The 8086 chip brought with it the original x86 instruction set that is still present in current
x86-compatible chips such as the Core i-series and AMD FX. However, it was a reduced-feature version
of the 8086, the Intel 8088, that became the processor used by the first IBM PC.

To learn more about the 8086 and 8088, see the section “P1 (086) Processors.”

PC Processor Evolution
Since the first PC debuted in 1981, PC processor evolution has concentrated on five main areas:

B Increasing the transistor count and density

B Increasing the clock cycling speeds

B Increasing the size of internal registers (bits)

B Adding and increasing the size of cache RAM

B Increasing the number of cores in a single chip
Intel introduced the 286 chip in 1982. With 134,000 transistors, it provided about three times the per-
formance of other 16-bit processors of the time. Featuring on-chip memory management, the 286 also

offered software compatibility with its predecessors. This revolutionary chip was first used in IBM’s
benchmark PC-AT, the system upon which all modern PCs are based.

In 1985 came the Intel 386 processor. With a new 32-bit architecture and 275,000 transistors, the chip
could perform more than five million instructions per second (MIPS). Compagq’s Deskpro 386 was the
first PC based on the new microprocessor.

Note

Intel began fo develop mobile versions of its processors in the early 1990s with the development of the 386 processor.

Both Intel and AMD have developed mobile versions of almost all their processors.

Although @ mobile processor can have the same code name and a similar model number and be based on the same
general archifecture as ifs deskfop counterpart, it might feature lower clock speeds, smaller cache sizes, and different
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implementations of some features. The processor features for a particular processor family discussed in this chapter apply
fo desktop processors. For more information about mobile processors in a given processor family, see the Intel or AMD
website.

Next out of the gate was the Intel 486 processor in 1989. The 486 had 1.2 million transistors and the
first built-in math coprocessor. It was also the first Intel x86 processor to include instruction and data
cache RAM. It was some 50 times faster than the original 4004, equaling the performance of some
mainframe computers.

Then, in 1993, Intel introduced the first P5 family (586) processor, called the Pentium, setting new
performance standards with several times the performance of the previous 486 processor. The Pentium
processor used 3.1 million transistors to perform up to 90 MIPS—now up to about 1,500 times the
speed of the original 4004.

Note

Infel’s change from using numbers (386,/486) to names (Pentium/Pentium Pro) for its processors was based on the fact that
it could not secure a registered trademark on a number and therefore could not prevent its competitors from using those

same numbers on clone chip designs.

The first processor in the P6 (686) family, called the Pentium Pro processor, was introduced in 1995.
With 5.5 million transistors, it was the first to be packaged with a second die containing high-speed
L2 memory cache to accelerate performance.

Intel revised the original P6 (686/Pentium Pro) and introduced the Pentium II processor in May 1997.
Pentium II processors had 7.5 million transistors packed into a cartridge rather than a conventional
chip, allowing the L2 cache chips to be attached directly on the module. The Pentium II family was
augmented in April 1998, with both the low-cost Celeron processor for basic PCs and the high-end
Pentium II Xeon processor for servers and workstations. Intel followed with the Pentium III in 1999,
essentially a Pentium II with Streaming SIMD Extensions (SSE) added.

Around the time the Pentium was establishing its dominance, AMD acquired NexGen, which had
been working on its Nx686 processor. AMD incorporated that design along with a Pentium interface
into what would be called the AMD K6. The K6 was both hardware and software compatible with

the Pentium, meaning it plugged in to the same Socket 7 and could run the same programs. As Intel
dropped its Pentium in favor of the more expensive Pentium II and III, AMD continued making faster
versions of the K6 and made huge inroads in the low-end PC market.

In 1998, Intel became the first to integrate L2 cache directly on the processor die (running at the full
speed of the processor core), dramatically increasing performance. This was first done on the second-
generation Celeron processor (based on the Pentium II core), as well as the Pentium IIPE (performance-
enhanced) chip used only in laptop systems. The first high-end desktop PC chip with on-die full-core
speed L2 cache was the second-generation (Coppermine core) Pentium III introduced in late 1999. After
this, all major processor manufacturers began integrating L2 (and even L3) cache on the processor die,
a trend that continues today.

AMD introduced the Athlon in 1999 to compete with Intel head to head in the high-end desktop PC
market. The Athlon became successful, and it seemed for the first time that Intel had some real com-
petition in the higher-end systems. In hindsight, the success of the Athlon might be easy to see, but at
the time it was introduced, its success was anything but assured. Unlike the previous K6 chips, which
were both hardware and software compatible with Intel processors, the Athlon was only software com-
patible and required a motherboard with an Athlon supporting chipset and processor socket.
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The year 2000 saw a significant milestone when both Intel and AMD crossed the 1GHz barrier, a
speed that many thought could never be accomplished. In 2001, Intel introduced a Pentium 4 version
running at 2GHz, the first PC processor to achieve that speed. November 15, 2001 marked the 30th
anniversary of the microprocessor, and in those 30 years processor speed had increased more than
18,500 times (from 0.108MHz to 2GHz). AMD also introduced the Athlon XP, based on its newer Palo-
mino core, as well as the Athlon MP, designed for multiprocessor server systems.

In 2002, Intel released a Pentium 4 version running at 3.06GHz, the first PC processor to break the
3GHz barrier, and the first to feature Intel’s Hyper-Threading (HT) Technology, which turns the proces-
sor into a virtual dual-processor configuration. By running two application threads at the same time,
HT-enabled processors can perform tasks at speeds 25%-40% faster than non-HT-enabled processors
can. This encouraged programmers to write multithreaded applications, which would prepare them for
when true multicore processors would be released a few years later.

In 2003, AMD released the first 64-bit PC processor: the Athlon 64 (previously code-named Claw-
Hammer, or K8), which incorporated AMD-defined x86-64 64-bit extensions to the IA-32 architecture
typified by the Athlon, Pentium 4, and earlier processors. That year Intel also released the Pentium 4
Extreme Edition, the first consumer-level processor to incorporate L3 cache. The whopping 2MB of
cache added greatly to the transistor count as well as performance. In 2004, Intel followed AMD by
adding the AMD-defined x86-64 extensions to the Pentium 4.

In 2005, both Intel and AMD released their first dual-core processors, basically integrating two proces-
sors into a single chip. Although boards supporting two or more processors had been commonly used
in network servers for many years prior, this brought dual-CPU capabilities in an affordable package

to standard PCs. Rather than attempting to increase clock rates, as has been done in the past, adding
processing power by integrating two or more processors into a single chip enables future processors to
perform more work with fewer bottlenecks and with a reduction in both power consumption and heat
production.

In 2006, Intel released a new processor family called the Core 2, based on an architecture that came
mostly from previous mobile Pentium M/Core duo processors. The Core 2 was released in a dual-core
version first, followed by a quad-core version (combining two dual-core die in a single package) later
in the year. In 2007, AMD released the Phenom, which was the first quad-core PC processor with all
four cores on a single die. In 2008, Intel released the Core i-series (Nehalem) processors, which are
single-die quad-core chips with HT Technology (appearing as eight cores to the OS) that include inte-
grated memory and optional video controllers. Intel also introduced its Atom line of processors, which
support x86 instructions but require far less power than conventional processors. Atom was first used
in netbooks but has since also become widely used in tablets and smartphones. At this time, AMD also
released its Phenom II series of multicore (up to six-core) processors based on its K10 architecture with
support for both DDR2 and DDR3 memory.

In 2011, Intel released the Sandy Bridge second generation of Core i-series processors, including four-
core and six-core processors with HT Technology, supporting up to 12 execution threads. Some models
include an on-die video controller that permits dynamic switching of resources between GPU and
CPU (TurboBoost 2.0), depending on the type of processing being performed. Intel also introduced a
3D-fabrication process at 22nm for processors: the 3D Tri-Gate transistor. In 2011, AMD introduced

its Fusion/HSA (Heterogeneous Systems Architecture) processors (accelerated processing units [APUs]).
These incorporate Radeon graphics; low power consumption; and acceleration for video, photo, and
web operations. For desktops using discrete graphics cards, AMD also released its Socket AM3+ FX-
81xx (eight-core), FX-61xx (six-core), and FX-41xx (four-core) processors based on its modular Bull-
dozer architecture.

In 2012, Intel released the third-generation Core i-series processors (Ivy Bridge) and complementing
Panther Point chipsets. Ivy Bridge uses the aforementioned 3D Tri-Gate transistor technology Intel
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developed in 2011 and were the first Intel processors to use the 22nm process. Noted advancements
also include integrated USB 3.0 support and PCI Express 3.0 support. AMD released its second version
of Socket AM3+ FX-83xx, FX-63xx, and FX-43xx processors. These are based on its modular Piledriver
architecture, a more efficient version of Bulldozer, as well as “Trinity” APUs (improved versions of

its original desktop APUs also using Piledriver architecture). AMD’s chipsets for these new processors
also include integrated support for USB 3.0. 2012 also saw the development of a tablet-optimized ver-
sion of Windows, Windows RT, which uses RISC-based ARM processors. ARM processors are produced
under license by many companies and are also used in non-Windows tablets and smartphones.

In 2013, Intel released the fourth-generation Core i-series (Haswell) processors, which feature pro-
cessor-integrated voltage regulators, new AVX 2.0 instructions, a second branch-prediction unit and
additional arithmetic and address-generation units. AMD released its Vishera series of Piledriver-based
CPUs, the FX 9xxx series, with clock speeds in excess of 4.4GHz and water cooling recommended.
AMD also introduced its more efficient Richland APUs and Socket FM2.

In 2014, Intel released its “Devil’s Canyon” fourth-generation high-performance Core i-series proces-
sors. These are based on Haswell architecture, but the Core i7 version is the first Intel CPU to run

at a basic clock speed of 4GHz. Intel also released Core i7 processors in its Haswell E (also known as
Haswell refresh) family that use LGA2011v3, a revised version of LGA2011, and a 20th anniversary
Pentium processor with unlocked cores for easier multitasking. In this same year, AMD released its first
“Steamroller” architecture APUs (Kaveri).

16-Bit to 64-Bit Architecture Evolution

The first major change in processor architecture was the move from the 16-bit internal architecture of
the 286 and earlier processors to the 32-bit internal architecture of the 386 and later chips, which Intel
calls IA-32 (Intel Architecture, 32-bit). Intel’s 32-bit architecture dates to 1985. It took a full 10 years
for both a partial 32-bit mainstream OS (Windows 95) as well as a full 32-bit OS requiring 32-bit
drivers (Windows NT) to surface, and it took another 6 years for the mainstream to shift to a fully
32-bit environment for the OS and drivers (Windows XP). That’s a total of 16 years from the release of
32-bit computing hardware to the full adoption of 32-bit computing in the mainstream with support-
ing software. I'm sure you can appreciate that 16 years is a lifetime in technology.

Now we are near the end of another major architectural jump, as Intel, AMD, and Microsoft have
almost completely shifted from 32-bit to 64-bit architectures. In 2001, Intel had introduced the 1A-64
(Intel Architecture, 64-bit) in the form of the Itanium and Itanium 2 processors, but this standard
was something completely new and not an extension of the existing 32-bit technology. IA-64 was
announced in 1994 as a CPU development project with Intel and HP (code-named Merced), and the
first technical details were made available in October 1997.

The fact that the [IA-64 architecture is not an extension of IA-32 but is instead a new and com-
pletely different architecture was fine for non-PC environments such as servers (for which IA-64 was
designed), but the PC market has always hinged on backward compatibility. Even though emulating
IA-32 within IA-64 is possible, such emulation and support is slow.

With the door now open, AMD seized this opportunity to develop 64-bit extensions to IA-32, which
it calls AMD64 (originally known as x86-64). Intel eventually released its own set of 64-bit extensions,
which it calls EM64T or IA-32e mode. As it turns out, the Intel extensions are almost identical to the
AMD extensions, meaning they are software compatible. It seemed for the first time that Intel had
unarguably followed AMD’s lead in the development of PC architecture.

However, AMD and Intel’s 64-bit processor could run only in 32-bit mode on existing operating sys-
tems. To make 64-bit computing a reality, 64-bit OSs and 64-bit drivers are also needed. Microsoft
began providing trial versions of Windows XP Professional x64 Edition (which supports AMD64 and
EM64T) in April 2005, but it wasn’t until the release of Windows Vista x64 in 2007 that 64-bit com-
puting would begin to go mainstream. Initially, the lack of 64-bit drivers was a problem, but by the
release of Windows 7 x64 in 2009, most device manufacturers were providing both 32-bit and 64-bit
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drivers for virtually all new devices. Linux is also available in 64-bit versions, making the move to
64-bit computing possible for non-Windows environments as well.

Another important development is the introduction of multicore processors from both Intel and AMD.
Current multicore desktop processors from Intel and AMD have up to eight full CPU cores operating
off of one CPU package—in essence, enabling a single processor to perform the work of multiple pro-
cessors. Although multicore processors don’t make games that use single execution threads play faster,
multicore processors, like multiple single-core processors, split up the workload caused by running
multiple applications at the same time. If you’ve ever tried to scan for malware while simultaneously
checking email or running another application, you’ve probably seen how running multiple applica-
tions can bring even the fastest processor to its knees. With multicore processors available from both
Intel and AMD, your ability to get more work done in less time by multitasking is greatly enhanced.
A growing number of applications are now optimized for multicore processors; these applications are
known as multithreaded applications. Multicore processors also support 64-bit extensions, enabling you
to enjoy both multicore and 64-bit computing’s advantages.

PCs have certainly come a long way. The original 8088 processor used in the first PC contained 29,000
transistors and ran at 4.77MHz with no onboard cache. Compare that to today’s chips: The AMD
eight-core FX-9590 has an estimated 1.2 billion transistors and runs at up to 4.7GHz standard speed
(5.0GHz in Turbo Core mode) with 8MB cache. High-end six-core Intel Core i7 models have around
2.27 billion transistors and run at up to 4GHz with 15MB cache. As multicore processors with large
integrated caches continue to be used in designs, look for transistor counts and real-world perfor-
mance to continue to increase well beyond a billion transistors. And the progress won't stop there,
because according to Moore’s Law, processing speed and transistor counts are doubling every

1.5-2 years.

Processor Specifications

Many confusing specifications often are quoted in discussions of processors. The following sections
discuss some of these specifications, including the data bus, address bus, and speed. The next section
includes a table that lists the specifications of virtually all PC processors.

Table 3.1 Intel Processor Specifications

Processor Cores Process (Micron) Clock Voltage Registers Data Bus Max. Memory
8088 1 3.0 1x 5V 16-bit 8-bit 1MB

8086 1 3.0 1x o\ 16-bit 16-bit 1MB

286 1 1.5 1x 5V 16-bit 16-bit 16MB

386SX 1 1.5,1.0 1x o\ 32-bit 16-bit 16MB

386SL 1 1.0 1x 3.3V 32-bit 16-bit 16MB

386DX 1 1.5,1.0 1x 5V 32-bit 32-bit 4GB

486SX 1 1.0,0.8 1x 5V 32-bit 32-bit 4GB

4865X2 1 0.8 2x 5V 32-bit 32-bit 4GB

4875X 1 1.0 1x 5V 32-bit 32-bit 4GB

486DX 1 1.0,0.8 1x 5V 32-bit 32-bit 4GB
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Processors can be identified by two main parameters: how wide they are and how fast they are. The
speed of a processor is a fairly simple concept. Speed is counted in megahertz (MHz) and gigahertz
(GHz), which means millions and billions, respectively, of cycles per second—and faster is better! The
width of a processor is a little more complicated to discuss because three main specifications in a pro-
cessor are expressed in width:

B Data (I/O) bus (also called FSB or front side bus)
B Address bus

B Internal registers

Note that the processor data bus is also called the front side bus (FSB), processor side bus (PSB), or just
CPU bus. All these terms refer to the bus that is between the CPU and the main chipset component
(North Bridge or Memory Controller Hub). Intel uses the FSB or PSB terminology, whereas AMD uses
only FSB. I usually just like to say CPU bus in conversation or when speaking during my training semi-
nars because that is the least confusing of the terms while also being completely accurate.

The number of bits a processor is designated can be confusing. Most modern processors have 64-bit (or
wider) data buses; however, that does not mean they are classified as 64-bit processors. Processors from
the 386 through the Pentium 4 and Athlon XP are considered 32-bit processors because their internal
registers are 32 bits wide, although their data I/O buses are 64 bits wide and their address buses are 36
bits wide (both wider than their predecessors, the Pentium and K6 processors). Processors since the Intel
Core 2 series and the AMD Athlon 64 are considered 64-bit processors because their internal registers are
64 bits wide.

First, I present some tables describing the differences in specifications between all the PC processors;
then the following sections will explain the specifications in more detail. Refer to these tables as you
read about the various processor specifications, and the information in the tables will become clearer.

Tables 3.1 and 3.2 list the most significant processors from Intel and AMD.

L2/L3 Cache Multimedia

L1 Cache L2 Cache L3 Cache Speed Instructions Transistors  Introduced
= = = = = 29,000 June 1979
- - - - - 29,000 June 1978
= = = = = 134,000 Feb. 1982
— — - Bus — 275,000 June 1988
OKB! = = Bus = 855,000 Oct. 1990
- - - Bus - 275,000 Oct. 1985
8KB = = Bus = 1.185M Apr. 1991
8KB - - Bus - 1.185M Apr. 1994
8KB = = Bus = 1.2M Apr. 1991

8KB - - Bus - 1.2M Apr. 1989
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Table 3.1 Continued

Processor Cores Process (Micron) Clock Voltage Registers Data Bus Max. Memory
486512 1 0.8 1x 3.3V 32-bit 32-bit 4GB
486DX2 1 0.8 2x 5V 32-bit 32-bit 4GB
486DX4 1 0.6 2x+ 3.3V 32-bit 32-bit 4GB
486 Pentium OD 1 0.6 2.5x 5V 32-bit 32-bit 4GB
Pentium 60/66 1 0.8 Ix 5v 32-bit 64bit 4GB
Pentium 75-200 1 0.6,0.35 1.5x+ 3.5V 32-bit 64-bit 4GB
Pentium MMX 1 0.35, 0.25 1.5x+ 2.8V 32-bit 64-bit 4GB
Pentium Pro 1 0.35 2x+ 3.3V 32-bit 64-bit 64GB
Pentium Il (Klamath) 1 0.35 >2x 2.8V 32-bit 64-bit 64GB
Pentium Il (Deschutes) 1 0.35 >2x 2.0V 32-bit 64-bit 64GB
Pentium Il PE (Dixon) 1 0.25 >2x 1.6V 32-bit 64-bit 64GB
Celeron (Covington) 1 0.25 >2x 2.8V 32-bit 64-bit 64GB
Celeron A (Mendocino) 1 0.25 >2x 2V 32-bit 64-bit 64GB
Celeron lll (Coppermine) 1 0.18 >2x 1.75V 32-bit 64-bit 64GB
Celeron IIl (Tualatin) 1 0.13 >2x 1.5V 32-bit 64-bit 64GB
Pentium Il (Katmai) 1 0.25 >2x 2V 32-bit 64-bit 64GB
Pentium IIl (Coppermine) 1 0.18 >2x 1.75V 32-bit 64-bit 64GB
Pentium Il (Tualatin) 1 0.13 >2x 1.45V 32-bit 64-bit 64GB
Celeron 4 (Willamette) 1 0.18 >2x 1.75V 32-bit 64-bit 64GB
Pentium 4 (Willamette) 1 0.18 >2x 1.75V 32-bit 64-bit 64GB
Pentium 4A (Northwood) 1 0.13 >2x 1.5V 32-bit 64-bit 64GB
Pentium 4EE (Prestonia) 1 0.13 >2x 1.5V 32-bit 64-bit 64GB
Pentium 4E (Prescott) 1 0.09 >2x 1.4V 32-bit 64-bit 64GB
Celeron D (Prescott) 1 0.09 >2x 1.4V 64-bit 64-bit 1TB
Pentium D (Smithfield) 2 0.09 >2x 1.4V 64-bit 64-bit 1TB
Pentium D (Presler) 2 0.065 >2x 1.4V 64-bit 64-bit 1B
Pentium M (Banias) 1 0.13 >2x 1.5V 32-bit 64-bit 64GB
Pentium M (Dothan) 1 0.09 >2x 1.3V 32-bit 64-bit 64GB
Core Duo (Yonah) 2 0.09 >2x 1.3V 32-bit 64-bit 64GB

Core 2 Duo (Conroe) 2 0.065 >2x 1.3V 64-bit 64-bit 1TB
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L2/L3 Cache Multimedia

L1 Cache L2 Cache L3 Cache Speed Instructions Transistors  Introduced
8KB = = Bus = 1.4M Nov. 1992
8KB — — Bus - 1.2M Mar. 1992
16KB = = Bus = 1.6M Feb. 1994
2x16KB  — - Bus - 3.1M Jan. 1995
2x8KB = = Bus = 3.1M Mar. 1993
2x8KB - - Bus - 3.3M Mar. 1994
2x16KB = = Bus MMX 4.5M Jan. 1997
2x8KB 256KB, 512KB, - Core - 5.5M Nov. 1995
TMB
2x16KB  512KB = 1/2 core MMX 7.5M May 1997
2x16KB 512KB - 1/2 core MMX 7.5M May 1997
2x16KB 256KB = Core MMX 27 .4M Jan. 1999
2x16KB OKB - - MMX 7.5M Apr. 1998
2x16KB 128KB = Core MMX 19M Aug. 1998
2x16KB 128KB - Core SSE 28.1M Feb. 2000
2x16KB  256KB = Core SSE 44M Oct. 2001
2x16KB  512KB — 1/2 core SSE 9.5M Feb. 1999
2x16KB 256KB = Core SSE 28.1M Oct. 1999
2x16KB  512KB - Core SSE 44M June 2001
2x16KB 128KB = Core SSE2 42M May 2002
>16KB 256KB - Core SSE2 42M Nov. 2000
>16KB 512KB = Core SSE2 55M Jan. 2002
>16KB 512KB 2MB Core SSE2 178M Nov. 2003
>16KB 1MB — Core SSE3 125M Feb. 2004
>16KB 256KB - Core SSE3 125M June 2004
>32KB 1TMB per core = Core SSE3 230M May 2005
>32KB 2MB per core - Core SSE3 376M Dec. 2005
>32KB 1MB = Core SSE2 77M Mar. 2003
>32KB 2MB - Core SSE2 144M May 2004
>64KB 1TMB per core = Core SSE3 151M Jan. 2006

>64KB 2-4MBper core  — Core SSSE3 291M July 2006
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Processor Cores Process (Micron) Clock Voltage Registers Data Bus Max. Memory
Core 2 Quad (Kentsfield) 4 0.065 >2x 1.3V 64-bit 64-bit 1TB
Core 2 Duo (Wolfdale) 2 0.045 >2x 1.3V 64-bit 64-bit 1TB
Core 2 Quad (Yorkfield) 4 0.045 >2x 1.3V 64-bit 64-bit 1TB
Core i7 (Bloomfield) 4 0.045 >2x 1.4V 64-bit 64-bit 24GB
Core i5/i7 (Lynnfield) 4 0.045 >2x 1.4V 64-bit 64-bit 16GB
Core i3/i5 (Clarkdale) 2 0.032 >2x 1.4V 64-bit 64-bit 16GB
Core i7 (Gulftown) 6 0.045 >2x 1.4V 64-bit 64-bit 24GB
Core i7 (Sandy Bridge) 4 0.032 >2x 1.4V 64-bit 64-bit 8-32GB
Core i5 (Sandy Bridge) 4 0.032 >2x 1.4V 64-bit 64-bit 32GB
Core i3/i5 (Sandy Bridge) 2 0.032 >2x 1.4V 64-bit 64-bit 8-32GB
Atom 1 0.045 >2x 0.9V 64-bit 64-bit 2GB
Core i7 (Sandy Bridge-E) ~ 4-6*** 0.032 >2x 1.4V 64-bit 64-bit 64GB
Core i7 (Ivy Bridge) 4 0.022 >2x 1.4V 64-bit 64-bit 32GB
Core i5 (Ivy Bridge) 4 0.022 >2x 1.4V 64-bit 64-bit 32GB
Core i3/i5 (Ivy Bridge) 2 0.022 >2x 1.4V 64-bit 64-bit 32GB
Core i7 ((Haswell) 6 0.022 >2x FIVR# 64-bit 64-bit 64GB
Core i5 (Haswell) 4 0.022 >2x FIVR# 64-bit 64-bit 32GB
Core/i3 (Haswell) 2 0.022 >2x FIVR# 64-bit 64-bit 32GB
Core i7 (Haswell E) 6-8 0.022 >2x 1.4V 64-bit 64-bit 64GB

* Dual-core and dual-core with HT Technology have lower counts.

** Instruction Cache Data Cache is 24KB.

***]10OMB (Stepping M1); 12-15MB (Stepping C1-C2, varies by model).

***xx$ix-core (Stepping C1-C2 has 2.27 billion transistors); four-core (Stepping M) has 1.27 billion transistors.
****x*Not disclosed by Intel.

Table 3.2 AMD Processor Specifications

Process Max.
Processor Cores (Micron) Clock Voltage Registers Data Bus Memory
AMD K5 1 0.35 1.5x+ 3.5V 32-bit 64-bit 4GB
AMD Ké 1 0.35 2.5x+ 3.2V 32-bit 64-bit 4GB
AMD Ké6-2 1 0.25 2.5x+ 2.4V 32-bit 64-bit 4GB
AMD Ké-3 1 0.25 >2x 2.4V 32-bit 64-bit 4GB
AMD Athlon 1 0.25 >2x 1.8V 32-bit 64-bit 4GB
AMD Duron 1 0.18 >2x 1.8V 32-bit 64-bit 4GB

AMD Athlon (Thunderbird) 1 0.18 >2x 1.8V 32-bit 64-bit 4GB
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L2/L3 Cache Multimedia
L1 Cache L2 Cache L3 Cache Speed Instructions Transistors  Introduced
>64KB 4MB per core = Core SSSE3 582M Dec. 2006
>64KB 3-6MB per core — Core SSSE4.1 410M Jan. 2008
>64KB 2-6MB per core  — Core SSSE4.1 820M Mar. 2008
>64KB 256KB per core  8MB Core SSE4.2 731M Nov. ‘08
>64KB 256KB per core  8MB Core SSE4.2 774M Sept. ‘09
>64KB 256KB per core  4MB Core SSE4.2 560M Jan. ‘10
>64KB 256KB per core 12MB Core SSE4.2 1.17T March 10
>64KB 256KB per core 8MB Core SSE4.2, AVX 995M Jan. ‘11
>64KB 256KB per core  6MB Core SSE4.2, AVX 624M Jan. ‘11
>64KB 256KB per core 3MB Core SSE4.2, AVX 504M Jan. ‘11
32KB** 512KB N/A Core SSE3, SSSE3 47M June ‘08
>64KB 256KB per core 10-15MB***  Core SSE4.2, AVX e Jan. ‘11
>64KB 256KB per core  8MB Core SSE4.2, AVX 1.4B April 112
>64KB 256KB per core  6MB Core SSE4.2, AVX 14 April 112
>64KB 256KB per core  3MB Core SSE4.2, AVX e June ‘12
>64KB 256KB per core  8MB Core SSE4.2, AVX 1.6B April 13
>64KB 256KB per core  6MB Core SSE4.2, AVX 1.6B April 13
>64KB 256KB per core  4MB Core SSE4.2, AVX 1.6B Sept. ‘13
>64KB 256KB per core 15-20MB Core SSE4.2, AVX 2.6B Sept. ‘13

#Fully integrated voltage regulator—processor instead of motherboard controls voltage settings.

1 The 386SL contains an integral-cache controller, but the cache memory must be provided outside the chip.

2 Intel later marketed SL Enhanced versions of the SX, DX, and DX2 processors. These processors were available in both
5V and 3.3V versions and included power management capabilities.

L2/L3 Cache

Multimedia

L1 Cache L2 Cache L3 Cache Speed Instructions Transistors  Introduced
16+8KB = = Bus = 4.3M March 1996
2x32KB - - Bus MMX 8.8M Apr. 1997
2x32KB = = Bus 3DNow! 9.3M May 1998
2x32KB 256KB - Core 3DNow! 21.3M Feb. 1999
2x64KB 512KB — 1/2-1/3 core  Enh. 3DNow! 22M June 1999
2x64KB 64KB — Core? Enh. 3DNow! 25M June 2000
2x64KB 256KB — Core Enh. 3DNow! 37M June 2000
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Table 3.2 Continued

Process Max.
Processor Cores (Micron) Clock Voltage Registers Data Bus Memory
AMD Athlon XP (Palomino) 1 0.18 >2x 1.8V 32-bit 64-bit 4GB
AMD Athlon XP 1 0.13 >2x 1.8V 32-bit 64-bit 4GB
AMD Athlon XP (Barton) 1 0.13 >2x 1.65V 32-bit 64-bit 4GB
Athlon 64 (ClawHammer/Winchester) 1 0.13, >2x 1.5V 64-bit 16-bit 1TB
0.09
Athlon 64 FX (SledgeHammer) 1 0.13 >2x 1.5V 64-bit 16-bit 1TB
Athlon 64 X2 (Manchester) 2 0.09 >2x 1.4V 64-bit 16-bit 1TB per
core
Athlon 64 X2 (Toledo) 2 0.09 >2x 1.4V 64-bit 16-bit 1TB per
core
Athlon 64 X2 (Windsor) 2 0.09 >2x 1.4V 64-bit 16-bit 1TB per
core
Athlon X2, 64 X2 (Brisbane) 2 0.065 >2x 1.35V 64-bit 16-bit 1TB per
core
Phenom X3/X4 (Toliman/Agena) 3/4 0.065 >2x 1.4V 64-bit 16-bit 1TB per
core
Athlon X2 (Kuma) 2 0.065 >2x 1.3V 64-bit 16-bit 1TB per
core
Phenom Il X2/X3/X4 (Callisto/Heka/ 2/3/4 0.045 >2x 1.4V 64-bit 16-bit 1TB per
Deneb) core
Athlon 11 X2 (Regor) 2 0.045 >2x 1.4V 64-bit 16-bit 16GB per
core
Phenom Il X6 (Thuban) 6 0.045 >2x 1.375- 64-bit 64-bit 1TB
1.4V
FX “Zambesi” 8/6/4 0.032 >2x 0.825- 64-bit 64-bit 1TB
1.475
A “Llano” 4/2 0.032 >2x 0.9125-  64-bit 64-bit 1TB
1.4125
FX Vishera 8/6/4 0.032 >2x 0.825- 64-bit 64-bit 1TB
1.475
A Trinity 8/6/4 0.032 >2x 0.825- 64-bit 64-bit 1TB
1.475
A Kaveri 2,4 0.028 >2x 64-bit 64-bit 1TB
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L2/L3 Cache Multimedia

L1 Cache L2 Cache L3 Cache Speed Instructions Transistors  Introduced
2x64KB 256KB - Core 3DNow! Pro 37.5M Oct. 2001
2x64KB 256KB = Core 3DNow! Pro 37.2M June 2002
(Thoroughbred)
2x64KB 512KB - Core 3DNow! Pro 54.3M Feb. 2003
2x64KB 1MB = Core 3DNow! Pro (SSE3  105.9M for Sept. 2003
0.09 process)
2x64KB TMB - Core 3DNow! Pro 105.9M Sept. 2003
2x64KB per 256KB/512KB - Core SSE3 154M June 2005
core
2x64KB per  512KB/1MB - Core SSE3 233M June 2005
core
2x64KB per  512KB/1MB = Core SSE3 233.2M May 2005
core
2x64KB per  512KB - Core SSE3 154M Dec. 2006
core
2x64KB 512KB 2MB per  Core SSE4a 450M Nov. 2007
core
2x64KB per  512KB MB Core 2 SSE4a 450M Dec. 2008
core
2x64KB per  512KB 6MB Core SSE4a 758M Jan. 2009
core
2x64KB TMB per core - Core SSE4a 234M June 2009
>64KB 512KB per core  6GB Core SSE4.2a 904M April 2010
32KB I/16K D 2MB per 2-core 8MB Core SSE 4a/4.2 ~2B Oct. 2011
per core module
64KB I/ 64KB  1MB per core N/A Core SSE 4a/4.2, AVX, 1.45B (4vcore) June 2011
D per core AES, FMA 758M (2 core)
32KB 1/16K D 1MB per core 8MB (8.6 Core SSE 4a/4.2 1.2B Oct. 2012
per core core) 4MB
(4 core)
128K/I, 1MB per core 8MB (4MB  Core SSE 4a/4.2, AVX, 1.38B Oct. 2012
64KB/D (4,3 core) on four- AES, FMA
512MB per core  core ver-
(2 core) sion)
2x1MB,

2x2MB




48 Chapter 3 Processor Types and Specifications

Data I/O Bus

Two of the more important features of a processor are the speed and width of its external data bus.
These define the rate at which data can be moved into or out of the processor.

Data in a computer is sent as digital information in which certain voltages or voltage transitions
occurring within specific time intervals represent data as 1s and Os. You can increase the amount of
data being sent (called bandwidth) by increasing either the cycling time or the number of bits being
sent at a time, or both. Over the years, processor data buses have gone from 8 bits wide to 64 bits
wide. The more wires you have, the more individual bits you can send in the same interval. All mod-
ern processors from the original Pentium and Athlon through the latest Core i7, AMD FX 95xx series,
and even the Itanium series have a 64-bit (8-byte)-wide data bus. Therefore, they can transfer 64 bits
of data at a time to and from the motherboard chipset or system memory.

A good way to understand this flow of information is to consider a highway and the traffic it carries.
If a highway has only one lane for each direction of travel, only one car at a time can move in a cer-
tain direction. If you want to increase the traffic flow (move more cars in a given time), you can either
increase the speed of the cars (shortening the interval between them), add more lanes, or both.

As processors evolved, more lanes were added, up to a point. You can think of an 8-bit chip as being
a single-lane highway because 1 byte flows through at a time. (1 byte equals 8 individual bits.) The
16-bit chip, with 2 bytes flowing at a time, resembles a two-lane highway. You might have four lanes
in each direction to move a large number of automobiles; this structure corresponds to a 32-bit data
bus, which has the capability to move 4 bytes of information at a time. Taking this further, a 64-bit
data bus is like having an eight-lane highway moving data in and out of the chip.

After 64-bit-wide buses were reached, chip designers found that they couldn’t increase speed further,
because it was too hard to synchronize all 64 bits. It was discovered that by going back to fewer lanes,
it was possible to increase the speed of the bits (that is, shorten the cycle time) such that even greater
bandwidths were possible. Because of this, many newer processors have only 4-bit or 16-bit-wide data
buses, yet they have higher bandwidths than the 64-bit buses they replaced.

Another improvement in newer processors is the use of multiple separate buses for different tasks. Tra-
ditional processor design had all the data going through a single bus, whereas newer processors have
separate physical buses for data to and from the chipset, memory, and graphics card slot(s).

Address Bus

The address bus is the set of wires that carry the addressing information used to describe the memory
location to which the data is being sent or from which the data is being retrieved. As with the data
bus, each wire in an address bus carries a single bit of information. This single bit is a single digit in
the address. The more wires (digits) used in calculating these addresses, the greater the total number
of address locations. The size (or width) of the address bus indicates the maximum amount of RAM a
chip can address.

The highway analogy in the previous section, “Data I/O Bus,” can show how the address bus fits in.
If the data bus is the highway and the size of the data bus is equivalent to the number of lanes, the
address bus relates to the house number or street address. The size of the address bus is equivalent to
the number of digits in the house address number. For example, if you live on a street in which the
address is limited to a two-digit (base 10) number, no more than 100 distinct addresses (00-99) can
exist for that street (102). Add another digit, and the number of available addresses increases to 1,000
(000-999), or 103.
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Computers use the binary (base 2) numbering system, so a two-digit number provides only four
unique addresses (00, 01, 10, and 11), calculated as 22. A three-digit number provides only eight
addresses (000-111), which is 23. For example, the 8086 and 8088 processors use a 20-bit address bus
that calculates a maximum of 229, or 1,048,576 bytes (1MB), of address locations. Table 3.3 describes
the memory-addressing capabilities of processors.

Table 3.3 Processor Physical Memory-Addressing Capabilities

Processor Family Address Bus Bytes KiB MiB GiB TiB
8088, 8086 20-bit 1,048,576 1,024 1 - -
86, 386SX 24-bit 16,777,216 16,384 16 — —
386DX, 486, Pentium,  32-bit 4,294,967,296 4,194,304 4,096 4 -
Ké, Athlon

Pentium w/PAE 36-bit 68,719,476,736 67,108,864 65,536 64 =
64-bit AMD/Intel 40-bit 1,099,511,627,776  1,073,741,824 1,048,576 1,024 1

PAE = Physical Address Extension (supported by Server OS only)

KiB = Kibibytes

MiB = Mebibytes

TiB = Tebibytes

See http://physics.nist.gov/cuu/Units/binary.html for more information on prefixes for binary multiples.

The data bus and address bus are independent, and chip designers can use whatever size they want for
each. Usually, however, chips with larger data buses have larger address buses. The sizes of the buses
can provide important information about a chip’s relative power, measured in two important ways.
The size of the data bus indicates the chip’s information-moving capability, and the size of the address
bus tells you how much memory the chip can handle.

Internal Registers (Internal Data Bus)

The size of the internal registers indicates how much information the processor can operate on at one
time and how it moves data around internally within the chip. This is sometimes also referred to as the
internal data bus. A register is a holding cell within the processor; for example, the processor can add
numbers in two different registers, storing the result in a third register. The register size determines the
size of data on which the processor can operate. The register size also describes the type of software or
commands and instructions a chip can run. That is, processors with 32-bit internal registers can run
32-bit instructions that are processing 32-bit chunks of data, but processors with 16-bit registers can't.
Processors from the 386 to the Pentium 4 use 32-bit internal registers and can run essentially the same
32-bit OSs and software. The Core 2, Athlon 64, and newer processors have both 32-bit and 64-bit
internal registers, which can run existing 32-bit OSs and applications as well as newer 64-bit versions.

Processor Modes

All Intel and Intel-compatible processors from the 386 on up can run in several modes. Processor
modes refer to the various operating environments and affect the instructions and capabilities of the
chip. The processor mode controls how the processor sees and manages the system memory and the
tasks that use it.


http://physics.nist.gov/cuu/Units/binary.html
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Table 3.4 summarizes the processor modes and submodes.

Table 3.4 Processor Modes

Memory Default Register
Mode Submode OS Required Software Address Size Operand Size Width
Real — 16-bit 16-bit 24-bit 16-bit 16-bit
1A-32 Protected 32-bit 32-bit 32-bit 32-bit 32/16-bit
Virtual real 32-bit 16-bit 24-bit 16-bit 16-bit
IA-32e 64-bit 64-bit 64-bit 64-bit 32-bit 64-bit
compatibility 64-bit 32-bit 32-bit 32-bit 32/16-bit

1A-32¢ (64-bit extension mode) is also called x64, AMD64, x86-64, or EM64T.

Real Mode

<<
<<

Real mode is sometimes called 8086 mode because it is based on the 8086 and 8088 processors. The
original IBM PC included an 8088 processor that could execute 16-bit instructions using 16-bit inter-
nal registers and could address only 1MB of memory using 20 address lines. All original PC software
was created to work with this chip and was designed around the 16-bit instruction set and 1MB mem-
ory model. For example, DOS and all DOS software, Windows 1.x through 3.x, and all Windows 1.x
through 3.x applications are written using 16-bit instructions. These 16-bit OSs and applications are
designed to run on an original 8088 processor.

See the secfion “Internal Registers (Internal Data Bus),” p. 49.

See the section "Address Bus,” p. 48.

Later processors such as the 286 could run the same 16-bit instructions as the original 8088, but much
faster. In other words, the 286 was fully compatible with the original 8088 and could run all 16-bit
software just the same as an 8088, but, of course, that software would run faster. The 16-bit instruction
mode of the 8088 and 286 processors has become known as real mode. All software running in real
mode must use only 16-bit instructions and live within the 20-bit (1MB) memory architecture it sup-
ports. Software of this type is usually single-tasking—that is, only one program can run at a time. No
built-in protection exists to keep one program from overwriting another program or even the OS in
memory. Therefore, if more than one program is running, one of them could bring the entire system
to a crashing halt.

IA-32 Mode (32-Bit)

Then came the 386, which was the PC industry’s first 32-bit processor. This chip could run an entirely
new 32-bit instruction set. To take full advantage of the 32-bit instruction set, a 32-bit OS and a 32-bit
application were required. This new 32-bit mode was referred to as protected mode, which alludes to
the fact that software programs running in that mode are protected from overwriting one another in
memory. Such protection makes the system much more crash-proof because an errant program can’t
easily damage other programs or the OS. In addition, a crashed program can be terminated while the
rest of the system continues to run unaffected.

Knowing that new OSs and applications—which take advantage of the 32-bit protected mode—would
take some time to develop, Intel wisely built a backward-compatible real mode into the 386. That
enabled it to run unmodified 16-bit OSs and applications. It ran them quite well—much more quickly
than any previous chip. For most people, that was enough. They did not necessarily want new 32-bit
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software; they just wanted their existing 16-bit software to run more quickly. Unfortunately, that
meant the chip was never running in the 32-bit protected mode, and all the features of that capability
were being ignored.

When a 386 or later processor is running DOS (real mode), it acts like a “Turbo 8088,” which means
the processor has the advantage of speed in running any 16-bit programs; it otherwise can use only
the 16-bit instructions and access memory within the same 1MB memory map of the original 8088.
Therefore, if you have a system with a current 32-bit or 64-bit processor running Windows 3.x or DOS,
you are effectively using only the first megabyte of memory, leaving all the other RAM largely unused!

New OSs and applications that ran in the 32-bit protected mode of the modern processors were
needed. Being stubborn, we as users resisted all the initial attempts at being switched over to a 32-bit
environment. People are resistant to change and are sometimes more content running older software
more quickly than adopting new software with new features. I'll be the first one to admit that I was
(and still am) one of those stubborn users myself!

Because of this resistance, true 32-bit OSs took quite a while before getting a mainstream share in the
PC marketplace. Windows XP was the first true 32-bit OS that became a true mainstream product,
and that is primarily because Microsoft coerced us in that direction with Windows 9x/Me (which are
mixed 16-bit/32-bit systems). Windows 3.x was the last 16-bit OS, which some did not really consider
a complete OS because it ran on top of DOS.

IA-32 Virtual Real Mode

The key to the backward compatibility of the Windows 32-bit environment is the third mode in the
processor: virtual real mode. Virtual real is essentially a virtual real mode 16-bit environment that runs
inside 32-bit protected mode. When you run a DOS prompt window inside Windows, you have cre-
ated a virtual real mode session. Because protected mode enables true multitasking, you can actually
have several real mode sessions running, each with its own software running on a virtual PC. These
can all run simultaneously, even while other 32-bit applications are running.

Note that any program running in a virtual real mode window can access up to only 1MB of memory,
which that program will believe is the first and only megabyte of memory in the system. In other
words, if you run a DOS application in a virtual real window, it will have a 640KB limitation on
memory usage. That is because there is only 1MB of total RAM in a 16-bit environment, and the upper
384KB is reserved for system use. The virtual real window fully emulates an 8088 environment, so

that aside from speed, the software runs as if it were on an original real mode-only PC. Each virtual
machine gets its own 1MB address space, an image of the real hardware basic input/output system
(BIOS) routines, and emulation of all other registers and features found in real mode.

Virtual real mode is used when you use a DOS window to run a DOS or Windows 3.x 16-bit program.
When you start a DOS application, Windows creates a virtual DOS machine under which it can run.

One interesting thing to note is that all Intel and Intel-compatible (such as AMD and VIA/Cyrix) pro-
cessors power up in real mode. If you load a 32-bit OS, it automatically switches the processor into
32-bit mode and takes control from there.

It’s also important to note that some 16-bit (DOS and Windows 3.x) applications misbehave in a
32-bit environment, which means they do things that even virtual real mode does not support. Diag-
nostics software is a perfect example of this. Such software does not run properly in a real mode (vir-
tual real) window under Windows. In that case, you can still run your modern system in the original
no-frills real mode by booting to DOS or Windows 9x/Me by using a self-booting CD or DVD that
contains the diagnostic software.
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Although 16-bit DOS and “standard” DOS applications use real mode, special programs are available
that “extend” DOS and allow access to extended memory (over 1MB). These are sometimes called DOS
extenders and usually are included as part of any DOS or Windows 3.x software that uses them. The
protocol that describes how to make DOS work in protected mode is called DOS protected mode interface
(DPMI).

Windows 3.x used DPMI to access extended memory for use with Windows 3.x applications. It
allowed these programs to use more memory even though they were still 16-bit programs. DOS
extenders are especially popular in DOS games because they enable them to access much more of the
system memory than the standard 1MB that most real mode programs can address. These DOS extend-
ers work by switching the processor in and out of real mode. In the case of those that run under
Windows, they use the DPMI interface built into Windows, enabling them to share a portion of the
system’s extended memory.

Another exception in real mode is that the first 64KB of extended memory is actually accessible to the
PC in real mode, despite the fact that it’s not supposed to be possible. This is the result of a bug in the
original IBM AT with respect to the 215t memory address line, known as A20 (AO is the first address
line). By manipulating the A20 line, real mode software can gain access to the first 64KB of extended
memory—the first 64KB of memory past the first megabyte. This area of memory is called the high
memory area (HMA).

IA-32e 64-Bit Extension Mode (x64, AMDé4, x86-64, EM64T)
64-bit extension mode is an enhancement to the IA-32 architecture originally designed by AMD and
later adopted by Intel.

In 2003, AMD introduced the first 64-bit processor for x86-compatible desktop computers, the Ath-
lon 64, followed by its first 64-bit server processor, the Opteron. In 2004, Intel introduced a series of
64-bit-enabled versions of its Pentium 4 desktop processor. The years that followed saw both compa-
nies introducing more and more processors with 64-bit capabilities.

Processors with 64-bit extension technology can run in real (8086) mode, IA-32 mode, or IA-32e
mode. IA-32 mode enables the processor to run in protected mode and virtual real mode. IA-32e mode
allows the processor to run in 64-bit mode and compatibility mode, which means you can run both
64-bit and 32-bit applications simultaneously. IA-32e mode includes two submodes:

B 64-bit mode—Enables a 64-bit OS to run 64-bit applications
B Compatibility mode—Enables a 64-bit OS to run most existing 32-bit software

IA-32e 64-bit mode is enabled by loading a 64-bit OS and is used by 64-bit applications. In the 64-bit
submode, the following new features are available:

B 64-bit linear memory addressing

B Physical memory support beyond 4GB (limited by the specific processor)

B Fight new general-purpose registers (GPRs)

B Fight new registers for streaming SIMD extensions (MMX, SSE, SSE2, and SSE3)

B 64-bit-wide GPRs and instruction pointers
IE-32e compatibility mode enables 32-bit and 16-bit applications to run under a 64-bit OS. Unfor-
tunately, legacy 16-bit programs that run in virtual real mode (that is, DOS programs) are not sup-
ported and will not run, which is likely to be the biggest problem for many users, especially those

that rely on legacy business applications or like to run very old games. To run legacy 16-bit programs
on a 64-bit processor, use a virtualization environment such as DOSBox, Hyper-V, or others. Similar
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to 64-bit mode, compatibility mode is enabled by the OS on an individual code basis, which means
64-bit applications running in 64-bit mode can operate simultaneously with 32-bit applications run-
ning in compatibility mode.

What we need to make all this work is a 64-bit OS and, more importantly, 64-bit drivers for all our
hardware to work under that OS. Although Microsoft released a 64-bit version of Windows XP, few
companies released 64-bit XP drivers. It wasn’t until Windows Vista and especially Windows 7 x64
versions were released that 64-bit drivers became plentiful enough that 64-bit hardware support was
considered mainstream.

Note that Microsoft uses the term x64 to refer to processors that support either AMD64 or EM64T
because AMD and Intel’s extensions to the standard IA32 architecture are practically identical and can
be supported with a single version of Windows.

Note

Early versions of EM64Tequipped processors from Intel lacked support for the LAHF and SAHF instructions used in the
AMD64 instruction set. However, Pentium 4 and Xeon DP processors using core steppings G1 and higher completely sup-
port these instructions; a BIOS update is also needed. Newer multicore processors with 64-bit support include these instruc-

tions as well.

The physical memory limits for Windows XP and later 32-bit and 64-bit editions are shown in
Table 3.5.

Table 3.5 Windows Physical Memory Limits

Windows Version Memory Limit (32-Bit) Memory Limit (64-Bit)
10 Enterprise/Professiona| — 512GB
10 4GB 128GB
8/8.1 Enterprise/Professiona 4GB 512GB
8 4GB 128GB
7 ProFessionct|/U|timate/Enterprise 4GB 192GB
Vista Business/U|Iimqfe/Enlerprise 4GB 128GB
Vista/7 Home Premium 4GB 16GB
Vista/7 Home Basic 4GB 8GB
XP Professional 4GB 128GB
XP Home 4GB N/A

The major difference between 32-bit and 64-bit Windows is memory support—specifically, breaking
the 4GB barrier found in 32-bit Windows systems. 32-bit versions of Windows support up to 4GB of
physical memory, with up to 2GB of dedicated memory per process. 64-bit versions of Windows sup-
port up to 512GB of physical memory, with up to 4GB for each 32-bit process and up to 8TB for each
64-bit process. Support for more memory means applications can preload more data into memory,
which the processor can access much more quickly.
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Note

Although 32-bit versions of Windows can support up fo 4GB of RAM, applications cannot access more than about
3.25GB of RAM. The remainder of the address space is used by video cards, the system ROM, integrated PCl devices,
PCl and PCle cards, and APICs.

64-bit Windows runs 32-bit Windows applications with no problems, but it does not run 16-bit Win-
dows, DOS applications, or any other programs that run in virtual real mode. Drivers are another big
problem. 32-bit processes cannot load 64-bit dynamic link libraries (DLLs), and 64-bit processes cannot
load 32-bit DLLs. This essentially means that, for all the devices you have connected to your system,
you need both 32-bit and 64-bit drivers for them to work. Acquiring 64-bit drivers for older devices or
devices that are no longer supported can be difficult or impossible. Before installing a 64-bit version of
Windows, be sure to check with the vendors of your internal and add-on hardware for 64-bit drivers.

Tip
If you cannot find 64-bit drivers designed for Windows Vista or Windows 7, look for 64-bit drivers for VWindows XP x64

edition. These drivers often work very well with later 64-bit versions of Windows.

Unlike a few years ago, vendors now offer a full range of 64-bit-compatible software and drivers, so
you can use both brand-new and most older hardware with either 32-bit or 64-bit versions of Win-
dows. With 32-bit versions of Windows used primarily by tablets, 64-bit PC processors have become
the principal platform used for Windows.

Processor Benchmarks

People love to know how fast (or slow) their computers are. We have always been interested in speed;
it is human nature. A common misconception over the years has been that a processor with a higher
clock speed always performs tasks more quickly than a processor with a slower clock speed. The prob-
lem with this type of comparison is that processors can vary considerably in efficiency. In other words,
how much work a processor can actually perform during a specified period of time is far more impor-
tant than how “fast” the processor clock is.

Given that, how do you gauge a processor’s overall performance? To help with this quest, you can use
various benchmark test programs to measure aspects of processor and system performance. Although

no single numerical measurement can completely describe the performance of a complex device such
as a processor or a complete PC, benchmarks can be useful tools for comparing different components

and systems.

However, the only truly accurate way to measure your system'’s performance is to test the system using
the actual software applications you use. Although you think you might be testing one component of
a system, often other parts of the system can have an effect. It is inaccurate to compare systems with
different processors, for example, if they also have different amounts or types of memory, different
hard disks, different video cards, and so on. All these things and more skew the test results.

Benchmarks can typically be divided into two types: component or system tests. Component bench-
marks measure the performance of specific parts of a computer system, such as a processor, hard disk,
video card, or optical drive. These are also often called synthetic benchmarks because they don’t mea-
sure actual work., On the other hand, system benchmarks typically measure the performance of the
entire computer system running a given application or test suite. Because we use computers to run
applications, system benchmarks are more useful measurements of computer performance than
component (synthetic) benchmarks.

Benchmarks are, at most, only one kind of information you can use during the upgrading or purchas-
ing process. You are best served by testing the system using your own set of software OSs and applica-
tions and in the configuration you will be running.
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I normally recommend using application-based benchmarks such as the BAPCo SYSmark (www.bapco.
com) to measure the relative performance difference between different processors or systems.

Comparing Processor Performance

A common misunderstanding about processors is their different speed ratings. This section covers pro-
cessor speed in general and then provides more specific information about Intel, AMD, and VIA/Cyrix
Pprocessors.

A computer system’s clock speed is measured as a frequency, usually expressed as a number of cycles
per second. A crystal oscillator controls clock speeds using a sliver of quartz sometimes housed in
what looks like a small tin container. Newer systems include the oscillator circuitry in the mother-
board chipset, so it might not be a visible separate component on newer boards. As voltage is applied
to the quartz, it begins to vibrate (oscillate) at a harmonic rate dictated by the shape and size of the
crystal (sliver). The oscillations emanate from the crystal in the form of a current that alternates at the
harmonic rate of the crystal. This alternating current is the clock signal that forms the time base on
which the computer operates. A typical computer system runs millions or billions of these cycles per
second, so speed is measured in megahertz or gigahertz. (One hertz is equal to one cycle per second.)
An alternating current signal is like a sine wave, with the time between the peaks of each wave defin-
ing the frequency (see Figure 3.1).

Note

The hertz was named for the German physicist Heinrich Rudolf Hertz. In 1885, Hertz confirmed the electromagnetic

theory, which states that light is a form of electromagnetic radiation and is propagated as waves.

A single cycle is the smallest element of time for the processor. Every action requires at least one cycle
and usually multiple cycles. To transfer data to and from memory, for example, a processor such as the
Pentium 4 needs a minimum of three cycles to set up the first memory transfer and then only a single
cycle per transfer for the next three to six consecutive transfers. The extra cycles on the first transfer
typically are called wait states. A wait state is a clock tick in which nothing happens. This ensures that
the processor isn’t getting ahead of the rest of the computer.

Clock Cycles
«— One cycle —>

I

Voltage Time

FIGURE 3.1 Alternating current signal showing clock cycle timing.

»» See the Chapter 6 section "Memory Modules,” p. 375.
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The time required to execute instructions also varies:

B 8086 and 8088—The original 8086 and 8088 processors take an average of 12 cycles to execute
a single instruction.

B 286 and 386—The 286 and 386 processors improve this rate to about 4.5 cycles per instruction.

B 486—The 486 and most other fourth-generation Intel-compatible processors, such as the AMD
5x86, drop the rate further, to about 2 cycles per instruction.

B Pentium/K6—The Pentium architecture and other fifth-generation Intel-compatible proces-
sors, such as those from AMD and VIA/Cyrix, include twin instruction pipelines and other
improvements that provide for operation at one or two instructions per cycle.

H P6/P7 and newer—Sixth-, seventh-, and newer-generation processors can execute as many as
three or more instructions per cycle, with multiples of that possible on multicore processors.

Different instruction execution times (in cycles) make comparing systems based purely on clock speed
or number of cycles per second difficult. How can two processors that run at the same clock rate per-
form differently, with one running “faster” than the other? The answer is simple: efficiency.

The main reason the 486 is considered fast relative to the 386 is that it executes twice as many instruc-
tions in the same number of cycles. The same thing is true for a Pentium; it executes about twice as
many instructions in a given number of cycles as a 486. The Pentium II and III are about 50% faster
than an equivalent Pentium at a given clock speed because they can execute about that many more
instructions in the same number of cycles.

Unfortunately, after the Pentium III, it becomes much more difficult to compare processors on clock
speed alone. This is because the different internal architectures make some processors more efficient
than others, but these same efficiency differences result in circuitry that is capable of running at dif-
ferent maximum speeds. The less efficient the circuit, the higher the clock speed it can attain, and vice
versa. Another difference is that later processors include varying sizes of L2 and L3 cache.

The final difference in modern processors is the use of multiple processor cores. High-end processors
such as the Intel Core i7-5960X and the AMD FX-9590 include eight processor cores. The Intel Core
17-5960X also features 20MB of cache RAM, while the AMD FX-9590 includes 16MB of cache RAM.
Not surprisingly, increasng the number of processor cores can offer a significant boost to overall pro-
cessor performance.

With single-core processors, one of the biggest factors in efficiency is the number of stages in the pro-
cessor’s internal pipeline. The Pentium III and AMD Athlon and Athlon XP had 10 stages, while the
Pentium 4 Prescott featured 31 stages.

A deeper pipeline effectively breaks down instructions into smaller microsteps, which allows overall
higher clock rates to be achieved using the same silicon technology. However, this also means that
overall fewer instructions can be executed in a single cycle as compared to processors with shorter
pipelines. This is because, if a branch prediction or speculative execution step fails (which happens
fairly frequently inside the processor as it attempts to line up instructions in advance), the entire
pipeline has to be flushed and refilled. Thus, if you compared a modern Intel Core i7 or AMD FX to
a Pentium 4 running at the same clock speed, the Core i7 and FX would execute more instructions in
the same number of cycles.

Although it is a disadvantage to have a deeper pipeline in terms of instruction efficiency, processors
with deeper pipelines can run at higher clock rates on a given manufacturing technology. Thus, even
though a deeper pipeline might be less efficient, it’s possible for the higher resulting clock speeds

to make up for it. The deeper 20- or 31-stage pipeline in the P4 architecture enabled significantly
higher clock speeds to be achieved using the same silicon die process as other chips. As an example,
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the 0.13-micron process Pentium 4 ran up to 3.4GHz, whereas the Athlon XP topped out at 2.2GHz
(3200+ model) in the same introduction timeframe. Even though the Pentium 4 executed fewer
instructions in each cycle, the overall higher cycling speeds made up for the loss of efficiency; the
higher clock speed versus the more efficient processing effectively cancelled each other out.

Unfortunately, the deep pipeline combined with high clock rates did come with a penalty in power
consumption, and therefore heat generation as well. Eventually, it was determined that the power
penalty was too great, causing Intel to drop back to a more efficient design in its Core microarchi-
tecture processors. Rather than solely increase clock rates, performance was increased by combining
multiple processors into a single chip, thus improving the effective instruction efficiency even further.
This began the push toward multicore processors.

One thing is clear in all of this confusion: Raw clock speed is not a good way to compare chips, unless
they are from the same manufacturer, model, and family.

To fairly compare various CPUs at different clock speeds, in 1992 Intel devised a specific series of
benchmarks called the Intel Comparative Microprocessor Performance (iCOMP) index. The iCOMP index
benchmark was released in original iCOMP, iCOMP 2.0, and iCOMP 3.0 versions.

The iCOMP 2.0 index was derived from several independent benchmarks as an indication of relative
processor performance. The benchmarks balance integer with floating-point and multimedia perfor-
mance. The iCOMP 3.0 index was based on processor performance in productivity, multimedia, 3D,
and the Internet.

The iCOMP 2.0 index comparison for Pentium 75 through Pentium II 450 is available in Chapter 3 of
Upgrading and Repairing PCs, 19t Edition, found in its entirety on the disc packaged with this book.

Until it became controversial, Intel and AMD both rated their latest processors using the commercially
available BAPCo SYSmark benchmark suites BAPCo, the Business Applications Performance Corpo-
ration, is a non-profit consortium that develops benchmark applications for PC and tablet testing.
SYSmark is an application-based benchmark that runs various scripts to do actual work using popular
applications. Many companies use it to test and compare PC systems and components. The SYSmark
benchmark is a much more modern and real-world benchmark than the iCOMP benchmark Intel
previously used, and because it is available to anybody, the results can be independently verified.

You can purchase the SYSmark benchmark software from BAPCo at www.bapco.com. SYSmark 2012
(the current version is SYSmark 2014) became controversial because AMD, NVIDIA, and VIA resigned
from BAPco in 2011. These companies withdrew from BAPco because they believe that this version of
the SYSmark benchmark is optimized for Intel processors rather than being processor neutral. AMD’s
recent processor designs have emphasized the role of the integrated GPU and heterogenous computing
(the use of both CPU and GPU for calculations) in its consumer-level designs, while Intel, though its
recent processors include integrated GPUs, stresses CPU performance in its designs. Meanwhile, VIA
emphasizes ultra-low power consumption and optimization for basic computer tasks. As several tech-
nology columnists have noted, Intel, AMD, and VIA are no longer pursuing the same goals in proces-
sor design, so a common benchmark might no longer make much sense.

Note

As an alternative fo SYSmark, consider Futuremark’s PCMark benchmark, which was developed with input from AMD, Intel,
NVIDIA, and leading PC and storage vendors. Futuremark was purchased by Underwriters Laboratories on November 7,
2014. You can purchase the PCMark benchmark app af www.futuremark.com.

Despite the controversy, Anandtech, a leading technology website, continues to use SYSmark 2014
to rate the latest AMD and Intel processors. You can view the benchmark results for older processors
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using SYSmark 2012 (the previous benchmark) and many of the most recent processors using SYSmark
2014 at www.anandtech.com/bench/CPU/. Tom’s Hardware uses PCMark as one of its benchmark apps
and provides results at http://www.tomshardware.com/charts/processors,6.html.

Regardless of the benchmark apps you rely on, focus on the scores for specific scenarios that match
the work you plan to do with the computers for which you are responsible. For example, SYSmark
2014 focuses on performance using Adobe photo and video editing apps, Microsoft Office apps, and
other popular utilities. See http://bapco.com/products/sysmark-2014 and click the Applications tab for
the complete list. PCMark 8’s Applications benchmark measures the performance of the most common
Adobe Creative Suite or Creative Cloud apps and Microsoft Office 2010 or 2013 apps. See the PCMark
8 Technical Guide (PDF) available at www.futuremark.com/support/guides for details.

Cache Memory

4 4

As processor core speeds increased, memory speeds could not keep up. How could you run a processor
faster than the memory from which you fed it without having performance suffer terribly? The answer
was cache. In its simplest terms, cache memory is a high-speed memory buffer that temporarily stores
data the processor needs, allowing the processor to retrieve that data faster than if it came from main
memory. But there is one additional feature of a cache over a simple buffer, and that is intelligence. A
cache is a buffer with a brain.

A buffer holds random data, usually on a first-in, first-out basis or a first-in, last-out basis. A cache,
on the other hand, holds the data the processor is most likely to need in advance of it actually being
needed. This enables the processor to continue working at either full speed or close to it without hav-
ing to wait for the data to be retrieved from slower main memory. Cache memory is usually made up
of static RAM (SRAM) memory integrated into the processor die, although older systems with cache
also used chips installed on the motherboard.

See the Chapter 6 section "Cache Memory: SRAM,” p. 359.

Recent low-cost processor designs typically include two levels of processor/memory cache: Level 1
(L1) and Level 2 (L2). Mid-range and high-end designs also have Level 3 cache. These caches and their
functioning are described in the following sections.

Tip

Use the popular CPU-Z utility discussed earlier in this chapter to determine the types and sizes of cache memory in your
computer’s CPUs.

Internal Level 1 Cache

All modern processors starting with the 486 family include an integrated L1 cache and controller. The
integrated L1 cache size varies from processor to processor, starting at 8KB for the original 486DX and
now up to 128KB or more in the latest processors.

Note

Multicore processors include separate L1 caches for each processor core. Also, L1 cache is divided into equal amounts for
instructions and dafa.

To understand the importance of cache, you need to know the relative speeds of processors and mem-
ory. The problem with this is that processor speed usually is expressed in MHz or GHz (millions or bil-
lions of cycles per second), whereas memory speeds are often expressed in nanoseconds (billionths of
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a second per cycle). Most newer types of memory express the speed in either MHz or in megabyte per
second (MBps) bandwidth (throughput).

Both are really time- or frequency-based measurements, and a chart comparing them can be found in
Table 6.3 in Chapter 6. In this table, you will note that a 233MHz processor equates to 4.3-nanosecond
cycling, which means you would need 4ns memory to keep pace with a 200MHz CPU. Also, note that
the motherboard of a 233MHz system typically runs at 66MHz, which corresponds to a speed of 15ns
per cycle and requires 15ns memory to keep pace. Finally, note that 60ns main memory (common on
many Pentium-class systems) equates to a clock speed of approximately 16MHz. So, a typical Pentium
233 system has a processor running at 233MHz (4.3ns per cycle), a motherboard running at 66 MHz
(15ns per cycle), and main memory running at 16MHz (60ns per cycle). This might seem like a rather
dated example, but in a moment, you will see that the figures listed here make it easy for me to explain
how cache memory works.

Because L1 cache is always built in to the processor die, it runs at the full-core speed of the processor
internally. By full-core speed, I mean this cache runs at the higher clock multiplied internal processor
speed rather than the external motherboard speed. This cache basically is an area of fast memory built
in to the processor that holds some of the current working set of code and data. Cache memory can
be accessed with no wait states because it is running at the same speed as the processor core.

Using cache memory reduces a traditional system bottleneck because system RAM is almost always
much slower than the CPU; the performance difference between memory and CPU speed has become
especially large in recent systems. Using cache memory prevents the processor from having to wait for
code and data from much slower main memory, thus improving performance. Without the L1 cache,
a processor would frequently be forced to wait until system memory caught up.

Cache is even more important in modern processors because it is often the only memory in the entire
system that can truly keep up with the chip. Most modern processors are clock multiplied, which
means they are running at a speed that is really a multiple of the motherboard into which they are
plugged. The only types of memory matching the full speed of the processor are the L1, L2, and L3
caches built into the processor core.

See the Chapter 6 secfion "Memory Module Speed,” p. 388.

If the data that the processor wants is already in L1 cache, the CPU does not have to wait. If the data
is not in the cache, the CPU must fetch it from the Level 2 or Level 3 cache or (in less sophisticated
system designs) from the system bus—meaning main memory directly.

How Cache Works

To learn how the L1 cache works, consider the following analogy.

This story involves a person (in this case, you) eating food to act as the processor requesting and
operating on data from memory. The kitchen where the food is prepared is the main system memory
(typically double data rate [DDR], DDR2, or DDR3 dual inline memory module [DIMMs]). The cache
controller is the waiter, and the L1 cache is the table where you are seated.

Okay, here’s the story. Say you start to eat at a particular restaurant every day at the same time. You
come in, sit down, and order a hot dog. To keep this story proportionately accurate, let’s say you nor-
mally eat at the rate of one bite (byte? <grin>) every four seconds (233MHz = about 4ns cycling). It
also takes 60 seconds for the kitchen to produce any given item that you order (60ns main memory).

So, when you arrive, you sit down, order a hot dog, and you have to wait for 60 seconds for the food
to be produced before you can begin eating. After the waiter brings the food, you start eating at your
normal rate. Pretty quickly you finish the hot dog, so you call the waiter over and order a hamburger.
Again, you wait 60 seconds while the hamburger is being produced. When it arrives, you again begin
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eating at full speed. After you finish the hamburger, you order a plate of fries. Again you wait, and
after the fries are delivered 60 seconds later, you eat them at full speed. Finally, you decide to finish
the meal and order cheesecake for dessert. After another 60-second wait, you can eat cheesecake at full
speed. Your overall eating experience consists of a lot of waiting, followed by short bursts of actual
eating at full speed.

After coming into the restaurant for two consecutive nights at exactly 6 p.m. and ordering the same
items in the same order each time, on the third night the waiter begins to think, “I know this guy is
going to be here at 6 p.m., order a hot dog, a hamburger, fries, and then cheesecake. Why don’t I have
these items prepared in advance and surprise him? Maybe I'll get a big tip.” So you enter the restau-
rant and order a hot dog, and the waiter immediately puts it on your plate, with no waiting! You then
proceed to finish the hot dog and right as you are about to request the hamburger, the waiter deposits
one on your plate. The rest of the meal continues in the same fashion, and you eat the entire meal,
taking a bite every four seconds, and you never have to wait for the kitchen to prepare the food. Your
overall eating experience this time consists of all eating, with no waiting for the food to be prepared,
due primarily to the intelligence and thoughtfulness of your waiter.

This analogy describes the function of the L1 cache in the processor. The L1 cache itself is a table
that can contain one or more plates of food. Without a waiter, the space on the table is a simple food
buffer. When it’s stocked, you can eat until the buffer is empty, but nobody seems to be intelligently
refilling it. The waiter is the cache controller who takes action and adds the intelligence to decide
which dishes are to be placed on the table in advance of your needing them. Like the real cache con-
troller, he uses his skills to literally guess which food you will require next, and if he guesses correctly,
you never have to wait.

Let’s now say on the fourth night you arrive exactly on time and start with the usual hot dog. The
waiter, by now really feeling confident, has the hot dog already prepared when you arrive, so there is
no waiting.

Just as you finish the hot dog, and right as he is placing a hamburger on your plate, you say “Gee, I'd
really like a bratwurst now; I didn’t actually order this hamburger.” The waiter guessed wrong, and
the consequence is that this time you have to wait the full 60 seconds as the kitchen prepares your
brat. This is known as a cache miss, in which the cache controller did not correctly fill the cache with
the data the processor actually needed next. The result is waiting, or in the case of a sample 233MHz
Pentium system, the system essentially throttles back to 16MHz (RAM speed) whenever a cache miss
occurs.

According to Intel, the L1 cache in most of its processors has approximately a 90% hit ratio. (Some
processors, such as the Pentium 4, are slightly higher.) This means that the cache has the correct data
90% of the time, and consequently the processor runs at full speed (233MHz in this example) 90% of
the time. However, 10% of the time the cache controller guesses incorrectly, and the data has to be
retrieved out of the significantly slower main memory, meaning the processor has to wait. This essen-
tially throttles the system back to RAM speed, which in this example was 60ns or 16MHz.

In this analogy, the processor was 14 times faster than the main memory. Memory speeds have
increased from 16MHz (60ns) to 333MHz (3.0ns) or faster in the latest systems, but processor speeds
have also risen to 3GHz and beyond. So even in the latest systems, memory is still 7.5 or more times
slower than the processor. Cache is what makes up the difference.

The main feature of L1 cache is that it has always been integrated into the processor core, where it
runs at the same speed as the core. This, combined with the hit ratio of 90% or greater, makes L1
cache important for system performance.
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Level 2 Cache

To mitigate the dramatic slowdown every time an L1 cache miss occurs, a secondary (L2) cache is
employed.

Using the restaurant analogy I used to explain L1 cache in the previous section, I'll equate the L2
cache to a cart of additional food items placed strategically in the restaurant such that the waiter

can retrieve food from the cart in only 15 seconds (versus 60 seconds from the kitchen). In an actual
Pentium class (Socket 7) system, the L2 cache is mounted on the motherboard, which means it runs
at motherboard speed (66MHz, or 15ns in this example). Now, if you ask for an item the waiter did
not bring in advance to your table, instead of making the long trek back to the kitchen to retrieve the
food and bring it back to you 60 seconds later, he can first check the cart where he has placed addi-
tional items. If the requested item is there, he will return with it in only 15 seconds. The net effect in
the real system is that instead of slowing down from 233MHz to 16MHz waiting for the data to come
from the 60ns main memory, the system can instead retrieve the data from the 15ns (66MHz) L2
cache. The effect is that the system slows down from 233MHz to 66MHz.

All modern processors have integrated L2 cache that runs at the same speed as the processor core,
which is also the same speed as the L1 cache. For the analogy to describe these newer chips, the waiter
would simply place the cart right next to the table you were seated at in the restaurant. Then, if the
food you desired wasn’t on the table (L1 cache miss), it would merely take a longer reach over to the
adjacent L2 cache (the cart, in this analogy) rather than a 15-second walk to the cart as with the older
designs.

Figure 3.2 illustrates the cache types and sizes in the AMD A10-5800K processor, as reported by CPU-Z.
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FIGURE 3.2 The AMD A10-5800K processor is a quad-core processor with L1 and L2 cache.

Level 3 Cache

Most late-model mid-range and high-performance processors also contain a third level of cache known
as L3 cache. In the past, relatively few processors had L3 cache, but it is becoming more and more
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common in newer and faster multicore processors such as the Intel Core i7 and AMD Phenom II and
FX processors.

Extending the restaurant analogy I used to explain L1 and L2 caches, I'll equate L3 cache to another
cart of additional food items placed in the restaurant next to the cart used to symbolize L2 cache. If
the food item needed was not on the table (L1 cache miss) or on the first food cart (L2 cache miss),
the waiter could then reach over to the second food cart to retrieve a necessary item.

L3 cache proves especially useful in multicore processors, where the L3 is generally shared among all
the cores. Both Intel and AMD use L3 cache in most of their current processors because of the benefits
to multicore designs.

Figure 3.3 illustrates the cache types and sizes in the Intel Core i5 2500 Sandy Bridge and the AMD
Phenom II X6 1055T as reported by CPU-Z.
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FIGURE 3.3 Two examples of six-core processors with L1, L2, and L3 cache from Intel (a) and AMD (b).

Cache Performance and Design
Just as with the L1 cache, most L2 caches have a hit ratio also in the 90% range; therefore, if you look
at the system as a whole, 90% of the time it runs at full speed (233MHz in this example) by retriev-
ing data out of the L1 cache. Ten percent of the time it slows down to retrieve the data from the L2
cache. Ninety percent of the time the processor goes to the L2 cache, the data is in the L2, and 10%
of that time it has to go to the slow main memory to get the data because of an L2 cache miss. So, by
combining both caches, our sample system runs at full processor speed 90% of the time (233MHz in
this case), at motherboard speed 9% (90% of 10%) of the time (66MHz in this case), and at RAM speed
about 1% (10% of 10%) of the time (16MHz in this case). You can clearly see the importance of both
the L1 and L2 caches; without them the system uses main memory more often, which is significantly
slower than the processor.
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This brings up other interesting points. If you could spend money doubling the performance of either
the main memory (RAM) or the L2 cache, which would you improve? Considering that main memory
is used directly only about 1% of the time, if you doubled performance there, you would double the
speed of your system only 1% of the time! That doesn’t sound like enough of an improvement to jus-
tify much expense. On the other hand, if you doubled L2 cache performance, you would be doubling
system performance 9% of the time, which is a much greater improvement overall. I'd much rather
improve L2 than RAM performance. The same argument holds true for adding and increasing the size
of L3 cache, as many recent processors from AMD and Intel have done.

The processor and system designers at Intel and AMD know this and have devised methods of improv-
ing the performance of L2 cache. In Pentium (P5) class systems, the L2 cache usually was found on
the motherboard and had to run at motherboard speed. Intel made the first dramatic improvement
by migrating the L2 cache from the motherboard directly into the processor and initially running it at
the same speed as the main processor. The cache chips were made by Intel and mounted next to the
main processor die in a single chip housing. This proved too expensive, so with the Pentium II, Intel
began using cache chips from third-party suppliers such as Sony, Toshiba, NEC, and Samsung. Because
these were supplied as complete packaged chips and not raw die, Intel mounted them on a circuit
board alongside the processor. This is why the Pentium II was designed as a cartridge rather than what
looked like a chip.

One problem was the speed of the available third-party cache chips. The fastest ones on the market
were 3ns or higher, meaning 333MHz or less in speed. Because the processor was being driven in
speeds above that, in the Pentium II and initial Pentium III processors, Intel had to run the L2 cache
at half the processor speed because that is all the commercially available cache memory could handle.
AMD followed suit with the Athlon processor, which had to drop L2 cache speed even further in some
models to two-fifths or one-third the main CPU speed to keep the cache memory speed less than the
333MHz commercially available chips.

Then a breakthrough occurred, which first appeared in Celeron processors 300A and above. These
had 128KB of L2 cache, but no external chips were used. Instead, the L2 cache had been integrated
directly into the processor core just like the L1. Consequently, both the L1 and L2 caches now would
run at full processor speed, and more importantly scale up in speed as the processor speeds increased
in the future. In the newer Pentium III, as well as all the Xeon and Celeron processors, the L2 cache
runs at full processor core speed, which means there is no waiting or slowing down after an L1 cache
miss. AMD also achieved full-core speed on-die cache in its later Athlon and Duron chips. Using on-
die cache improves performance dramatically because 90% of the time the system uses the L2. It now
remains at full speed instead of slowing down to one-half or less the processor speed or, even worse,
slowing down to motherboard speed as in Socket 7 designs. Another benefit of on-die L2 cache is cost,
which is less because fewer parts are involved. L3 on-die caches offer the same benefits for those times
when L1 and L2 cache do not contain the desired data. And, because L3 cache is much larger than
L2 cache (6MB in AMD Phenom II and 12MB in Core i7 Extreme Edition), the odds of all three cache
levels not containing the information desired are reduced over processors which have only L1 and L2
cache. Let’s revisit the restaurant analogy using a 3.6GHz processor. You would now be taking a bite
every half second (3.6GHz = 0.28ns cycling). The L1 cache would also be running at that speed, so
you could eat anything on your table at that same rate (the table = L1 cache). The real jump in speed
comes when you want something that isn’t already on the table (L1 cache miss), in which case the
waiter reaches over to the cart (which is now directly adjacent to the table) and 9 out of 10 times is
able to find the food you want in just over one-quarter second (L2 speed = 3.6GHz or 0.28ns cycling).
In this system, you would run at 3.6GHz 99% of the time (L1 and L2 hit ratios combined) and slow
down to RAM speed (wait for the kitchen) only 1% of the time, as before. With faster memory run-
ning at 800MHz (1.25ns), you would have to wait only 1.25 seconds for the food to come from the
kitchen. If only restaurant performance would increase at the same rate processor performance has!



64 Chapter 3 Processor Types and Specifications

Cache Organization

You know that cache stores copies of data from various main memory addresses. Because the cache
cannot hold copies of the data from all the addresses in main memory simultaneously, there has to
be a way to know which addresses are currently copied into the cache so that, if we need data from
those addresses, it can be read from the cache rather than from the main memory. This function is
performed by Tag RAM, which is additional memory in the cache that holds an index of the addresses
that are copied into the cache. Each line of cache memory has a corresponding address tag that stores
the main memory address of the data currently copied into that particular cache line. If data from a
particular main memory address is needed, the cache controller can quickly search the address tags to
see whether the requested address is currently being stored in the cache (a hit) or not (a miss). If the
data is there, it can be read from the faster cache; if it isn’t, it has to be read from the much slower
main memory.

Various ways of organizing or mapping the tags affect how cache works. A cache can be mapped as
fully associative, direct-mapped, or set associative.

In a fully associative mapped cache, when a request is made for data from a specific main memory
address, the address is compared against all the address tag entries in the cache tag RAM. If the
requested main memory address is found in the tag (a hit), the corresponding location in the cache is
returned. If the requested address is not found in the address tag entries, a miss occurs, and the data
must be retrieved from the main memory address instead of the cache.

In a direct-mapped cache, specific main memory addresses are preassigned to specific line locations

in the cache where they will be stored. Therefore, the tag RAM can use fewer bits because when you
know which main memory address you want, only one address tag needs to be checked, and each tag
needs to store only the possible addresses a given line can contain. This also results in faster operation
because only one tag address needs to be checked for a given memory address.

A set associative cache is a modified direct-mapped cache. A direct-mapped cache has only one set

of memory associations, meaning a given memory address can be mapped into (or associated with)
only a specific given cache line location. A two-way set associative cache has two sets, so that a given
memory location can be in one of two locations. A four-way set associative cache can store a given
memory address into four different cache line locations (or sets). By increasing the set associativity,
the chance of finding a value increases; however, it takes a little longer because more tag addresses
must be checked when searching for a specific location in the cache. In essence, each set in an n-way
set associative cache is a subcache that has associations with each main memory address. As the num-
ber of subcaches or sets increases, eventually the cache becomes fully associative—a situation in which
any memory address can be stored in any cache line location. In that case, an n-way set associative
cache is a compromise between a fully associative cache and a direct-mapped cache.

In general, a direct-mapped cache is the fastest at locating and retrieving data from the cache because
it has to look at only one specific tag address for a given memory address. However, it also results

in more misses overall than the other designs. A fully associative cache offers the highest hit ratio
but is the slowest at locating and retrieving the data because it has many more address tags to check
through. An n-way set associative cache is a compromise between optimizing cache speed and hit
ratio, but the more associativity there is, the more hardware (tag bits, comparator circuits, and so on)
is required, making the cache more expensive. Obviously, cache design is a series of trade-offs, and
what works best in one instance might not work best in another. Multitasking environments such as
Windows are good examples of environments in which the processor needs to operate on different
areas of memory simultaneously and in which an n-way cache can improve performance.

The contents of the cache must always be in sync with the contents of main memory to ensure that
the processor is working with current data. For this reason, the internal cache in the 486 family was
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a write-through cache. Write-through means that when the processor writes information to the cache,
that information is automatically written through to main memory as well.

By comparison, Pentium and later chips have an internal write-back cache, which means that both
reads and writes are cached, further improving performance.

Another feature of improved cache designs is that they are nonblocking. This is a technique for reduc-
ing or hiding memory delays by exploiting the overlap of processor operations with data accesses. A
nonblocking cache enables program execution to proceed concurrently with cache misses as long as
certain dependency constraints are observed. In other words, the cache can handle a cache miss much
better and enable the processor to continue doing something nondependent on the missing data.

The cache controller built into the processor also is responsible for watching the memory bus when
alternative processors, known as bus masters, control the system. This process of watching the bus is
referred to as bus snooping. If a bus master device writes to an area of memory that also is stored in the
processor cache currently, the cache contents and memory no longer agree. The cache controller then
marks this data as invalid and reloads the cache during the next memory access, preserving the integ-
rity of the system.

All PC processor designs that support cache memory include a feature known as a translation lookaside
buffer (TLB) to improve recovery from cache misses. The TLB is a table inside the processor that stores
information about the location of recently accessed memory addresses. The TLB speeds up the transla-
tion of virtual addresses to physical memory addresses.

As clock speeds increase, cycle time decreases. Newer systems no longer use cache on the motherboard
because the faster system memory used in modern systems can keep up with the motherboard speed.
Modern processors integrate the L2 cache into the processor die just like the L1 cache, and most
recent models include on-die L3 as well. This enables the L2/L3 to run at full-core speed because it is
now part of the core.

Processor Features

As new processors are introduced, new features are continually added to their architectures to improve
everything from performance in specific types of applications to the reliability of the CPU as a whole.
The next few sections look at some of these technologies (oldest first).

System Management Mode

Spurred on initially by the need for more robust power management capabilities in mobile computers,
Intel and AMD began adding System Management Mode (SMM) to its processors during the early 1990s.
SMM is a special-purpose operating mode provided for handling low-level system power management
and hardware control functions. SMM offers an isolated software environment that is transparent to
the OS or applications software and is intended for use by system BIOS or low-level driver code.

SMM was introduced as part of the Intel 386SL mobile processor in October 1990. SMM later appeared
as part of the 486SL processor in November 1992, and in the entire 486 line starting in June 1993.
SMM was notably absent from the first Pentium processors when they were released in March 1993;
however, SMM was included in all 75MHz and faster Pentium processors released on or after October
1994. AMD added SMM to its enhanced Am486 and K5 processors around that time as well. All other
Intel and AMD x86-based processors introduced since that time also have incorporated SMM.

SMM is invoked by signaling a special interrupt pin on the processor, which generates a System
Management Interrupt (SMI), the highest-priority non-maskable interrupt available. When SMM starts,
the context or state of the processor and currently running programs are saved. Then the processor
switches to a separate dedicated address space and executes the SMM code, which runs transparently
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to the interrupted program as well as any other software on the system. When the SMM task is com-
plete, a resume instruction restores the previously saved context or state of the processor and pro-
grams, and the processor resumes running exactly where it left off.

Although initially used mainly for power management, SMM was designed to be used by any low-level
system functions that need to function independent of the OS and other software on the system. In
modern systems, this includes the following:

B ACPI and APM power management functions

Universal serial bus (USB) legacy (keyboard and mouse) support
USB boot (drive emulation)

Password and security functions

Thermal monitoring

Fan speed monitoring

Reading/writing Complementary Metal Oxide Semiconductor (CMOS) RAM
BIOS updating

Logging memory error-correcting code (ECC) errors

Logging hardware errors besides memory

Connecting to a trusted platform module (TPM)

Wake and Alert functions such as Wake on LAN (WOL)

One example of SMM in operation occurs when the system tries to access a peripheral device that had
been previously powered down to save energy. For example, say that a program requests to read a file
on a hard drive, but the drive had previously spun down to save energy. Upon access, the host adapter
generates an SMI to invoke SMM. The SMM software then issues commands to spin up the drive and
make it ready. Consequently, SMM returns control to the OS, and the file load continues as if the drive
had been spinning all along.

Less desirably, SMM can also be entered by a rootkit. A rootkit is an application or collection of appli-
cations that is able to run with administrator-level privileges without the permission of the system’s
user or administrator. Rootkits are most often used to secretly distribute malware.

Superscalar Execution

The fifth-generation Pentium and newer processors feature multiple internal instruction execution
pipelines, which enable them to execute multiple instructions at the same time. The 486 and all pre-
ceding chips can perform only a single instruction at a time. Intel calls the capability to execute more
than one instruction at a time superscalar technology.

Superscalar architecture was initially associated with high-output reduced instruction set computer
(RISC) chips. A RISC chip has a less complicated instruction set with fewer and simpler instructions.
Although each instruction accomplishes less, the overall clock speed can be higher, which usually
increases performance. The Pentium is one of the first complex instruction set computer (CISC) chips
to be considered superscalar. A CISC chip uses a richer, fuller-featured instruction set, which has more
complicated instructions. As an example, say you wanted to instruct a robot to screw in a light bulb.
Using CISC instructions, you would say the following:
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1. Pick up the bulb.
2. Insert it into the socket.

3. Rotate clockwise until tight.

Using RISC instructions, you would say something more along the lines of the following:

1. Lower hand.

2. Grasp bulb.

3. Raise hand.

4. Insert bulb into socket.

5. Rotate clockwise one turn.

6. Is bulb tight? If not, repeat step 5.
7. End.

Overall, many more RISC instructions are required to do the job because each instruction is simpler
(reduced) and does less. The advantage is that there are fewer overall commands the robot (or proces-
sor) has to deal with, and it can execute the individual commands more quickly, and thus in many
cases execute the complete task (or program) more quickly as well. The debate goes on whether RISC
or CISC is really better, but in reality there is no such thing as a pure RISC or CISC chip—it is all just a
matter of definition, and the lines are somewhat arbitrary.

Intel and compatible processors have generally been regarded as CISC chips, although the fifth- and
later-generation versions have many RISC attributes and internally break down CISC instructions into
RISC versions.

MMX Technology

MMX technology, originally standing for multimedia extensions, or matrix math extensions, was intro-

duced in the later fifth-generation Pentium processors as a kind of add-on that improves video com-
pression/decompression, image manipulation, encryption, and I/O processing—all of which are used
in a variety of today’s software.

MMX consists of two main processor architectural improvements. The first is basic: All MMX chips
have a larger internal L1 cache than their non-MMX counterparts. This improves the performance
of any and all software running on the chip, regardless of whether it actually uses the MMX-specific
instructions.

The other part of MMX is that it extends the processor instruction set with 57 new commands or
instructions, as well as a new instruction capability called single instruction, multiple data (SIMD).

Modern multimedia and communication applications often use repetitive loops that, while occupying
10% or less of the overall application code, can account for up to 90% of the execution time. SIMD
enables one instruction to perform the same function on multiple pieces of data, similar to a teacher
telling an entire class to “sit down,” rather than addressing each student one at a time. SIMD enables
the chip to reduce processor-intensive loops common with video, audio, graphics, and animation.

Intel also added 57 new instructions specifically designed to manipulate and process video, audio, and
graphical data more efficiently. These instructions are oriented to the highly parallel and often repeti-
tive sequences frequently found in multimedia operations. Highly parallel refers to the fact that the
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same processing is done on many data points, such as when modifying a graphic image. The main
drawbacks to MMX were that it worked only on integer values and used the floating-point unit for pro-
cessing, so time was lost when a shift to floating-point operations was necessary. These drawbacks were
corrected in the additions to MMX from Intel and AMD.

Intel licensed the MMX capabilities to competitors such as AMD and Cyrix (later absorbed by VIA),
who were then able to upgrade their own Intel-compatible processors with MMX technology.

SSE

In February 1999, Intel introduced the Pentium III processor and included in that processor an update
to MMX called Streaming SIMD Extensions (SSE). These were also called Katmai New Instructions (KNI)
up until their debut because they were originally included on the Katmai processor, which was the
code name for the Pentium III. The Streaming SIMD Extensions consist of 70 new instructions, includ-
ing SIMD floating point, additional SIMD integer, and cacheability control instructions. Some of the
technologies that benefit from the Streaming SIMD Extensions include advanced imaging, 3D video,
streaming audio and video (DVD playback), and speech-recognition applications. The SSEx instruc-
tions are particularly useful with MPEG2 decoding, which is the standard scheme used on DVD

video discs.

One of the main benefits of SSE over plain MMX is that it supports single-precision floating-point
SIMD operations, which have posed a bottleneck in the 3D graphics processing. Just as with plain
MMX, SIMD enables multiple operations to be performed per processor instruction. Specifically, SSE
supports up to four floating-point operations per cycle; that is, a single instruction can operate on four
pieces of data simultaneously. SSE floating-point instructions can be mixed with MMX instructions
with no performance penalties. SSE also supports data prefetching, which is a mechanism for reading
data into the cache before it is actually called for.

SSE2 was introduced in November 2000, along with the Pentium 4 processor, and features 144 addi-
tional SIMD instructions. SSE2 also includes all the previous MMX and SSE instructions.

SSE3 was introduced in February 2004, along with the Pentium 4 Prescott processor, and adds 13 new
SIMD instructions to improve complex math, graphics, video encoding, and thread synchronization.
SSE3 also includes all the previous MMX, SSE, and SSE2 instructions.

SSSE3 (Supplemental SSE3) was introduced in June 2006 in the Xeon 5100 series server processors and
in July 2006 in the Core 2 processors. SSSE3 adds 32 new SIMD instructions to SSE3.

SSE4 (also called HD Boost by Intel) was introduced in January 2008 in versions of the Intel Core 2
processors (SSE4.1) and was later updated in November 2008 in the Core i7 processors (SSE4.2). SSE4
consists of 54 total instructions, with a subset of 47 instructions comprising SSE4.1, and the full 54
instructions in SSE4.2.

AVX

Advanced vector extensions (AVX) was introduced in January 2011 in the second-general Core i-series
Sandy Bridge processors and is also supported by AMD’s Bulldozer processor family. AVX is a new
256-bit instruction set extension to SSE, comprising 12 new instructions. AVX helps floating-point
intensive applications such as image and A/V processing, scientific simulations, financial analytics,
and 3D modeling and analysis to perform better. AVX is supported on Windows 7 SP1 and newer
releases, Windows Server 2008 R2 SP1, and Linux kernel version 2.6.30 and higher. For AVX support
on virtual machines running on Windows Server R2, see http://support.microsoft.com/kb/2517374 for
a hotfix. For more information about AVX, see http://software.intel.com/en-us/avx/.
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AVX 2.0 was introduced in the spring of 2013 along with Intel’s fourth-generation Core i-series Has-
well processors. Compared to AVX, AVX 2.0 adds 30 new instructions and doubles both floating-point
and integer performance.

Although AMD has adopted Intel SSE3 and earlier instructions in the past, instead of adopting SSE4,
AMD has created a different set of only four instructions it calls SSE4a. Although AMD had planned
to develop its own instruction set called SSES and release it as part of its new Bulldozer processor
architecture, it decided to shelve SSES and create new instruction sets that use coding compatible with
AVX. The new instruction sets include

B XOP—Integer vector instructions

B FMA3, FMA4—Floating-point instructions
B TMB-—Trailing bit instructions

B BMI—Bit-manipulations instructions

B CVT16—Half-precision floating-point conversion

XOP and FMA3 are supported in Bulldozer CPUs, while Piledriver adds support for FMA4, CVT16,
TMB, and BMI. To learn more about these instructions, see http://developer.amd.com/wordpress/
media/2012/10/New-Bulldozer-and-Piledriver-Instructions.pdf.

3DNow!

3DNow! technology was originally introduced as AMD’s alternative to the SSE instructions in the Intel
processors. It included three generations: 3D Now!, Enhanced 3D Now!, and Professional 3D Now!
(which added full support for SSE). AMD announced in August 2010 that it was dropping support for
3D Now!-specific instructions in upcoming processors.

For more information about 3D Now!, see the section “3D Now” in Chapter 3 of Upgrading and Repair-
ing PCs, 19th Edition, which is supplied on the disc packaged with this book.

Dynamic Execution

First used in the P6 (or sixth-generation) processors, dynamic execution enables the processor to exe-

cute more instructions in parallel, so tasks are completed more quickly. This technology innovation is
composed of three main elements:

H Multiple branch prediction—Predicts the flow of the program through several branches

H Dataflow analysis—Schedules instructions to be executed when ready, independent of their
order in the original program

B Speculative execution—Increases the rate of execution by looking ahead of the program
counter and executing instructions that are likely to be necessary

Branch Prediction

Branch prediction is a feature formerly found only in high-end mainframe processors. It enables the
processor to keep the instruction pipeline full while running at a high rate of speed. A special fetch/
decode unit in the processor uses a highly optimized branch-prediction algorithm to predict the direc-
tion and outcome of the instructions being executed through multiple levels of branches, calls, and
returns. It is similar to a chess player working out multiple strategies in advance of game play by pre-
dicting the opponent’s strategy several moves into the future. By predicting the instruction outcome
in advance, the instructions can be executed with no waiting.
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Dataflow Analysis

Dataflow analysis studies the flow of data through the processor to detect any opportunities for out-of-
order instruction execution. A special dispatch/execute unit in the processor monitors many instruc-
tions and can execute these instructions in an order that optimizes the use of the multiple superscalar
execution units. The resulting out-of-order execution of instructions can keep the execution units busy
even when cache misses and other data-dependent instructions might otherwise hold things up.

Speculative Execution

Speculative execution is the processor’s capability to execute instructions in advance of the actual pro-
gram counter. The processor’s dispatch/execute unit uses dataflow analysis to execute all available
instructions in the instruction pool and store the results in temporary registers. A retirement unit then
searches the instruction pool for completed instructions that are no longer data dependent on other
instructions to run or which have unresolved branch predictions. If any such completed instructions
are found, the retirement unit or the appropriate standard Intel architecture commits the results to
memory in the order they were originally issued. They are then retired from the pool.

Dynamic execution essentially removes the constraint and dependency on linear instruction sequenc-
ing. By promoting out-of-order instruction execution, it can keep the instruction units working rather
than waiting for data from memory. Even though instructions can be predicted and executed out of
order, the results are committed in the original order so they don’t disrupt or change program flow.
This enables the P6 to run existing Intel architecture software exactly as the P5 (Pentium) and previous
processors did—just a whole lot more quickly!

Dual Independent Bus Architecture

The Dual Independent Bus (DIB) architecture was first implemented in the sixth-generation processors
from Intel and AMD. DIB was created to improve processor bus bandwidth and performance. Having
two (dual) independent data I/O buses enables the processor to access data from either of its buses
simultaneously and in parallel, rather than in a singular sequential manner (as in a single-bus system).
The main (often called front-side) processor bus is the interface between the processor and the mother-
board or chipset. The second (back-side) bus in a processor with DIB is used for the L2 cache, enabling
it to run at much greater speeds than if it were to share the main processor bus.

Two buses make up the DIB architecture: the L2 cache bus and the main CPU bus, often called front
side bus (FSB). The P6 class processors, from the Pentium Pro to the Core 2, as well as Athlon 64 pro-
cessors can use both buses simultaneously, eliminating a bottleneck there. The dual bus architecture
enables the L2 cache of the newer processors to run at full speed inside the processor core on an inde-
pendent bus, leaving the main CPU bus (FSB) to handle normal data flowing in and out of the chip.
The two buses run at different speeds. The front-side bus or main CPU bus is coupled to the speed of
the motherboard, whereas the back-side or L2 cache bus is coupled to the speed of the processor core.
As the frequency of processors increases, so does the speed of the L2 cache.

DIB also enables the system bus to perform multiple simultaneous transactions (instead of singular
sequential transactions), accelerating the flow of information within the system and boosting perfor-
mance. Overall, DIB architecture offers up to three times the bandwidth performance over a single-bus
architecture processor.

HT Technology (Hyperthreading)
Intel’s HT Technology (its term for hyperthreading) allows a single processor or processor core to
handle two independent sets of instructions at the same time. In essence, HT Technology converts a
single physical processor core into two virtual processors.
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HT Technology was introduced on Xeon workstation-class processors with a 533MHz system bus

in March 2002. It found its way into standard desktop PC processors starting with the Pentium 4
3.06GHz processor in November 2002. HT Technology predates multicore processors, so processors
that have multiple physical cores, such as the Core 2 and Core i-series, may or may not support this
technology depending on the specific processor version. A quad-core processor that supports HT Tech-
nology (like the Core i-series) would appear as an 8-core processor to the OS; Intel’s Core i7-5960Xhas
eight cores and supports up to 16 threads. Internally, an HT-enabled processor has two sets of general-
purpose registers, control registers, and other architecture components for each core, but both logical
processors share the same cache, execution units, and buses. During operations, each logical processor
handles a single thread (see Figure 3.4).
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Thread 1
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CPU idle
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threaded
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FIGURE 3.4 A processor with HT Technology enabled can fill otherwise-idle time with a second process for
each core, improving multitasking and performance of multithreading single applications.

Although the sharing of some processor components means that the overall speed of an HT-enabled
system isn’t as high as a processor with as many physical cores would be, speed increases of 25% or
more are possible when multiple applications or multithreaded applications are being run.

To take advantage of HT Technology, you need the following:

H Processor supporting HT Technology—This includes many (but not all) Core i-series, Pen-
tium 4, Xeon, and Atom processors. Check the specific model processor specifications to be sure.

B Compatible chipset—Some older chipsets might not support HT Technology.

H BIOS support to enable/disable HT Technology—Be sure you enable HT Technology in
the BIOS Setup.

H HT Technology—enabled OS—Windows XP and later support HT Technology. Linux dis-
tributions based on kernel 2.4.18 and higher also support HT Technology. To see whether HT
Technology is functioning properly, you can check the Device Manager in Windows to see
how many processors are recognized. When HT is supported and enabled, the Windows Device
Manager shows twice as many processors as there are physical processor cores.
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Multicore Technology

HT Technology simulates two processors in a single physical core. If multiple simulated processors are
good, having two or more real processors is a lot better. A multicore processor, as the name implies,
actually contains two or more processor cores in a single processor package. From outward appearances,
it still looks like a single processor (and is considered as such for Windows licensing purposes), but
inside there can be two, three, four, or even more processor cores. A multicore processor provides virtu-
ally all the advantages of having multiple separate physical processors, all at a much lower cost.

Both AMD and Intel introduced the first dual-core x86-compatible desktop processors in May 2005.
AMD'’s initial entry was the Athlon 64 X2, whereas Intel’s first dual-core processors were the Pentium
Extreme Edition 840 and the Pentium D. The Extreme Edition 840 was notable for also supporting
HT Technology, allowing it to appear as a quad-core processor to the OS. These processors combined
64-bit instruction capability with dual internal cores—essentially two processors in a single package.
These chips were the start of the multicore revolution, which has continued by adding more cores
along with additional extensions to the instruction set. Intel introduced the first quad-core processors
in November 2006, called the Core 2 Extreme QX and Core 2 Quad. AMD subsequently introduced its
first quad-core desktop PC processor in November 2007, called the Phenom.

Multicore processors are designed for users who run multiple programs at the same time or who use
multithreaded applications, which pretty much describes all users these days. A multithreaded applica-
tion can run different parts of the program, known as threads, at the same time in the same address
space, sharing code and data. A multithreaded program runs faster on a multicore processor or a pro-
cessor with HT Technology enabled than on a single-core or non-HT processor.

Figure 3.5 illustrates how a dual-core processor handles multiple applications for faster performance.
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FIGURE 3.5 How a single-core processor (left) and a dual-core processor (right) handle multitasking.

It's important to realize that multicore processors don’t improve single-task performance much. If

you play non-multithreaded games on your PC, it’s likely that you would see little advantage in a
multicore or HT CPU. Fortunately, more and more software (including games) is designed to be multi-
threaded to take advantage of multicore processors. The program is broken into multiple threads, all of
which can be divided among the available CPU cores.



Processor Features | Chapter 3 73

Hardware-Assisted Virtualization Support

The ability to run multiple operating systems on a single computer, a technology known as virtualiza-
tion, was originally developed for IBM mainframe computers in 1965. However, it has also been avail-
able in PCs for over a decade. By running multiple operating systems and applications on a single
computer, a single computer can be used for multiple tasks, can support legacy applications that no
longer run on a current operating system, and makes technical support of a wide range of operating
systems, utilities, applications, and web browser versions from a single system feasible.

Virtualization can take two forms:

B Hypervisor/client
B Host/guest

With either type of virtualization, a program called a virtual machine manager (VMM) is used to
create and manage a virtual machine (VM), which is a section of RAM and hard disk space that is set
aside for use by an operating system and its applications. Once a VM is created and started, the user
can install an operating system supported by the VMM, install any utilities designed to make the oper-
ating system work better inside the VM, and can use the VM as if it is the only operating system run-
ning on the hardware. The disk space used by a VM is usually dynamic, expanding from a small size
to a pre-set maximum only as needed, and the RAM allocated to a VM is available for other processes
when the VM is closed.

In hypervisor/client virtualization, the VMM runs directly on the hardware, enabling VMs to go
through fewer layers of emulation for faster performance than with host/guest virtualization. This type
of virtualization is sometimes referred to as Type 1 or bare-metal virtualization. This is the type of vir-
tualization performed by Microsoft Hyper-V and most server-class virtualizers.

In host/guest virtualization, a host operating system runs a VMM program. The VMM is used to cre-
ate and manage operating systems loaded as guests. In this type of virtualization, the connections
between hardware and the virtual machine must pass through two layers: the device drivers used
by the host operating system and the virtualized drivers used by the VMM. The multilayered nature
of host/guest virtualization makes this type of virtualization relatively slow. It is also referred to as
Type 2 virtualization, and Microsoft Virtual PC and Windows Virtual PC are examples of this type of
virtualization.

Most virtualization programs for Windows-based PCs, such as Microsoft Virtual PC 2004 and 2007,
use host/guest virtualization. To enable virtualization to run faster and make virtualization more use-
ful, both Intel and AMD have added hardware-assisted virtualization support to their processors. The
original edition of Windows Virtual PC for Windows 7 required the use of processors with hardware-
assisted virtualization support with the BIOS configured to enable this feature. Although the current
version of Windows Virtual PC does not require the use of processors with hardware-assisted virtual-
ization, this feature is highly desirable for any computer that will be used for virtualization.

Note
Windows 8.1/10 Pro do not support Windows Virtual PC. Instead, these versions of Windows include HyperV Client.

Enable it through the Add/Remove Features from Windows dialog box in the Control Panel.

AMD-V
AMD refers to its hardware-assisted virtualization support as AMD-V, although BIOS Setup programs
might also identify it as VMM or virtualization. Support for AMD-V is almost universal across its
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processors starting with models supporting Socket AM2 and their mobile counterparts up through cur-
rent processors for AM3+, FM2+ , and AM1 sockets.

Intel VT-x and VT-D

Intel refers to its hardware-assisted virtualization support as Intel VT-x. Intel supports VI-x on all of
its second-generation and newer Core i3/i5/i7 processors, and with certain models in older product

families. Intel processors with VT-D support also virtualize directed I/O for faster performance of I/O
devices in a virtualized environment.

VIA VT

VIA Technologies refers to its hardware-assisted virtualization support as VIA VT. It is present in all
Nano-family processors as well as QuadCore and Eden X2 processor families.

Enabling Hardware-Assisted Virtualization Support
To enable hardware-assisted virtualization support on a computer, the following must occur:
B The installed process must support hardware-assisted virtualization.
B The BIOS must support hardware-assisted virtualization.
B The BIOS settings for hardware-assisted virtualization must be enabled.

H A VMM that supports hardware-assisted virtualization must be installed.

Note

To determine whether a system includes a processor that supports hardware-assisted virtualization, use CPU-Z (discussed

earlier in this chapter), and check BIOS seftings.

The following sections discuss the major features of these processors and the different approaches Intel
and AMD take to bring 64-bit multicore computing to the PC.

Processor Manufacturing

Processors are manufactured primarily from silicon, the second most common element on the planet.
(Only the element oxygen is more common.) Silicon is the primary ingredient in beach sand; how-
ever, in that form it isn’t pure enough to be used in chips.

The process by which silicon is formed into chips is a lengthy one that starts by growing pure silicon
crystals via what is called the Czochralski method (named after the inventor of the process). In this
method, electric arc furnaces transform the raw materials (primarily quartz rock that is mined) into
metallurgical-grade silicon. Then to further weed out impurities, the silicon is converted to a liquid,
distilled, and then redeposited in the form of semiconductor-grade rods, which are 99.999999% pure.
These rods are then mechanically broken into chunks and packed into quartz crucibles, which are
loaded into electric crystal pulling ovens. There the silicon chunks are melted at more than 2,500°
Fahrenheit. To prevent impurities, the ovens usually are mounted on thick concrete cubes—often on a
suspension to prevent vibration, which would damage the crystal as it forms.

After the silicon is melted, a small seed crystal is inserted into the molten silicon and slowly rotated
(see Figure 3.6). As the seed is pulled out of the molten silicon, some of the silicon sticks to the seed
and hardens in the same crystal structure as the seed. The pulling speed (10-40 millimeters per hour)
and temperature (approximately 2,500°F) are carefully controlled, which causes the crystal to grow
with a narrow neck that then widens into the full desired diameter. Depending on the chips being
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made, each ingot is 200mm (approximately 8 inches) or 300mm (12 inches) in diameter and more
than S feet long, weighing hundreds of pounds.

Seed

Single silicon crystal

Water-cooled chamber

Heat shield
w < Carbon heater

* Graphite crucible

< Crucible support
\ < y Spill tray
> Electrode

N

FIGURE 3.6 Growing a pure silicon ingot in a high-pressure, high-temperature oven.

The ingot is then ground into a perfect 200mm- (8-inch) or 300mm-diameter (12-inch) cylinder, with
a small flat or notch cut on one side for handling and positioning. Each ingot is then sliced with a
high-precision saw into more than a thousand circular wafers, each less than a millimeter thick. The
wafers are then polished to a mirror-smooth surface to make them ready for imprinting. A finished
wafer with imprinted chips is shown in Figure 3.7.

Chips are manufactured from the wafers using a process called photolithography. Through this photo-
graphic process, transistors and circuit and signal pathways are created in semiconductors by deposit-
ing different layers of various materials on the chip, one after the other. Where two specific circuits
intersect, a transistor or switch can form.

Note

Infel invented the first 3D transistor, the Tri-Gate transistor, in 2002; after years of development, Intel incorporated it into
its 22-nanometer process in 2012. A Tri-Gate transistor uses a silicon fin that connects vertically to the substrate, enabling
gates on three sides of the fin. Thus, more transistors can be packed together in the same space compared with conven-
tional “flat” transistors. By reducing the amount of space needed for a particular number of transistors, 3D fransistors can
help to create more powerful processors and enable more processors to be created from a wafer.

The photolithographic process starts when an insulating layer of silicon dioxide is grown on the wafer
through a vapor deposition process. Then a coating of photoresist material is applied, and an image of
that layer of the chip is projected through a mask onto the now light-sensitive surface.

Doping is the term that describes chemical impurities added to silicon (which is naturally a noncon-
ductor), creating a material with semiconductor properties. The projector uses a specially created mask,
which is essentially a negative of that layer of the chip etched in chrome on a quartz plate. Modern
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processors have 20 or more layers of material deposited and partially etched away (each requiring a
mask) and up to six or more layers of metal interconnects.

As the light passes through a mask, the light is focused on the wafer surface, exposing the photoresist
with the image of that layer of the chip. Each individual chip image is called a die. A device called a
stepper then moves the wafer over a little bit, and the same mask imprints another chip die immedi-
ately next to the previous one. After the entire wafer is imprinted with a layer of material and photo-
resist, a caustic solution washes away the areas where the light struck the photoresist, leaving the mask
imprints of the individual chip circuit elements and pathways. Then another layer of semiconductor
material is deposited on the wafer with more photoresist on top, and the next mask exposes and then
etches the next layer of circuitry. Using this method, the layers and components of each chip are built
one on top of the other until the chips are completed (see Figure 3.7).

FIGURE 3.7 300mm (12-inch) wafer containing 4th generation Core I processor dies. Image courtesy Intel
Corporation.

Some of the masks add the metallization layers, which are the metal interconnects that tie all the
individual transistors and other components together. Most older chips use aluminum interconnects,
although in 2002 many moved to copper. The first commercial PC processor chip to use copper was
the 0.18-micron Athlon made in AMD’s Dresden fab, and Intel shifted the Pentium 4 to copper with
the 0.13-micron Northwood version. Copper is a better conductor than aluminum and allows smaller
interconnects with less resistance, meaning smaller and faster chips can be made. Copper hadn’t been
used previously because there were difficult corrosion problems to overcome during the manufactur-
ing process that were not as much of a problem with aluminum.

Another technology used in chip manufacturing is called silicon on insulator (SOI). SOI uses a layered
silicon-insulator-silicon wafer substrate to reduce parasitic device capacitance, thus reducing current
leakage and improving performance. In particular, AMD has used SOI for many of its processors
since 2001.

A completed circular wafer has as many chips imprinted on it as can possibly fit. Because each chip
usually is square or rectangular, there are some unused portions at the edges of the wafer, but every
attempt is made to use every square millimeter of surface.
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The industry is going through several transitions in chip manufacturing. The trend in the industry is
to use both larger wafers and a smaller manufacturing process. The process refers to the size and line
spacing of the individual circuits and transistors on the chip, whereas the wafer size refers to the diam-
eter of the circular wafers on which the chips are imprinted.

The industry began moving to the 90-nanometer (0.09-micron) process in 2004, the 65-nanometer in
2006, the 45-nanometer process in 2008, the 32-nanometer process in 2010, and the 22-nanometer
process in 2012.

In 2002, chip manufacturing began moving from 200mm (8-inch) diameter wafers to larger 300mm
(12-inch) wafers. The larger 300mm wafers enable more than double the number of chips to be made
compared to the 200mm used previously. In addition, the transitions to smaller and smaller processes
enable more transistors to be incorporated into the chip die.

Table 3.6 shows the CPU manufacturing process and silicon wafer size transitions for the first 30 years
from when the processor debuted (1971-2001). Table 3.7 shows the continuing evolution of these
transitions from 2002 through the present, and all the way to 2022, including several planned future
transitions.

With more recent processors, smaller manufacturing processes have also been used to make more
space available in each processor die for features such as multiple processor cores, CPU-integrated
video, and large L3 caches. For example, the Ivy Bridge Core i7 six-core processor, although it uses a
22nm process, has a larger core size than the Pentium 4 Northwood (which was built on a 130nm pro-
cess): 166 square millimeters for the Nehalem (1.4 billion transistors), versus 131 square millimeters
for Northwood (55 million transistors). These will still be made on 300mm wafers because the next
wafer transition isn’t expected until 2018, when the industry plans to a transition to 450mm wafers.
The G450C website at www.g450c.org provides information on the companies and technologies
involved in this transition.

Note that not all the chips on each wafer will be good, especially as a new production line starts. As
the manufacturing process for a given chip or production line is perfected, more and more of the
chips will be good. The ratio of good to bad chips on a wafer is called the yield. Yields well below
50% are common when a new chip starts production; however, by the end of a given chip’s life, the
yields are normally in the 90% range. Most chip manufacturers guard their yield figures and are secre-
tive about them because knowledge of yield problems can give their competitors an edge. A low yield
causes problems both in the cost per chip and in delivery delays to their customers. If a company has
specific knowledge of competitors’ improving yields, it can set prices or schedule production to get
higher market share at a critical point.

After a wafer is complete, a special fixture tests each of the chips on the wafer and marks the bad ones
to be separated later. The chips are then cut from the wafer using either a high-powered laser or a
diamond saw.

After being cut from the wafers, the individual dies are retested, packaged, and retested again. The
packaging process is also referred to as bonding because the die is placed into a chip housing in which
a special machine bonds fine gold wires between the die and the pins on the chip. The package is the
container for the chip die, which essentially seals it from the environment.

After the chips are bonded and packaged, final testing is done to determine both proper function and
rated speed. Different chips in the same batch often run at different speeds. Special test fixtures run
each chip at different pressures, temperatures, and speeds, looking for the point at which the chip
stops working. At this point, the maximum successful speed is noted and the final chips are sorted
into bins with those that tested at a similar speed.
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Table 3.6 CPU Process/Wafer Size Transitions from 1971 to 2001

Date 1971 1974 1976 1982
Mfg. Process (microns) 10pm 6pm 3pm 1.5pm
Mfg. Process (nanometers) 10,000nm 6,000nm 3,000nm 1,500nm
Wafer Size (millimeters) 50.8mm 76.2mm 100mm 100mm
Wafer Size (inches) 2in 3in 4in 4in

Intel first used 150mm (6-inch) wafers in 1983 and 200mm (8-inch) wafers in 1993.

Table 3.7 CPU Process/Wafer Size Transitions from 2002 to 2022

Date 2002 2004 2006 2008
Mfg. Process (microns) 0.13pm 0.09pm 0.065pm 0.045pm
Mfg. Process (nanometers) 130nm 90nm 65nm 45nm
Wafer Size (millimeters) 300mm 300mm 300mm 300mm
Wafer Size (inches) 12 in 12 in 12 in 12 in

Intel first used 300mm (12-inch) wafers in 2002.
*Projected

One interesting thing about this is that as a manufacturer gains more experience and perfects a par-
ticular chip assembly line, the yield of the higher-speed versions goes way up. So, of all the chips pro-
duced from a single wafer, perhaps more than 75% of them check out at the highest speed, and only
25% or less run at the lower speeds. The paradox is that Intel often sells a lot more of the lower-priced,
lower-speed chips, so it just dips into the bin of faster ones, labels them as slower chips, and sells
them that way. People began discovering that many of the lower-rated chips actually ran at speeds
much higher than they were rated, and the business of overclocking was born. Similarly, some lower-
cost multicore processors from AMD have the same physical number of cores as higher-cost ones, but
some cores are disabled during manufacturing.

PGA Chip Packaging
Variations on the pin grid array (PGA) chip packaging have been the most commonly used chip pack-
ages over the years. They were used starting with the 286 processor in the 1980s and are still used
today, although not in all CPU designs. PGA takes its name from the fact that the chip has a grid-like
array of pins on the bottom of the package. PGA chips are inserted into sockets, which are often of a
zero insertion force (ZIF) design. A ZIF socket has a lever to allow for easy installation and removal of
the chip.

Most original Pentium processors use a variation on the regular PGA called staggered pin grid array
(SPGA), in which the pins are staggered on the underside of the chip rather than in standard rows
and columns. This was done to move the pins closer together and decrease the overall size of the chip
when a large number of pins is required. Figure 3.8 shows a Pentium Pro that uses the dual-pattern
SPGA (on the right) next to a Pentium 66 that uses the regular PGA. Note that the right half of the
Pentium Pro shown here has additional pins staggered among the other rows and columns.
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1989 1992 1994 1995 1997 1999 2001
1.0pm 0.8pm 0.6pm 0.35pm 0.25pm 0.18pm 0.13pm
1000nm 800nm 600nm 350nm 250nm 180nm 130nm
150mm 200mm 200mm 200mm 200mm 200mm 200mm
6in 6in 8in 8in 8in 8in 8in
2010 2012 2014 2016 2018 2020 2022
0.032pm 0.022pm 0.014pm 0.011pm* 0.008pm* 0.006pm* 0.004pm*
32nm 22nm 16nm 11nm 8nm 6nm 4nm
300mm 300mm 300mm 300mm 450mm* 450mm* 450mm*
12 in 12 in 18 in 18 in 18 in 18 in 18 in

FIGURE 3.8 PGA on Pentium 66 (left) and dual-pattern SPGA on Pentium Pro (right).
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Early PGA variations mounted the processor die in a cavity under the substrate, whereas so-called “Flip
Chip” versions mount the processor die upside down so that less expensive solder bonding rather than

expensive wire bonding can be used to connect the processor die to the chip package.

Unfortunately, there were some problems with attaching the heatsink to an FC-PGA chip. The heat-
sink sat on the top of the die, which acted as a pedestal. If you pressed down on one side of the heat-
sink excessively during the installation process (such as when you were attaching the clip), you risked
cracking the silicon die and destroying the chip. This was especially a problem as heatsinks became
larger and heavier and the force applied by the clip became greater. Intel and AMD now use a metal
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cap called a heat spreader over the top of the CPU to prevent damage when the heatsink is installed.
This type of packaging is known as FC-PGA2 and was used by Intel for all Pentium 4 and subsequent
chips. AMD began to use it with its Athlon 64 processors and subsequent chips.

Future packaging directions may include what is called bumpless build-up layer (BBUL) packaging. This
embeds the die completely in the package; in fact, the package layers are built up around and on top
of the die, fully encapsulating it within the package. This embeds the chip die and allows for a full
flat surface for attaching the heatsink, as well as shorter internal interconnections within the package.
BBUL is designed to handle extremely high clock speeds of 20GHz or faster but is not yet necessary.

Single Edge Contact and Single Edge Processor Packaging
Intel and AMD used cartridge- or board-based packaging for some of their processors from 1997
through 2000. This packaging was called single edge contact cartridge (SECC) or single edge processor pack-
age (SEPP) and consisted of the CPU and optional separate L2 cache chips mounted on a circuit board
that looked similar to an oversized memory module and that plugged into a slot. In some cases, the
boards were covered with a plastic cartridge.

Table 3.8 CPU Socket Specifications

Chip Class Socket Pins Layout Voltage
486 Socket 1 169 17x17 PGA 5V
Socket 2 238 19x19 PGA 5V
Socket 3 237 19x19 PGA 5V/3.3V
Socket 61 235 19x19 PGA 3.3V
586 Socket 4 273 21x21 PGA 5V
Socket 5 320 37x37 SPGA 3.3V/3.5V
Socket 7 321 37x37 SPGA VRM
686 Socket 8 387 Dual-pattern SPGA Auto VRM
Slot 1 (SC242) 242 Slot Auto VRM
Socket 370 370 37x37 SPGA Auto VRM
Intel P4/Core Socket 423 423 39x39 SPGA Auto VRM
Socket 478 478 26x26 mPGA Auto VRM
Socket T (LGA775) 775 30x33 LGA Auto VRM
LGA1156 (Socket H) 1156 40x40 LGA Auto VRM
LGA1366 (Socket B) 1366 41x43 LGA Auto VRM
LGA1155 (Socket H2) 1155 40x40 LGA Auto VRM
LGA2011 (Socket R) 2011 58x43 hexLGA Auto VRM
LGA1150 1150 40x40 LGA CPU Int
LGA2011-v3* 2011 58x43 hexLGA CPU Int
AMD K7 class Slot A 242 Slot Auto VRM

Socket A (462) 462 37x37 SPGA Auto VRM
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To learn more about SECC and SEPP packaging, see “Single Edge Contact and Single Edge Processor
Packaging” in Chapter 3 of Upgrading and Repairing PCs, 19th Edition, included in its entirety on the
disc packaged with this book.

Processor Socket and Slot Types

Intel and AMD have created a set of socket and slot designs for their processors. Each socket or slot is
designed to support a different range of original and upgrade processors. Table 3.8 shows the designa-
tions for the various standard processor sockets/slots and lists the chips designed to plug into them.

Sockets 1, 2, 3, and 6 are 486 processor sockets and are shown together in Figure 3.9 so you can see
the overall size comparisons and pin arrangements between these sockets. Sockets 4, 5, 7, and 8 are
Pentium and Pentium Pro processor sockets and are shown together in Figure 3.10 so you can see the
overall size comparisons and pin arrangements between these sockets.

Supported Processors Introduced
486 SX/SX2, DX/DX2, DX4 OD Apr. 1989
486 SX/SX2, DX/DX2, DX4 OD, 486 Pentium OD Mar. 1992
486 SX/SX2, DX/DX2, DX4, 486 Pentium OD, AMD 5x86 Feb. 1994
486 DX4, 486 Pentium OD Feb. 1994
Pentium 60/66, OD Mar. 1993
Pentium 75-133, OD Mar. 1994
Intel Pentium 75-233+, MMX, OD, AMD K5/K6, Cyrix M1/II Jan. 1997
Intel Pentium Pro, OD Nov. 1995
Intel Pentium 11/l SECC, Celeron SEPP May 1997
Intel Celeron/Pentium Ill PPGA/FC-PGA, VIA/Cyrix ln/Cc3 Nov. 1998
Intel Pentium 4 FC-PGA Nov. 2000
Intel Pentium 4/Celeron FC-PGA2, Celeron D Oct. 2001
Intel Pentium 4/Extreme Edition, Pentium D, Celeron D, Pentium dual-core, Core2 June 2004
Intel Pentium, Core i3/i5/i7, Xeon Sept. 2009
Intel Core i7, Xeon Nov. 2008
Intel Core i7, i5, i3, Pentium, Celeron (Sandy Bridge) Jan. 2011
Intel Core i7-E (Sandy Bridge E, Ivy Bridge E), Xeon Nov. 2011
Intel Core i7, i5, i3, Pentium, Celeron (Haswell) June 2013

Intel Core i7-E (Haswell Refresh)

AMD Athlon SECC June 1999
AMD Athlon/Athlon XP/Duron PGA/FC-PGA June 2000
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Table 3.8 Continued

Chip Class Socket Pins Layout Voltage
AMD K8 class Socket 754 754 29x29 mPGA Auto VRM
Socket 939 939 31x31 mPGA Auto VRM
Socket 940 940 31x31 mPGA Auto VRM
Socket AM2 940 31x31 mPGA Auto VRM
Socket AM2+ 940 31x31 mPGA Auto VRM
Socket AM3 941 31x31 mPGA Auto VRM
Socket AM3+ 942 31x31 mPGA Auto VRM
Socket F (1207 FX) 1207 35x35 LGA Auto VRM
AMD A class Socket FM1 905 31x31 mPGA Auto VRM
Socket FM2 904 31x31 mPGA Auto VRM
Socket FM2+ 906 31x31 mPGA Auto VRM
AMD AM class Socket AM1 (aka FS1b) 721 28x28 mPGA Auto VRM
Server/Workstation Slot 2 (SC330) 330 Slot Auto VRM
Socket 603 603 31x25 mPGA Auto VRM
Socket 604 604 31x25 mPGA Auto VRM
Socket PAC418 418 38x22 split SPGA Auto VRM
Socket PAC611 611 25x28 mPGA Auto VRM
LGA771 (Socket J) 771 30x33 LGA Auto VRM
Socket M (PGA478MT) 478 26x26 PGA Auto VRM
LGA1567 1567 38x43 LGA Auto VRM
Socket 940 940 31x31 mPGA Auto VRM
Socket F (1207 FX) 1207 35x35 LGA Auto VRM
G34 1974 57x40 LGA Auto VRM
C32 1207 35x35 LGA Auto VRM

1 Socket 6 was never actually implemented in systems.

2 Socket has 941 pins, but CPUs for Socket AM3 have 938 pins.

FC-PGA = Flip-chip pin grid array
PGA2 = FC-PGA with an integrated heat spreader (IHS)
LGA = Land grid array

hexLGA = Land grid array arranged in a hexagonal pattern

OverDrive = Retail upgrade processors

PAC = Pin array cartridge

PGA = Pin grid array
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Supported Processors Introduced
AMD Athlon 64 Sep. 2003
AMD Athlon 64 v.2 June 2004
AMD Athlon 64 FX, Opteron Apr.2003
AMD Athlon 64/64FX/64 X2, Sempron, Opteron, Phenom May 2006
AMD Athlon 64/64 X2, Opteron, Phenom X2/X3/X4, Il X4 Nov. 2007
AMD Athlon II, Phenom Il, Sempron Feb. 2009
AMD FX 4xxx, éxxx, 8xxx, 9xxx series, Opteron 3xxx Mid-2011
AMD Athlon 64 FX, Opteron Aug. 2006
AMD A4 3xxx, Aé 3xxx, A8 3xxx series, Athlon Il X2/X4, E2, Sempron X2 Jul. 2011
AMD A4 5xxx, Aé 5xxx, A8 5xxx, A10 5xxx, Sempron X2 24x, Athlon X2 34x Sept. 2012
AMD A4 7xxx, Aé 7xxx, A8 7xxx, A10 7xxx, Sempron X2 , Athlon X2 Jan. 2014
AMD Athlon Quad Core APU 5xxx, Sempron Quad-Core 38xx, 26xx Apr. 2014
Intel Pentium I1/1ll Xeon Apr. 1998
Intel Xeon (P4) May 2001
Infel Xeon (P4) Oct. 2003
Intel ltanium May 2001
ltanium 2 July 2002
Intel Xeon Jun. 2006
Intel Xeon Jan. 2006
Intel Xeon April 2011
AMD Athlon 64 FX, Opteron Apr. 2003
AMD Athlon 64 FX, Opteron Aug. 2006
AMD Opteron 6xxx Mar. 2010
AMD Opteron 4xxx June 2010

PPGA = Plastic pin grid array

SECC = Single edge contact cartridge

SEPP = Single edge processor package

SPGA = Staggered pin grid array

mPGA = Micro pin grid array

VRM = Voltage regulator module with variable voltage output determined by module type or manual jumpers

Auto VRM = Voltage regulator module with automatic voltage selection determined by processor voltage ID (VID) pins

*LGA2011-v3 uses the same physical layout as LGA2011, but redefines some pins and uses a different retention
mechanism than LGA2011 to prevent use of an incompatible processor
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Socket 2 Socket 3 Socket 6

FIGURE 3.9 486 processor sockets.

Socket 4 Socket 5 Socket 7 Socket 8

FIGURE 3.10 Pentium and Pentium Pro processor sockets.

When the Socket 1 specification was created, manufacturers realized that if users were going to
upgrade processors, they had to make the process easier. The socket manufacturers found that 100 lbs.
of insertion force is required to install a chip in a standard 169-pin Socket 1 motherboard. With this
much force involved, you easily could damage either the chip or the socket during removal or reinstal-
lation. Because of this, some motherboard manufacturers began using low insertion force (LIF) sockets,
which required a smaller 60 lbs. of insertion force for a 169-pin chip. Pressing down on the mother-
board with 60-100 Ibs. of force can crack the board if it is not supported properly. A special tool is also
required to remove a chip from one of these sockets. As you can imagine, even the LIF was relative,
and a better solution was needed if the average person was ever going to replace his CPU.

Manufacturers began using ZIF sockets in Socket 1 designs, and all processor sockets from Socket 2
and higher have been of the ZIF design. ZIF is required for all the higher-density sockets because the
insertion force would simply be too great otherwise. ZIF sockets almost eliminate the risk involved in
installing or removing a processor because no insertion force is necessary to install the chip and no
tool is needed to extract one. Most ZIF sockets are handle-actuated: You lift the handle, drop the chip
into the socket, and then close the handle. This design makes installing or removing a processor easy.

The following sections take a closer look at those socket designs you are likely to encounter in
active PCs.

For more information about Socket 370 (PGA-370), Socket 423, Socket 478, Socket A, Socket 754,
Socket 939, and Socket 940, see Chapter 3, “Processor Types and Specifications,” of Upgrading and
Repairing PCs, 19th Edition, found in its entirety on the DVD packaged with this book.

Socket LGA775

Socket LGA775 (also called Socket T) is used by the Core 2 Duo/Quad processors, the most recent ver-
sions of the Intel Pentium 4 Prescott processor and the Pentium D and Pentium Extreme Edition pro-
cessors. Some versions of the Celeron and Celeron D also use Socket LGA775. Socket LGA775, unlike
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earlier Intel processor sockets, uses a land grid array format, so the pins are on the socket, rather than
the processor.

LGA uses gold pads (called lands) on the bottom of the processor to replace the pins used in PGA
packages. It allows for much greater clamping forces via a load plate with a locking lever, with greater
stability and improved thermal transfer (better cooling). The first LGA processors were the Pentium II
and Celeron processors in 1997; in those processors, an LGA chip was soldered on the Slot-1 cartridge.
LGA is a recycled version of what was previously called leadless chip carrier (LCC) packaging. This was
used way back on the 286 processor in 1984, and it had gold lands around the edge only. (There were
far fewer pins back then.) In other ways, LGA is simply a modified version of ball grid array (BGA),
with gold lands replacing the solder balls, making it more suitable for socketed (rather than soldered)
applications. Socket LGA775 is shown in Figure 3.11.

QQ0000000Q00Q0QO0O

- 0sD_08- 1 D
CUe0-0gI1

00000000000000000000009

N ;/

FIGURE 3.11 Socket LGA775 (Socket T). The release lever on the left raises the load plate out of the way to
permit the processor to be placed over the contacts.

Socket LGA1156

Socket LGA1156 (also known as Socket H) was introduced in September 2009 and was designed to sup-
port Intel Core i-series processors featuring an integrated chipset North Bridge, including a dual-
channel DDR3 memory controller and optional integrated graphics. Socket LGA1156 uses a land grid
array format, so the pins are on the socket, rather than the processor. Socket LGA1156 is shown in
Figure 3.12.
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Badgy

LGA1156

FIGURE 3.12 Socket LGA1156 (Socket H) with a protective plate over the lands.

Because the processor includes the chipset North Bridge, Socket LGA1156 is designed to interface
between a processor and a Platform Controller Hub (PCH), which is the new name used for the south-
bridge component in supporting 5x series chipsets. The LGA1156 interface includes the following:

H PCI Express x16 v2.0—For connection to either a single PCle x16 slot, or two PCle x8 slots
supporting video cards.

H DMI (Direct Media Interface)—For data transfer between the processor and the PCH. DMI in
this case is essentially a modified PCI Express x4 v2.0 connection, with a bandwidth of 2GBps.

H DDR3 dual-channel—For direct connection between the memory controller integrated into
the processor and DDR3 SDRAM modules in a dual-channel configuration.

H FDI (Flexible Display Interface)—For the transfer of digital display data between the
(optional) processor integrated graphics and the PCH.

When processors with integrated graphics are used, the Flexible Display Interface carries digital display
data from the GPU in the processor to the display interface circuitry in the PCH. Depending on the
motherboard, the display interface can support DisplayPort, High Definition Multimedia Interface
(HDMI), Digital Visual Interface (DVI), or Video Graphics Array (VGA) connectors.

Socket LGA1366

Socket LGA1366 (also known as Socket B) was introduced in November 2008 to support high-end Intel
Core i-series processors, including an integrated triple-channel DDR3 memory controller, but which
also requires an external chipset North Bridge, in this case called an I/O Hub (IOH). Socket LGA1366
uses a land grid array format, so the pins are on the socket, rather than the processor. Socket LGA1366
is shown in Figure 3.13.

Socket LGA1366 is designed to interface between a processor and an IOH, which is the new name used
for the North Bridge component in supporting 5x series chipsets. The LGA1366 interface includes the
following:
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H QPI (Quick Path Interconnect)—For data transfer between the processor and the IOH. QPI
transfers 2 bytes per cycle at either 4.8 or 6.4GHz, resulting in a bandwidth of 9.6 or 12.8GBps.

H DDR3 triple-channel—For direct connection between the memory controller integrated into
the processor and DDR3 SDRAM modules in a triple-channel configuration.

© @R

1 LGA1366 1

FIGURE 3.13 Socket LGA1366 (Socket B) with a protective plate over the lands.

LGA1366 is designed for high-end PC, workstation, or server use. It supports configurations with mul-
tiple processors.

Socket LGA1155

Socket LGA1155 (also known as Socket H2) was introduced in January 2011 to support Intel’s Sandy
Bridge (second-generation) Core i-series processors, which now include Turbo Boost overclocking.
Socket LGA1155 uses a land grid array format, so the pins are on the socket, rather than the processor.
Socket LGA1155 uses the same cover plate as Socket 1156, but is not interchangeable with it. Socket
LGA1155 is also used by Intel’s Ivy Bridge (third-generation) Core i-series processors. LGA1155 sup-
ports up to 16 PCle v3 lanes and 8 PCle 2.0 lanes.

Socket LGA1155 is shown in Figure 3.14.

Socket LGA2011

Socket LGA2011 was introduced in November 2011 to support high-performance versions of Intel’s
Sandy Bridge (second-generation) Core i-series processors (Sandy Bridge-E), which now include Turbo
Boost overclocking. LGA2011 supports 40 PCle 3.0 lanes, quad-channel memory addressing, and fully-
unlocked processor multipliers.

Socket LGA2011 uses a land grid array format, so the pins are on the socket, rather than the processor.
Socket LGA2011 is shown in Figure 3.15.
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FIGURE 3.15 Socket LGA2011 before installing a processor.
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Socket LGA2011-v3 (also known as LGA2011-3) was introduced in August 2014 to support high-per-
formance versions of Intel’s fourth-generation Core i7 Series processors (Haswell-E or Haswell Refresh).
Socket LGA2011-v3 uses the same mechanical design as Socket LGA2011, but is not compatible with
processors made for the original LGA2011.

Socket LGA1150

Socket LGA1150 (also known as Socket H3) was introduced in June 2013 to support Intel’s Haswell
fourth-generation Core i-series processors. Socket LGA1150 uses a land grid array format, so the pins
are on the socket, rather than the processor. Socket LGA1150 also supports the fifth-generation Core
i-series processors code-named Broadwell, which will become available in 2015.

Socket LGA1150 and its processor retention device are shown in Figure 3.16.

FIGURE 3.16 Socket LGA1150 (Socket H2) before installing a processor.

Socket AM2/AM2+/AM3/AM3+

In May 2006, AMD introduced processors that use a new socket, called Socket AM2 (see Figure 3.17).
AM2 was the first replacement for the confusing array of Socket 754, Socket 939, and Socket 940 form
factors for the Athlon 64, Athlon 64 FX, and Athlon 64 X2 processors.

Although Socket AM2 contains 940 pins—the same number that Socket 940 uses—Socket AM2 is
designed to support the integrated dual-channel DDR2 memory controllers that were added to the
Athlon 64 and Opteron processor families in 2006. Processors designed for Sockets 754, 939, and 940
include DDR memory controllers and are not pin compatible with Socket AM2. Sockets 939, 940, and
AM2 support HyperTransport v2.0, which limits most processors to a 1GHz FSB.
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FIGURE 3.17 Socket AM2/AM2+. The arrow (triangle) at the lower left indicates pin 1.

Socket AM2+ is an upgrade to Socket AM2 that was released in November 2007. Although Sockets
AM2 and AM2+ are physically the same, Socket AM2+ adds support for split power planes and Hyper-
Transport 3.0, allowing for FSB speeds of up to 2.6GHz. Socket AM2+ chips are backward compatible
with Socket AM2 motherboards, but only at reduced HyperTransport 2.0 FSB speeds. Socket AM2 pro-
cessors can technically work in Socket AM2+ motherboards; however, this also requires BIOS support,
which is not present in all motherboards.

Socket AM3 was introduced in February 2009, primarily to support processors with integrated DDR3
memory controllers such as the Phenom II. Besides adding support for DDR3 memory, Socket AM3 has
941 pins in a modified key pin configuration that physically prevents Socket AM2 or AM2+ processors
from being inserted (see Figure 3.18).
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FIGURE 3.18 Socket AM3. The arrow (triangle) at the lower left indicates pin 1.
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Socket AM3+ is a modified version of AM3 designed for the “Bulldozer” and “Piledriver” processors. It
has 938 pins, and also supports processors made for AM3 sockets. Table 3.9 shows the essential differ-
ences between Socket AM2, AM2+, AM3, and AM3+.

Table 3.9 Socket AM2, AM2+, AM3, and AM3+ Features
Features Socket AM2 Socket AM2+ Socket AM3 Socket AM3+

Number of Pins 940 940 938 938

Hyper-Transport (FSB) 2.0 (up to 1.4GHz) 3.0 (up to 2.6GHz) 3.0 (up to 2.6GHz) 3.0 (up to 2.6GHz)
Support

Supported Memory DDR2 (dual-channel) DDR2 (dual-channel) DDR3 (dual-channel) DDR3 (dual-channel)

Supported Processors  Socket AM2, AM2+, Socket AM2, AM2+, Socket AM3 Socket AM3+ or
or AM3 AM3 AM3

Here is a summary of the compatibility between AM2, AM2+, AM3, and AM3+ processors and
motherboards:

B You cannot install Socket AM2 or AM2+ processors in Socket AM3 motherboards.
B You can install Socket AM2 processors in Socket AM2+ motherboards.

B You can install Socket AM3 or AM2+ processors in Socket AM2 motherboards; however, the BIOS
must support the processor, the FSB will run at lower HT 2.0 speeds, and only DDR2 memory is
supported.

B You can install Socket AM3 processors in Socket AM2+ motherboards, but the BIOS must support
the processor, and only DDR2 memory is supported.

B You can install Socket AM3 processors in Socket AM3+ motherboards, but the BIOS must support
the processor.

Although you can physically install newer processors in motherboards with older sockets, and they
should theoretically work with reductions in bus speeds and memory support, this also requires BIOS
support in the specific motherboard, which may be lacking. In general, you are best off matching the
processor to a motherboard with the same type of socket.

Socket F (1207FX)

Socket F (also called 1207FX) was introduced by AMD in August 2006 for its Opteron line of server
processors. Socket F is AMD’s first land grid array (LGA) socket, similar to Intel’s Socket LGA775. It
features 1,207 pins in a 35-by-35 grid, with the pins in the socket instead of on the processor. Socket F
normally appears on motherboards in pairs because it is designed to run dual physical processors on a
single motherboard. Socket F was utilized by AMD for its Quad FX processors, which are dual-core pro-
cessors sold in matched pairs, operating as a dual socket dual-core system. Future versions may support
quad-core processors, for a total of 8 cores in the system. Due to the high expense of running dual
physical processors, only a limited number of nonserver motherboards are available with Socket F.
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Socket FM1

Socket FM1 was introduced by AMD in July 2011 for use by accelerated processing units (APUs - CPU
plus GPU) and CPUs based on the Llano core. These include the Ax-3xxx series APUs and some Athlon
II CPUs, as well as the E2-3200 APU. FM1 has 905 pins in a 31x31 grid and uses an mPGA socket simi-
lar to those used by previous AMD processors. Socket FM1 supports DDR3 memory. It was replaced by
Socket FM2.

Socket FM2

Socket FM1 was introduced by AMD in September 2012 for use by its Trinity and Richland series of
APUs. These include the Ax-5xxx series APUs. FM2 has 904 pins in a 31x31 grid and uses a PGA socket
similar to those used by previous AMD processors. Socket FM2 supports DDR3 memory. Figure 3.19
illustrates Socket FM2.

FIGURE 3.19 Socket FM2 before installing a processor.

Socket FM2+

Socket FM2+, an improved version of Socket FM2, was introduced by AMD in January 2014 for use
by its Kaveri series of APUs that use the Steamroller CPU core. These include the Ax-7xxx series APUs.
FM2+ has 906 pins in a 31x31 grid and is backward compatible with Socket FM2-based APUs.

Socket AM1 (Socket FS1B)

Socket AM1 was introduced by AMD in May 2013 for use by its Kabini series of APUs. These include
the Athlon Quad-Core APU Athlon 5xxx and Sempron Dual-Core APU Sempron 2xxx APUs. AM1 has
721 pins in a 28x28 grid and uses an mPGA socket similar to those used by previous AMD processors.
Socket AM1 supports DDR3 memory. Figure 3.20 illustrates Socket AM1 (FS1B).
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FIGURE 3.20 Socket AM1 with its processor clamp lever open. Some motherboards use the previous
designation of Socket FS1B as shown here.

CPU Operating Voltages

One trend that is clear to anybody who has been following processor design is that the operating volt-
ages keep getting lower. The benefits of lower voltage are threefold. The most obvious is that with
lower voltage comes lower overall power consumption. By consuming less power, the system is less
expensive to run, but more importantly for portable or mobile systems, it runs much longer on exist-
ing battery technology. The emphasis on battery operation has driven many of the advances in lower-
ing processor voltage because this has a great effect on battery life.

The second major benefit is that with less voltage and therefore less power consumption, less heat is
produced. Processors that run cooler can be packed into systems more tightly and last longer.

The third major benefit is that a processor running cooler on less power can be made to run faster.
Lowering the voltage has been one of the key factors in enabling the clock rates of processors to go
higher and higher. This is because the lower the voltage, the shorter the time needed to change a
signal from low to high.

Starting with the Pentium Pro, all newer processors up through Intel’s third-generation Core i-series
(Ivy Bridge) processors automatically determine their voltage settings by controlling the motherboard-
based voltage regulator. That’s done through built-in VID pins.

Starting with the fourth-generation (Haswell) Core i-series processor from Intel, Intel integrated the
voltage regulator into the processor itself. This is one of the reasons that Haswell processors are not
compatible with earlier processor sockets.
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For overclocking purposes, many motherboards have override settings that allow for manual volt-
age adjustment if desired. Many people have found that, when attempting to overclock a processor,
increasing the voltage by a tenth of a volt or so often helps. Of course, this increases the heat output
of the processor and must be accounted for with adequate cooling.

Note

Although modern processors use VID pins to enable them to select the correct voltage, newer processors that use the same

processor socket as older processors might use a voltlage setting the motherboard does not support. Before upgrading an
existing motherboard with a new processor, ensure that the motherboard will support the processor’s vollage and other
features. You might need to install a BIOS upgrade before upgrading the processor to ensure that the motherboard prop-

erly recognizes the processor.

Math Coprocessors (Floating-Point Units)

Older CPUs designed by Intel (and cloned by other companies) used an external math coprocessor
chip to perform floating-point operations. However, when Intel introduced the 486DX, it included a
built-in math coprocessor, and every processor built by Intel (and AMD and VIA/Cyrix, for that mat-
ter) since then includes a math coprocessor. Coprocessors provide hardware for floating-point math,
which otherwise would create an excessive drain on the main CPU. Math chips speed your computer’s
operation only when you are running software designed to take advantage of the coprocessor.

Note

Most applications that formerly used floating-point math now use MMX/SSE instructions instead. These instructions are

faster and more accurate than x87 floating-point math.

To learn more about math coprocessors for 8088 through 80386 processors, see “Math Coproces-
sors (Floating-Point Units)” in Chapter 3 of Upgrading and Repairing PCs, 19t Edition, included in its
entirety on the disc packaged with this book.

Processor Bugs and Steppings

Processor manufacturers use specialized equipment to test their own processors, but you have to settle
for a little less. The best processor-testing device to which you have access is a system that you know is
functional; you then can use the diagnostics available from various utility software companies or your
system manufacturer to test the motherboard and processor functions.

Perhaps the most infamous of these bugs is the floating-point division math bug in the early Pentium
processors. This and a few other bugs are discussed in detail later in this chapter.

Because the processor is the brain of a system, most systems don’t function with a defective processor.
If a system seems to have a dead motherboard, try replacing the processor with one from a function-
ing motherboard that uses the same CPU chip. You might find that the processor in the original board
is the culprit. If the system continues to play dead, however, the problem is elsewhere, most likely in
the motherboard, memory, or power supply. See the chapters that cover those parts of the system for
more information on troubleshooting those components. I must say that in all my years of trouble-
shooting and repairing PCs, I have rarely encountered defective processors.

A few system problems are built in at the factory, although these bugs or design defects are rare. By
learning to recognize these problems, you can avoid unnecessary repairs or replacements. Each pro-
cessor section describes several known defects in that generation of processors, such as the infamous
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floating-point error in the Pentium. For more information on these bugs and defects, see the following
sections, and check with the processor manufacturer for updates.

Microcode and the Processor Update Feature

All processors can confain design defects or errors. Many times, you can avoid the effects of any given bug by imple-
menting hardware or software workarounds. Intel documents these bugs and workarounds well for ifs processors in the
processor Specification Update manual available from Intel’s website. Most of the other processor manufacturers also have
bullefins or fips on their websites listing any problems or special fixes or patches for their chips.

Previously, the only way fo fix a processor bug was to work around it or replace the chip with one that had the bug fixed.
Starting with the Intel P6 and P7 family processors, including the Pentium Pro through Pentium D and Core i/, many bugs
in a processor's design can be fixed by altering the microcode in the processor. Microcode is essentially a set of instruc-
tions and fables in the processor that control the way the processor operates. These processors incorporate a new feature
called reprogrammable microcode, which enables certain types of bugs to be worked around via microcode updates.

The microcode updates reside in either the motherboard ROM BIOS or within operating system updates and are loaded
info the processor by the motherboard BIOS during the POST or by the operating system during the boot process. Each
time the system is rebooted, the updated microcode is reloaded, ensuring that it will have the bug fix installed anytime the
system is operating.

The updated microcode for a given processor is provided by Intel to either the motherboard manufacturers or to the operat-
ing system vendors so the code can be incorporated into the flash ROM BIOS for the board, or directly info the operating
system via updates. For example, with Microsoft Windows, Windows Update is used to distribute microcode updates. This
is one reason it is important fo keep your operating system up to date, as well as to install the most recent motherboard
BIOS for your systems. Because if is easier for most people fo update the operating system than to update the motherboard
BIOS, it seems that more recent microcode updates are being distributed via operating system vendors than the mother-
board manufacturers.

Processor Code Names

Intel, AMD, and VIA have always used code names when talking about future processors and processor
cores. The code names usually are not supposed to become public, but they often do. They can often
be found in online and print news and magazine articles talking about future-generation processors.
Sometimes they even appear in motherboard manuals because the manuals are written before the pro-
cessors are officially introduced.

Intel publishes a fairly complete list of processor, chipset, motherboard, and even Ethernet controller
code names on its website (http://ark.intel.com/#codenames). AMD doesn’t provide a single document
on its site for its code names, but you can use a Google search such as “code name site:amd.com” to
find documents on the AMD website that contain code names. You can also find information on other
sites by doing a search. One of the most complete and frequently-updated third-party pages I know

of for both Intel and AMD processors is the Processor core names and codenames page at www.cpu-
world.com/Cores/index.html.

P1 (086) Processors

Intel introduced the 8086 back in June 1978. The 8086 was one of the first 16-bit processor chips on
the market; at the time, virtually all other processors were 8-bit designs. The 8086 had 16-bit internal
registers and could run a new class of software using 16-bit instructions. It also had a 16-bit external
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data path, so it could transfer data to memory 16 bits at a time. It contained 29,000 transistors and
could run at clock speeds of up to SMHz.

The address bus was 20 bits wide, which enabled the 8086 to address a full 1MB (229) of memory. This
was in stark contrast to most other chips of that time that had 8-bit internal registers, an 8-bit external
data bus, and a 16-bit address bus allowing a maximum of only 64KB of RAM (219).

Although not directly backward compatible with the 8080, the 8086 instructions and language were
similar and enabled older programs to quickly be ported over to run. This later proved important to
help jump-start the PC software revolution with recycled CP/M (8080) software.

Unfortunately, most of the personal computer world at the time was using 8-bit processors, which
ran 8-bit CP/M OSs and software. The board and circuit designs at the time were largely 8-bit as well.
Building a full 16-bit motherboard, expansion cards, and memory system was costly, pricing such a
computer out of the market.

The cost was high because the 8086 needed a 16-bit data bus rather than a less expensive 8-bit bus.
Systems available at that time were 8-bit, and slow sales of the 8086 indicated to Intel that people
weren’t willing to pay for the extra performance of the full 16-bit design. In response, Intel introduced
a kind of crippled version of the 8086, called the 8088, in June 1979.

The 8088 processor used the same internal core as the 8086, had the same 16-bit registers, and could
address the same 1MB of memory, but the external data bus was reduced to 8 bits. This enabled sup-
port chips from the older 8-bit 8085 to be used, and far less expensive boards and systems could be
made. However, because it retained the full 16-bit internal registers and the 20-bit address bus, the
8088 ran 16-bit software and was capable of addressing a full 1IMB of RAM.

For these reasons, IBM selected the 8-bit 8088 chip (running at 4.77MHz, taking 12 cycles for the aver-
age instruction to complete) for the original IBM PC, which was introduced in August of 1981. That
event dramatically changed the fate of both Intel and Microsoft, which provided Microsoft Disk Oper-
ating System (MS-DOS) version 1.0 for the new computer.

This decision would affect history in several ways. The 8088 was fully software compatible with the
8086, so it could run 16-bit software. Also, because the instruction set was similar to the previous 8085
and 8080, programs written for those older chips could quickly and easily be modified to run. This
enabled a large library of programs to be quickly released for the IBM PC, thus helping it become a
success. The overwhelming blockbuster success of the IBM PC left in its wake the legacy of requiring
backward compatibility with it. To maintain the momentum, Intel has pretty much been forced to
maintain backward compatibility with the 8088/8086 in most of the processors it has released since
then. Since the fateful decision was made to use an Intel processor in the first PC, subsequent PC-com-
patible systems have used a series of Intel or Intel-compatible processors, with each new one capable
of running the software of the processor before it.

Years later, IBM was criticized for using the 8-bit 8088 instead of the 16-bit 8086. In retrospect, it was
a wise decision. IBM even covered up the physical design in its ads, which at the time indicated its
new PC had a “high-speed 16-bit microprocessor.” IBM could say that because the 8088 still ran the
same powerful 16-bit software the 8086 ran, just a little more slowly. In fact, programmers universally
thought of the 8088 as a 16-bit chip because there was virtually no way a program could distinguish
an 8088 from an 8086. This enabled IBM to deliver a PC capable of running a new generation of
16-bit software, while retaining a much less expensive 8-bit design for the hardware. Although the
IBM PC had a much more powerful processor than the most popular PC of its time, the Apple II, it
was only slightly more expensive when it was introduced. For the trivia buffs out there, the IBM PC
listed for $1,565 and included only 16KB of RAM, whereas a similarly configured Apple II cost $1,355.

It took more than two years between the introduction of the 8088 and the release of the IBM PC. Back
then, a significant lag time often occurred between the introduction of a new processor and systems
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that incorporated it. That is unlike today, when new processors and systems using them often are
released on the same day.

Computer users have sometimes wondered why a 640KB conventional-memory barrier exists if the
8088 chip can address 1IMB of memory. The conventional-memory barrier exists because IBM reserved
384KB of the upper portion of the 1,024KB (1MB) address space of the 8088 for use by adapter cards
and system BIOS. The lower 640KB is the conventional memory in which DOS and software applica-
tions execute. Windows and other modern operating systems use memory that is primarily above
1MB. For more information about the 8088’s memory map, see Chapter 6, “Memory.”

P2 (286) Processors

In 1982, Intel introduced the Intel 80286 processor, normally abbreviated as 286. The first CPU behind
the original IBM PC AT (Advanced Technology), it did not suffer from the compatibility problems that
damned the 80186 and 80188. Other computer makers manufactured what came to be known as IBM
clones, with many of these manufacturers calling their systems AT-compatible or AT-class computers.

When IBM developed the AT, it selected the 286 as the basis for the new system because the chip pro-
vided compatibility with the 8088 used in the PC and the XT. Therefore, software written for those
chips should run on the 286. The 286 chip is many times faster than the 8088 used in the XT, and

at the time it offered a major performance boost to PCs used in businesses. The processing speed, or
throughput, of the original AT (which ran at 6MHz) is five times greater than that of the PC running
at 4.77MHz. The die for the 286 is shown in Figure 3.21.

The 286 was faster than the 8088 for two reasons: It required only 4.5 cycles to perform the average
instruction (versus 12 on the 808x processors), and it handled data in 16-bit chunks. The 286’s real
mode imitates an 808x processor, and the protected mode can access memory larger than 1MB. The
286 also supports multitasking.

For more about the 286 processor, see Chapter 3 of Upgrading and Repairing PCs, 19th Edition, available
in its entirety on the disc packaged with this book.

El i
di
2
8

-

i [
EH
i

FIGURE 3.21 286 processor die. Photograph used by permission of Intel Corporation.
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P3 (386) Processors

The third generation represents perhaps the most significant change in processors since the first PC.
The big deal was the migration from processors that handled 16-bit operations to true 32-bit chips.
The third-generation processors were so far ahead of their time that it took fully 10 years before 32-bit
OSs and software became mainstream, and by that time the third-generation chips had become a
memory.

The Intel 80386 (usually abbreviated as 386) caused quite a stir in the PC industry because of the
vastly improved performance it brought to the personal computer. Compared to 8088 and 286 sys-
tems, the 386 chip offered greater performance in almost all areas of operation.

The 386 is a full 32-bit processor optimized for high-speed operation and multitasking OSs. Intel intro-
duced the chip in 1985, but the 386 appeared in the first systems in late 1986 and early 1987. The
Compagq Deskpro 386 and systems made by several other manufacturers introduced the chip; some-
what later, IBM used the chip in its PS/2 Model 80.

The 386 can execute the real-mode instructions of an 8086 or 8088, but in fewer clock cycles. The
386 was as efficient as the 286 in executing instructions—the average instruction took about 4.5
clock cycles. In raw performance, therefore, the 286 and 386 actually seemed to be at almost equal
clock rates. The 386 offered greater performance in other ways, mainly because of additional software
capability (modes) and a greatly enhanced memory management unit (MMU). The die for the 386 is
shown in Figure 3.22.

FIGURE 3.22 386 processor die. Photograph used by permission of Intel Corporation.

The 386 can switch to and from protected mode under software control without a system reset—a
capability that makes using protected mode more practical. In addition, the 386 includes a new mode,
called virtual real mode, which enables several real mode sessions to run simultaneously under pro-
tected mode.
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The protected mode of the 386 is fully compatible with the protected mode of the 286. Intel extended
the memory-addressing capabilities of 386 protected mode with a new MMU that provided advanced
memory paging and program switching. These features were extensions of the 286 type of MMU, so
the 386 remained fully compatible with the 286 at the system-code level.

The 386 chip’s virtual real mode was also new. In virtual real mode, the processor could run with hard-
ware memory protection while simulating an 8086’s real mode operation. Multiple copies of DOS and
other OSs, therefore, could run simultaneously on this processor, each in a protected area of memory.
If the programs in one segment crashed, the rest of the system was protected.

Numerous variations of the 386 chip were manufactured, some of which are less powerful and some of
which are less power hungry.

To learn more about the members of the 386 chip family, see Chapter 3 of Upgrading and Repairing PCs,
19th Edition, available in its entirety on the disc packaged with this book.

P4 (486) Processors

Although fourth-generation processors were more about refinement than redesign, the Intel 80486
(normally abbreviated as 486) was another major leap forward in the race for speed. The additional
power available in the 486 fueled tremendous growth in the software industry. Tens of millions of cop-
ies of Windows and millions of copies of OS/2 have been sold largely because the 486 finally made the
graphical user interface (GUI) of Windows and OS/2 a realistic option for people who work on their
computers every day.

The 486 is a family of processors, consisting of DX, SX, and a number of other variations. Four main
features make 486 processors roughly twice as fast as an equivalent MHz 386 chip:

H Reduced instruction-execution time—A single instruction in the 486 takes an average of
only two clock cycles to complete, compared to an average of more than four cycles on the 386.

H Internal (Level 1) cache—The built-in cache has a hit ratio of 90-95%, which describes how
often zero-wait-state read operations occur. External caches can improve this ratio further.

H Burst-mode memory cycles—A standard 32-bit (4-byte) memory transfer takes two clock
cycles. After a standard 32-bit transfer, more data up to the next 12 bytes (or three transfers) can
be transferred with only one cycle used for each 32-bit (4-byte) transfer. Thus, up to 16 bytes of
contiguous, sequential memory data can be transferred in as little as five cycles instead of eight
cycles or more. This effect can be even greater when the transfers are only 8 bits or 16 bits each.

B Built-in (synchronous) enhanced math coprocessor (some versions)—The math copro-
cessor runs synchronously with the main processor and executes math instructions in fewer
cycles than previous designs did. On average, the math coprocessor built into the DX-series
chips provides two to three times greater math performance than an external 387 math copro-
cessor chip.

The 486 chip is about twice as fast as the 386 at the same clock rate. You can see why the arrival of the
486 rapidly killed off the 386 in the marketplace. The die for the 486 is shown in Figure 3.23.

To learn more about the 486 processor family and the 486-based AMD 5x86, see Chapter 3 of Upgrad-
ing and Repairing PCs, 19th Edition, available in its entirety on the disc packaged with this book.



100 Chapter 3 | Processor Types and Specifications

:
E
E

FIGURE 3.23 486 processor die. Photograph used by permission of Intel Corporation.

P5 (586) Processors

After the fourth-generation chips such as the 486, Intel and other chip manufacturers went back to
the drawing board to come up with new architectures and features that they would later incorporate
into what they called fifth-generation chips.

On October 19, 1992, Intel announced that the fifth generation of its compatible microprocessor line
(code-named P5) would be named the Pentium processor. The actual Pentium chip shipped on March
22, 1993. Systems that used these chips were only a few months behind.

Note

Pentium, like Celeron and Athlon, has become a brand name in recent years rather than identifying a particular processor
type. This section discusses the original Pentium processors for Socket 5 and Socket 7.

The Pentium is fully compatible with previous Intel processors, but it differs from them in many ways.
At least one of these differences is revolutionary: The Pentium features twin data pipelines, which
enable it to execute two instructions at the same time. The 486 and all preceding chips can perform
only a single instruction at a time. Intel calls the capability to execute two instructions at the same
time superscalar technology. This technology provides additional performance compared to the 486.

With superscalar technology, the Pentium can execute many instructions at a rate of two instructions
per cycle. Superscalar architecture usually is associated with high-output RISC chips. The Pentium is
one of the first CISC chips to be considered superscalar. The Pentium is almost like having two 486
chips under the hood. Table 3.10 shows the Pentium processor specifications.
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Table 3.10 Pentium Processor Specifications

Introduced

March 22, 1993 (First Generation); March 7, 1994 (Second Generation)

Maximum rated speeds
CPU clock multiplier
Register size

External data bus
Memory address bus
Maximum memory
Integral-cache size
Integral-cache type
Burst-mode transfers
Number of transistors
Circuit size

External package
Math coprocessor
Power management

Operating voltage

60/66MHz (first generation); 75/90/100/120/133/150/166/200MHz (second generation)
1x (first generation); 1.5x-3x (second generation)

32-bit

64-bit

32-bit

4GB

8KB code; 8KB data

Two-way set associative; write-back data

Yes

3.1 million (first generation); 3.3 million (second generation)

0.8 micron (60/66MHz); 0.6 micron (75MHz-100MHz); 0.35 micron (120MHz and up)
273-pin PGA; 296-pin SPGA; tape carrier

Built-in FPU

SMM; enhanced in second generation

5V (first generation); 3.465V, 3.3V, 3.1V, 2.9V (second generation)

PGA = Pin grid array

SPGA = Staggered pin grid array

The two instruction pipelines within the chip are called the u- and v-pipes. The u-pipe, which is the
primary pipe, can execute all integer and floating-point instructions. The v-pipe is a secondary pipe
that can execute only simple integer instructions and certain floating-point instructions. The process
of operating on two instructions simultaneously in the different pipes is called pairing. Not all sequen-
tially executing instructions can be paired, and when pairing is not possible, only the u-pipe is used.
To optimize the Pentium’s efficiency, you can recompile software to enable more instructions to be

paired.

The Pentium processor has a branch target buffer (BTB), which employs a technique called branch pre-
diction. It minimizes stalls in one or more of the pipes caused by delays in fetching instructions that
branch to nonlinear memory locations. The BTB attempts to predict whether a program branch will be
taken and then fetches the appropriate instructions. The use of branch prediction enables the Pentium
to keep both pipelines operating at full speed. Figure 3.24 shows the internal architecture of the Pen-

tium processor.

The Pentium has a 32-bit address bus width, giving it the same 4GB memory-addressing capabilities as
the 386DX and 486 processors. But the Pentium expands the data bus to 64 bits, which means it can
move twice as much data into or out of the CPU, compared to a 486 of the same clock speed.

The 64-bit data bus requires that system memory be accessed 64 bits wide, so each bank of memory is

64 bits.
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FIGURE 3.24 Pentium processor internal architecture.

Even though the Pentium has a 64-bit data bus that transfers information 64 bits at a time into and
out of the processor, the Pentium has only 32-bit internal registers. As instructions are being processed
internally, they are broken down into 32-bit instructions and data elements and processed in much
the same way as in the 486. Some people thought that Intel was misleading them by calling the
Pentium a 64-bit processor, but 64-bit transfers do indeed take place. Internally, however, the Pentium
has 32-bit registers that are fully compatible with the 486.

The Pentium, like the 486, contains an internal math coprocessor or FPU. The FPU in the Pentium
was rewritten to perform significantly better than the FPU in the 486 yet still be fully compatible with
the 486 and 387 math coprocessors. The Pentium FPU is estimated to be two to as much as ten times
faster than the FPU in the 486. In addition, the two standard instruction pipelines in the Pentium pro-
vide two units to handle standard integer math. (The math coprocessor handles only more complex
calculations.) Other processors, such as the 486, have only a single standard execution pipe and one
integer math unit.

To learn more about Pentium processors, including the famous floating-point calculation flaw, see
Chapter 3 of Upgrading and Repairing PCs, 19th Edition, available in its entirety on the disc packaged
with this book.

AMD-K5
The AMD-KS is a Pentium-compatible processor developed by AMD and available as the PR75, PR90,
PR100, PR120, PR133, PR166, and PR200. Because it is designed to be physically and functionally
compatible, any motherboard that properly supports the Intel Pentium should support the AMD-KS.
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However, a BIOS upgrade might be required to properly recognize the AMD-KS. The K5 has the follow-
ing features:

B 16KB instruction cache, 8KB write-back data cache

B Dynamic execution-branch prediction with speculative execution
B Five-stage, RISC-like pipeline with six parallel functional units

B High-performance floating-point unit

B Pin-selectable clock multiples of 1.5x, 1.75%, and 2x

To learn more about the K5 and AMD'’s P-Rating system for naming these processors, see Chapter 3 of
Upgrading and Repairing PCs, 19th Edition, available in its entirety on the disc packaged with this book.

Intel P6 (686) Processors

The P6 (686) processors represent a new generation with features not found in the previous generation
units. The P6 processor family began when the Pentium Pro was released in November 1995. Since
then, Intel has released many other P6 chips, all using the same basic P6 core processor as the Pentium
Pro. Table 3.11 shows the variations in the P6 family of processors.

Table 3.11 Intel P6 Processor Variations

Pentium Pro Original P6 processor, includes 256KB, 512KB, or 1MB of full-core speed L2 cache
Pentium I P6é with 512KB of half-core speed L2 cache

Pentium Il Xeon P6é with 512KB, 1MB, or 2MB of full-core speed L2 cache

Celeron Pé with no L2 cache

Celeron-A P6 with 128KB of on-die full-core speed L2 cache

Pentium Il P6é with SSE (MMX2), 512KB of half-core speed L2 cache

Pentium |IPE P6é with 256KB of full-core speed L2 cache

Pentium IIIE P6 with SSE (MMX2) plus 256KB or 512KB of full-core speed L2 cache

Pentium Il Xeon P6é with SSE (MMX2), 512KB, TMB, or 2MB of full-core speed L2 cache

The main new feature in the fifth-generation Pentium processors was the superscalar architecture, in
which two instruction execution units could execute instructions simultaneously in parallel. Later
fifth-generation chips also added MMX technology to the mix. So then what did Intel add in the sixth
generation to justify calling it a whole new generation of chip? Besides many minor improvements,
the real key features of all sixth-generation processors are Dynamic Execution and the DIB architec-
ture, plus a greatly improved superscalar design.

Pentium Pro Processors

Intel’s successor to the Pentium is called the Pentium Pro. The Pentium Pro was the first chip in the
P6 or sixth-generation processor family. It was introduced in November 1995 and became widely
available in 1996. The chip is a 387-pin unit that resides in Socket 8, so it is not pin compatible with
earlier Pentiums. The chip is unique among processors because it is constructed in a multichip module
(MCM) physical format, which Intel calls a dual-cavity PGA package. Inside the 387-pin chip carrier

are two dies. One contains the actual Pentium Pro processor, and the other contains a 256KB, 512KB,
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or 1IMB L2 cache. (The Pentium Pro with 256KB cache is shown in Figure 3.25.) The processor die
contains 5.5 million transistors, the 256KB cache die contains 15.5 million transistors, and the 512KB
cache die(s) have 31 million transistors each—for a potential total of nearly 68 million transistors in a
Pentium Pro with 1MB of internal cache! A Pentium Pro with 1MB cache has two 512KB cache die(s)
and a standard P6 processor die (see Figure 3.26). The incorporation of L2 cache is one of the most
enduring legacies of the Pentium Pro because this feature has been incorporated into virtually every
Intel and AMD processor built since, with the notable exception of the original Celeron.

FIGURE 3.25 Pentium Pro processor with 256KB L2 cache. (The cache is on the left side of the processor
die.) Photograph used by permission of Intel Corporation.

FIGURE 3.26 Pentium Pro processor with 1IMB L2 cache. (The cache is in the center and right portions of
the die.) Photograph used by permission of Intel Corporation.

For more information about the Pentium Pro, see Chapter 3 of Upgrading and Repairing PCs, 19th
Edition, available in its entirety on the disc packaged with this book.

Pentium Il Processors
Intel revealed the Pentium II in May 1997. Prior to its official unveiling, the Pentium II processor was
popularly referred to by its code name, Klamath, and was surrounded by much speculation through-
out the industry. The Pentium II is essentially the same sixth-generation processor as the Pentium Pro,
with MMX technology added (which included double the L1 cache and 57 new MMX instructions);
however, there are a few twists to the design. The Pentium II processor die is shown in Figure 3.27.



Intel P& (686) Processors Chapter 3 105

AL
-
all
B
E
L3

LRI TT |

FIGURE 3.27 Pentium II Processor die. Photograph used by permission of Intel Corporation.

From a physical standpoint, it was a big departure from previous processors. Abandoning the chip in
a socket approach used by virtually all processors up until this point, the Pentium II chip is character-
ized by its SEC cartridge (SECC) design. The processor, along with several L2 cache chips, is mounted
on a small circuit board (much like an oversized-memory SIMM), as shown in Figure 3.28, and the cir-
cuit board is then sealed in a metal and plastic cartridge. The cartridge is then plugged into the moth-
erboard through an edge connector called Slot 1, which looks much like an adapter card slot.

The two variations on these cartridges are called SECC (single edge contact cartridge) and SECC2.

The SECC2 version was cheaper to make because it uses fewer overall parts. It also allowed for a more
direct heatsink attachment to the processor for better cooling. Intel transitioned from SECC to SECC2
in the beginning of 1999; all later PII chips, and the Slot 1 PIII chips that followed, use the improved
SECC2 design.

By using separate chips mounted on a circuit board, Intel could build the Pentium II much less expen-
sively than the multiple die within a package used in the Pentium Pro. Intel could also use cache chips
from other manufacturers and more easily vary the amount of cache in future processors compared to

the Pentium Pro design.

Intel offered Pentium II processors with the speeds listed in Table 3.12.
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FIGURE 3.28 Pentium II processor board (normally found inside the SEC cartridge). Photograph used by
permission of Intel Corporation.

Table 3.12 Speeds for Pentium Il Processors and Motherboards

CPU Type/Speed CPU Clock Motherboard Speed
Pentium Il 233MHz 3.5x 66MHz

Pentium Il 266MHz 4x 66MHz

Pentium Il 300MHz 4.5x 66MHz

Pentium Il 333MHz 5x 66MHz

Pentium Il 350MHz 3.5x 100MHz

Pentium Il 400MHz 4x 100MHz

Pentium Il 450MHz 4.5x 100MHz

Aside from speed, the best way to think of the Pentium II is as a Pentium Pro with MMX technol-
ogy instructions and a slightly modified cache design. It has the same multiprocessor scalability as
the Pentium Pro, as well as the integrated L2 cache. The 57 new multimedia-related instructions car-
ried over from the MMX processors and the capability to process repetitive loop commands more
efficiently are included as well. Also included as a part of the MMX upgrade is double the internal L1
cache from the Pentium Pro (from 16KB total to 32KB total in the Pentium II).

For more information about the Pentium II, see Chapter 3 of Upgrading and Repairing PCs, 19th
Edition, available in its entirety on the disc packaged with this book.

Pentium llI

The Pentium III processor, shown in Figure 3.29, was released in February 1999 and introduced several
new features to the P6 family. It is essentially the same core as a Pentium II with the addition of SSE
instructions and integrated on-die L2 cache in the later versions. SSE consists of 70 new instructions
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that dramatically enhance the performance and possibilities of advanced imaging, 3D, streaming
audio, video, and speech-recognition applications. Early versions of the Pentium III used the same
SECC2 packaging as late models of its predecessor, the Pentium II, but later versions switched to
Socket 370. Its top speed was 1.4GHz.

FIGURE 3.29 Pentium III processor in SECC2 (Slot 1) and FC-PGA (Socket 370) packages.

For more information about the Pentium III, see Chapter 3 of Upgrading and Repairing PCs, 19th
Edition, available in its entirety on the disc packaged with this book.

Celeron

The Celeron processor, first introduced in April 1998, is a chameleon. It’s more of a marketing name
than the name of an actual chip. In its first two versions it was originally a P6 with the same proces-
sor core as the Pentium II; later it came with the same core as the PIII, then the P4 and Core 2, while
more recent versions are based on the various versions of the Core i3 processor core. The Celeron
name represents essentially a version of Intel’s current mainstream chip that Intel has repackaged for
lower-cost PCs.

In creating the original Celerons, Intel figured that by taking a Pentium II and deleting the separate L2
cache chips mounted inside the processor cartridge (and deleting the cosmetic cover), it could create

a “new” processor that was basically just a slower version of the Pentium II. As such, the first 266MHz
and 300MHz Celeron models didn’t include L2 cache. Unfortunately, this proved to have far too great
a crippling effect on performance, so starting with the 300A versions, the Celeron received 128KB of
on-die full-speed L2 cache, which was actually faster and more advanced than the 512KB of half-speed
cache used in the Pentium II it was based on at the time! In fact, the Celeron was the first PC proces-
sor to receive on-die L2 cache. It wasn’t until the Coppermine version of the Pentium III appeared that
on-die L2 cache migrated to Intel’s main processors.

Needless to say, this caused a lot of confusion in the marketplace about the Celeron. Considering that
the Celeron started out as a “crippled” Pentium II and then was revised to actually be superior in some
ways to the Pentium II on which it was based (all while selling for less), many didn’t know just where
the Celeron stood in terms of performance. Fortunately, the crippling lack of L2 cache existed only

in the earliest Celeron versions; all of those at speeds greater than 300MHz have on-die full-speed L2
cache.

Since then, the Celeron has been released in many versions, with each newer one based on the then-
current mainstream processor. The latest Celerons for desktop computers use the same basic 22nm
Haswell core as more expensive Core i-series fourth-generation processors. The difference is that the
Celeron versions are offered in lower processor and bus clock speeds, fewer cores without hyperthread-
ing (HT Technology), and with smaller caches to justify a lower price point.
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Because Intel has offered Celeron and Celeron D processors in many distinctive variations, it’s easy
to get confused as to which is which, or which is available at a specific speed. By identifying the spec
number of a particular chip and looking up the number on the Intel product information website
(http://ark.intel.com/), you can find out the exact specification, including socket type, voltage, step-
ping, cache size, and other information. If you don’t know the spec number, you can still look up the
processor by the model number or by the code name (such as Haswell), or you can use software such
as CPU-Z (www.cpuid.com) to find more detailed information about an installed processor.

Intel Pentium 4 and Extreme Edition Processors

The Pentium 4 was introduced in November 2000 and represented a new generation in processors (see
Figure 3.30). If this one had a number instead of a name, it might be called the 786 because it repre-
sents a generation beyond the previous 686 class processors. Several variations on the Pentium 4 have
been released, based on the processor die and architecture. Several of the processor dies are shown in
Figure 3.31.

Lo
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FIGURE 3.31 The CPU dies for the Pentium 4 CPU based on the Willamette, Northwood, and
Prescott cores.
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The main technical details for the Pentium 4 include the following:

B Speeds ranging from 1.3GHz to 3.8GHz
B Software compatible with previous Intel 32-bit processors

B Some versions supporting EM64T (64-bit extensions) and Execute Disable Bit (buffer overflow
protection)

Processor (front-side) bus that runs at 400MHz, 533MHz, 800MHz, or 1,066MHz
Arithmetic logic units (ALUs) that run at twice the processor core frequency

Hyper-pipelined (20-stage or 31-stage) technology

HT Technology support in all 2.4GHz and faster processors running an 800MHz bus and all
3.06GHz and faster processors running a 533MHz bus

Deep out-of-order instruction execution
Enhanced branch prediction
8KB or 16KB L1 cache plus 12K micro-op execution trace cache

256KB, 512KB, 1MB, or 2MB of on-die, full-core speed 256-bit-wide L2 cache with eight-way
associativity

B L2 cache that can handle all physical memory and supports ECC
2MB of on-die, full-speed L3 cache (Extreme Edition)

B SSE2-SSE plus 144 new instructions for graphics and sound processing (Willamette and
Northwood)

B SSE3-SSE2 plus 13 new instructions for graphics and sound processing (Prescott)
B Enhanced floating-point unit

B Multiple low-power states

Intel abandoned Roman numerals for a standard Arabic numeral 4 designation to identify the Pentium
4. Internally, the Pentium 4 introduces a new architecture that Intel calls NetBurst microarchitecture,
which is a marketing term and not a technical term. Intel uses NetBurst to describe hyper-pipelined
technology, a rapid execution engine, a high-speed (400MHz, 533MHz, 800MHz, or 1,066MHz) system
bus, and an execution trace cache. The hyper-pipelined technology doubles or triples the instruc-

tion pipeline depth compared to the Pentium III (or Athlon/Athlon 64), meaning more and smaller
steps are required to execute instructions. Even though this might seem less efficient, it enables much
higher clock speeds to be more easily attained. The rapid execution engine enables the two integer
ALUs to run at twice the processor core frequency, which means instructions can execute in half a
clock cycle. The 400MHz/533MHz/800MHz/1,066MHz system bus is a quad-pumped bus running off
a 100MHz/133MHz/200MHz/266MHz system clock transferring data four times per clock cycle. The
execution trace cache is a high-performance Level 1 cache that stores approximately 12K decoded
micro-operations. This removes the instruction decoder from the main execution pipeline, increasing
performance.

Of these, the high-speed processor bus is most notable. Technically speaking, the processor bus is a
100MHz, 133MHz, 200MHz, or 266MHz quad-pumped bus that transfers four times per cycle (4x), for
a 400MHz, 533MHz, 800MHz, or 1,066MHz effective rate. Because the bus is 64 bits (8 bytes) wide,
this results in a throughput rate of 3,200MBps, 4,266MBps, 6,400MBps, or 8,533MBps.

In the Pentium 4’s 20-stage or 31-stage pipelined internal architecture, individual instructions are bro-
ken down into many more substages than with previous processors such as the Pentium III, making
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this almost like a RISC processor. Unfortunately, this can add to the number of cycles taken to execute
instructions if they are not optimized for this processor. Another important architectural advantage

is HT Technology, which can be found in all Pentium 4 2.4GHz and faster processors running an
800MHz bus and all 3.06GHz and faster processors running a 533MHz bus. HT enables a single proces-
sor to run two threads simultaneously, thereby acting as if it were two processors instead of one. For
more information on HT Technology, see the section “HT Technology,” earlier in this chapter.

To provide adequate power for Pentium 4 processors, Intel added an ATX12V connection to the ATX
specifications starting in February 2000. To learn more about the ATX12V connector, see the section
“ATX/ATX12V,” in Chapter 17, “Power Supplies.”

The Pentium 4 Extreme Edition was the first desktop processor to include L3 cache. As you learned
earlier in this chapter, L3 cache provides an additional level of cache to store recently-accessed mem-
ory locations to help improve performance. To review the benefits of cache memory, see “How Cache
Works,” p. 359, this chapter.

For more information about the Pentium 4 and Pentium 4 Extreme Edition, see Chapter 3 of Upgrading
and Repairing PCs, 19th Edition, available in its entirety on the disc packaged with this book.

Intel Pentium D and Pentium Extreme Edition

44

Intel introduced its first dual-core processors, the Pentium Extreme Edition and Pentium D, in May
2005. Although these processors used the code name Smithfield before their introductions, they are
based on the Pentium 4 Prescott core. In fact, to bring dual-core processors to market as quickly as pos-
sible, Intel used two Prescott cores in each Pentium D or Pentium Extreme Edition processor. Each core
communicates with the other via th MCH (North Bridge) chip on the motherboard (see Figure 3.32).

For this reason, you cannot use Intel 915 and 925 chipsets and some third-party chipsets made for the
Pentium 4 with the Pentium D or Pentium Extreme Edition. Intel’s 945 series, 955X, and 975X desk-
top chipsets, and the E7230 workstation chipset, are the first Intel chipsets to support these processors.
The nForce 4 series from NVIDIA also works with these processors.

See the Chapter 4 sections "Intel 945 Express Family,” p. 216, and “Intel 955X and 975X Family,” p. 217,
for more information on these chipsets.

Following are the major features of the Pentium D:
B Clock speeds of 2.66GHz-3.6GHz

533MHz or 800MHz processor bus

EM64T 64-bit extensions

Execute Disable Bit support

65- or 90-nanometer manufacturing process

2MB/4MB L2 cache (1IMB/2MB per core)

Socket T (LGA775)
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FIGURE 3.32 The Pentium D and Pentium Extreme Edition’s processor cores communicate with each other
via the chipset’s MCH (North Bridge) chip.

The 830, 840, and 9xx models also include Enhanced Intel Speed Step Technology, which results in
cooler and quieter PC operation by providing a wide range of processor speeds in response to work-
load and thermal issues.

The Pentium Extreme Edition is a high-end version of the Pentium D, but with the following
differences:

B HT Technology is supported, enabling each core to simulate two processor cores for even better
performance with multithreaded applications.

B Enhanced Intel Speed Step Technology is not supported.

B It includes unlocked clock multipliers, enabling easy overclocking.

Table 3.13 compares the features of the various Pentium D and Pentium Extreme Edition processors.
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Table 3.13 Pentium D and Pentium Exireme Edition Processors

Processor Model CPU Speed Bus Speed L2 Cache CPU Core  Mfg. Process
Pentium EE 955-965 2 3.46-3.73GHz 1,066MHz 4MB Presler

Pentium D 915-960 2 2.80-3.60GHz 800MHz 4MB Presler

Pentium EE 840 2 3.20GHz 800MHz 2MB Smithfield
Pentium D 805-840 2 2.66-3.20GHz 533, 800MHz 2MB Smithfield

EE = Extreme Edition
SSE = Streaming SIMD Instructions (MMX)
HT = Hyper-Threading Technology

Intel Core Processors

During production of the Pentium 4, Intel realized that the high power consumption of the Net-
Burst architecture was becoming a serious problem. As the clock speeds increased, so did the power
consumption. At the heart of the problem was the 31-stage deep internal pipeline, which made the
processor fast but much less efficient. To continue evolving processors with faster versions featuring
multiple cores, a solution was needed to increase efficiency and reduce power consumption dramati-
cally. Fortunately, Intel had the perfect solution in its mobile processors, already regarded as the most
efficient PC processors in the world. Starting with the Pentium M, Intel’s mobile processors used a
completely different internal architecture from its desktop processors such as the Pentium 4. In fact,
the Pentium M mobile processor was originally based on the Pentium III! To create a powerful new
desktop processor, Intel started with the highly efficient mobile processors and then added several
new features and technologies to increase performance. These new processors were designed from the
outset to be multicore chips, with two or more cores per physical chip. The result of this development
was the Core processor family, which was released on July 27, 2006, as the Core 2.

Intel Core 2 Family

The highly efficient Core microarchitecture design featured in the Core 2 processor family provides
40% better performance and is 40% more energy efficient than the previous generation Pentium D
processor. It is also interesting to note that the Core 2 Duo processor is Intel’s third-generation dual-
core processor; the first generation was the Pentium D processor for desktop PCs, and the second gen-
eration was the Core Duo processor for mobile PCs.

The naming of both the Core 2 processor and the Core microarchitecture is somewhat confusing
because the Core name was also used on the Core Solo and Core Duo processors, which were the suc-
cessors to the Pentium M in Intel’s mobile processor family. What is strange is that the Core Solo and
Duo do not incorporate Intel’s Core microarchitecture, and although they served as a developmental
starting point for the Core 2, the Core Solo and Duo are internally different and not in the same fam-
ily as the Core 2 processors. Because the Core Solo and Core Duo processors are considered mobile
processors only, they are not covered here.

The Core 2 was released as a dual-core processor, but since then quad-core versions have also been
released. The dual-core versions of the Core 2 processors have 291 million transistors, whereas the
quad-core versions have double that, or 582 million. They include 1MB or 2MB of L2 cache per core,
with up to 8MB total L2 in the quad-core versions. Initially, all were built on 300mm wafers using a
65nm process, but since then 45nm versions have been released as well.
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Max. Power SSE HT 64-Bit NX EIST vT Socket

65nm 130W SSE3 Yes Yes Yes — Yes LGA775
65nm 95-130W SSE3 = Yes Yes Yes Some LGA775
90nm 130W SSE3 Yes Yes Yes — - LGA775
90nm 95-130W SSE3 = Yes Yes Some = LGA775

NX = Execute Disable Bit
EIST = Enhanced Intel SpeedStep Technology
VT = Virtualization Technology

The highlights of the Core microarchitecture include the following:

Wide dynamic execution—Internal execution cores that are 33% wider than in previous
generations, allowing each core to execute up to four full instructions simultaneously. Further
efficiencies are achieved through more accurate branch prediction, deeper instruction buffers for
greater execution flexibility, and additional features to reduce execution time.

Intelligent power capability—An advanced power-gating capability that turns on individual
processor subsystems only if they are needed.

Advanced smart cache—A multicore optimized cache that increases the probability that each
execution core can access data from a shared L2 cache.

Smart memory access—Includes a capability called memory disambiguation, which increases
the efficiency of out-of-order processing by providing the execution cores with the intelligence
to speculatively load data for instructions that are about to execute.

Advanced digital media boost—Improves performance when executing Streaming SIMD
Extension (SSE) instructions by enabling 128-bit instructions to be executed at a throughput
rate of one per clock cycle. This effectively doubles the speed of execution for these instructions
compared to previous generations.

The Core 2 family includes both dual-core and quad-core processors under five different names:

Core 2 Duo—Standard dual-core processors

Celeron—Ultra-Low-end single or dual-core processors

Pentium—Low-end dual-core processors (faster than Celeron with larger cache)
Core 2 Quad—Standard quad-core processors

Core 2 Extreme—High-end versions of either dual-core or quad-core processors

Figure 3.33 shows a cutaway view of a Core 2 Duo chip, revealing the single dual-core die underneath
the heat spreader..

All Core 2 family processors support 64-bit extensions, as well as SSSE3 (Supplemental SSE3), which
adds 32 new SIMD instructions to SSE3. These processors also support Enhanced Intel Speedstep Tech-
nology (EIST), and most provide support for hardware Virtualization Technology.

Table 3.14 details the various processors in the Core 2 family.



114 Chapter 3

Processor Types and Specifications

Table 3.14 Core 2 Family Processors

Processor Model Number Cores CPU Speed Bus Speed L2 Cache CPU Core
Core 2 Duo E8190-E8600 2 2.66-3.33GHz 1,333MHz 6MB Wolfdale
Core 2 Duo E7200-E7600 2 2.53-3.06GHz 1,066MHz 3MB Wolfdale-3M
Celeron E3200-E3300 2 2.40-2.50GHz 800MHz 1MB Wolfdale-3M
Core 2 Extreme X6800 2 2.93GHz 1,066MHz 4MB Conroe XE
Core 2 Duo E6300-E6850 2 1.86-3.00GHz 1,066, 1,333MHz 2, 4AMB Conroe
Celeron 220-450 1 1.20-2.20GHz 533-800MHz 512KB Conroe-L
Core 2 Duo E6300-E6400 2 1.86-2.13GHz 1,066MHz 2MB Conroe

Core 2 Duo E4300-E4700 2 1.80-2.60GHz 800MHz 2MB Conroe
Celeron E1200-E1600 2 1.60-2.40GHz 800MHz 512KB Conroe

Core 2 Extreme QXPxxx 4 3.00-3.20GHz 1,333-1,600MHz  12MB Yorkfield XE
Core 2 Quad Q9xxx 4 2.66-3.00GHz 1,333Hz 12MB Yorkfield
Core 2 Quad Q9xxx 4 2.50-2.83GHz 1,333Hz 6MB Yorkfield-6M
Core 2 Quad Q8xxx 4 2.33-2.66GHz 1,333Hz 4MB Yorkfield-6M
Core 2 Quad Q7xxx 4 2.20-2.90GHz 800MHz 2MB Yorkfield-6M
Core 2 Extreme QXéxxx 4 2.66-3.00GHz 1,066-1,333MHz ~ 8MB Kentsfield XE
Core 2 Quad Qéxxx 4 2.13-2.66GHz 1,066MHz 8MB Kentsfield

SSE = Streaming SIMD Instructions (MMX)
HT = Hyper-Threading Technology

NX = Execute Disable Bit

EIST = Enhanced Intel SpeedStep Technology
VT = Virtualization Technology

Note

With the introduction of the Core series of processors, Intel has used the Pentium name for processors that are more power-

ful than Celerons but less powerful than the current mainstream processors. For example, the most recent Pentium proces-

sors are based on the Haswell design but feature lower clock speeds, smaller cache sizes, and less powerful infegrated

graphics than Core i3 or fasfer processors.
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Mfg. Max.

Process Power SSE 64-Bit NX EIST \21 Socket
45nm 65W SSSE4.1 Yes Yes Yes Most LGA775
45nm 65W SSSEA4.1 Yes Yes Yes Some LGA775
45nm 65W SSSE3 Yes Yes Yes Yes LGA775
65nm 75W SSSE3 Yes Yes Yes Yes LGA775
65nm 65W SSSE3 Yes Yes Yes Yes LGA775
65nm 19-35W SSSE3 Yes Yes = = LGA775
65nm 65W SSSE3 Yes Yes Yes Yes LGA775
65nm 65W SSSE3 Yes Yes Yes = LGA775
65nm 65W SSSE3 Yes Yes Yes - LGA775
45nm 130-150W  SSSE4.1 Yes Yes Yes Yes LGA775, LGA771
45nm 65-95W SSSE4.1 Yes Yes Yes Yes LGA775
45nm 65-95W SSSEA4.1 Yes Yes Yes Yes LGA775
45nm 65-95W SSSE4.1 Yes Yes Yes Some LGA775
45nm 65-95W SSSEA4.1 Yes Yes Yes = LGA775
65nm 130W SSSE3 Yes Yes Yes Yes LGA775
65nm 95-105W SSSE3 Yes Yes Yes Yes LGA775

FIGURE 3.33 Core 2 Duo cutaway view.
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Intel (Nehalem) Core i Processors
The Core i processor family replaced the Core 2 and includes five microarchitecture generations:
B Nehalem (first generation)
B Sandy Bridge (second generation)
B Ivy Bridge (third generation)
B Haswell (fourth generation)
B Broadwell (fifth generation)

Note

Broadwell was released in January 2015 for mobile devices. Deskiop versions of Broadwell are expected lafer in 2015.

Because Broadwell is designed primarily for mobile devices, it will not be covered in detail in this chapter. For more infor-
mation about deskiop versions of Broadwell, see the Intel ARK website at http://ark.intel.com.

Over the course of five Core i processor generations, there have been significant reductions to process
size, the move of the memory controller onto the processor, and the introduction of Intel’s Tri-Gate
3D transistor technology. These advancement have also made it possible for Intel to develop cooler
running processors for mobile devices that are able to extend battery life. Each of these processor itera-
tions are covered in detail in the following sections.

Nehalem Architecture

The Nehalem microarchitecture’s key features include the integration of the memory controller into
the processor, and in some models, the entire North Bridge including an optional graphics processor
in a separate core on the processor die (see Chapter 11, “Video Hardware,” for details). The first Core
i-series processor was the Core i7 introduced in November 2008. Initially built on a 45nm process,
later Core i-series processors were built on an improved 32nm process allowing for smaller die, lower
power consumption, and greater performance. All support DDR3 memory and include L3 cache, and
some models include support for HT Technology. See Table 3.15 for details.

Table 3.15 Core i-series Family Processors Using Nehalem Microarchitecture

Processor Model Number Number of Cores CPU Speed Bus Speed L2 Cache L3 Cache
Core i7 9xxX EE 6 3.33-3.46GHz  6.4GHz 1.5MB 12MB
Core i7 9xx EE 4 3.20-3.33GHz  6.4GHz 1MB 8MB

Core i7 970 6 3.2GHz 4.8GHz 1.5MB 12MB
Core i7 9xx 4 2.66-3.20GHz 4.8GHz 1MB 8MB

Core i7 8xx 4 2.66-3.06GHz ~ 2.5GHz 1MB 8MB

Core i5 7xx 4 2.40-2.80GHz 2.5GHz 1MB 8MB

Core i5 éxx 2 3.2-3.66GHz 2.5GHz 1MB 4MB

Core i3 5xx 2 2.93-3.33GHz ~ 2.5GHz 1MB 4MB

* This CPU core also used by Pentium Processor EE = Extreme Edition

G6950-60 SSE = Streaming SIMD Instructions (MMX)
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There are two main variants in the first-generation (Nehalem) Core i-series Family: high-end versions
that use Socket LGA1366 and more mainstream models that use Socket LGA1156. The latter main-
stream models include a fully integrated North Bridge, including a dual-channel DDR3 memory con-
troller, graphics interface, and even an optional full-blown graphics processor (Larrabee). Because the
entire North Bridge functionality is integrated into the processor, Socket LGA1156 chips use a slower
2GBps DMI as the FSB connection to the southbridge component on the motherboard.

Core i 900 Series processors using Socket LGA1366 include a triple-channel DDR3 memory controller
and a high-performance FSB called QPI (Quick Path Interconnect) that connects to the North Bridge
component (called an I/O Hub or IOH) on the motherboard (see Figure 3.34). The IOH implements
the PCle graphics interface.

FIGURE 3.34 Core i7 900 series processor die. Photograph courtesy of Intel.

CPU Core  Mfg. Process Max. Power SSE Version TB 64-Bit NX VT HIT Socket

Gulftown 32nm 130W 4.2 Yes  Yes Yes Yes Yes LGAI1366
Bloomfield ~ 45nm 130W SSE4.2 Yes  Yes Yes Yes Yes LGAI1366
Gulftown 32nm 130W 4.2 Yes Yes Yes Yes  Yes LGA1366
Bloomfield ~ 45nm 130W SSE4.2 Yes  Yes Yes Yes Yes LGA1156
Lynnfield 45nm 82-95W SSE4.2 Yes  Yes Yes Yes Yes LGA1156
Lynnfield 45nm 95W SSE4.2 Yes Yes Yes Yes = LGA1156
Clarkdale*  32nm 73-87W SSE4.2 Yes  Yes Yes Yes Yes LGA1156
Clarkdale 32nm 73W SSE4.2 Yes  Yes Yes Yes Yes LGA1156
NX = Execute Disable Bit HTT = Hyper-Threading Technology

VT = Virtualization Technology TB =Turbo Boost
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Core i7 and i5 processors also support Turbo Boost (built-in overclocking), which increases the perfor-
mance in heavily loaded processor cores while reducing performance to cores that are lightly loaded or
have no work to perform. Turbo Boost is configured through the system BIOS.

The initial members of the Core i-series Family included the Core i5 and i7 processors. These were
later joined by the low-end i3 processors.

Sandy Bridge Architecture
Intel introduced the second generation of Core i-series processors, those based on the Sandy Bridge
microarchitecture, in January 2011 (see Table 3.16). The Sandy Bridge microarchitecture includes, as its
predecessor did, an integrated memory controller and North Bridge functions.

However, Sandy Bridge has many new features, including an in-core graphics processor on some
models (see Chapter 11 for details); the new AVX 256-bit SSE extensions; a new Level O instruction
cache for holding up to 1,500 decoded micro-ops; a more accurate branch prediction unit; the use of
physical registers to store operands; improved power management; Turbo Boost 2.0 for more scaled
responses to adjustments in core usage, processor temperature, current, power consumption, and oper-
ating system states; and a dedicated video decoding/transcoding/encoding unit known as the multifor-
mat codec (MFX). All Sandy Bridge processors use a 32nm manufacturing process.

Table 3.16 Core i-series Family Processors Using Sandy Bridge Microarchitecture

Processor Model Number Number of Cores CPU Speed Bus Speed L2 Cache
Core i7 39xx 6 3.2-4.0GHz 5GHz 1MB
Core i7 38xx 4 3.6GHz 5GHz 1MB
Core i7 2xxx 4 2.80-3.40GHz 5GHz 1MB
Core i5 25xx 4 2.3-3.3GHz 5GHz 1MB
Core i5 24xx 4 2.5-3.1GHz 5GHz 1MB
Core i5 2390 2 2.7GHz 5GHz 1MB
Core i5 23xx 4 2.8-2.9GHz 5GHz 1MB
Core i3 21xx 2 2.5-3.1GHz 5GHz 1MB

EE = Extreme Edition NX = Execute Disable Bit

SSE = Streaming SIMD Instructions (MMX) VT = Virtualization Technology

Table 3.17 Core i-series Family Desktop Processors Using Ivy Bridge Microarchitecture

Processor Model Number of Cores CPU Speed  Bus Speed L2 Cache Max. L3 Cache

Core i7 3770 series 4 2.50-3.40GHz ~ 5GHz 1MB

Core i5 35xx 4 2.3-3.4GHz 5GHz 1MB

Core i5 34xx* 4 2.9-3.2GHz 5GHz 1MB

Core i5 33xx 4 2.7-3.1GHz 5GHz 1MB

Core i3 32xx 4 2.8-3.4GHz 5GHz TMB
EE = Extreme Edition NX = Execute Disable Bit

SSE = Streaming SIMD Instructions (MMX) VT = Virtualization Technology
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Sandy Bridge processors using LGA 2011 processor sockets are classified as Sandy Bridge-E.

Sandy Bridge also includes Pentium processors in the 967-997, B940-B980, G620-G645T, and
G840-G870 series. These processors feature lower clock speeds, less powerful integrated GPUs, and
smaller cache sizes than Core i processors. Celeron processors in the B720, 847E, 787-797, 807-887,
B710, B800-B840, G440-G465, and G450-G555 series are also based on Sandy Bridge but feature
smaller cache sizes and slower clock speeds than Pentium processors based on Sandy Bridge.

Ivy Bridge Architecture

Intel introduced the third generation of Core i-series processors, those based on the Ivy Bridge micro-
architecture, in April 2012 (see Table 3.17). The Ivy Bridge microarchitecture represents an improved
version of the Sandy Bridge microarchitecture. Ivy Bridge features support for PCI Express 3.0, a new
3D fabrication process at 22nm, lower power consumption, support for low-voltage DDR3 memory,
and support for DirectX 11 graphics with integrated HD Graphics 4000. Existing Sandy Bridge mother-
boards can use Ivy Bridge CPUs, but a BIOS update might be needed in some cases. Table 3.17 lists
Core i-series processors using Ivy Bridge microarchitecture.

Processors with power levels below 35W are also available but not listed here. See http://ark.intel.com
and search for “Ivy Bridge” to see lower-powered processors in this family.

L3 Cache Max. Power SSE Version TB2.0 64-Bit NX VT HIT Socket

12-15MB 130-150W 4.2, AVX Yes Yes Yes Yes  Yes LGA2011
10MB 130W 4.2, AVX Yes Yes Yes Yes  Yes LGA2011
8MB 65-95W 4.2, AVX Yes Yes Yes Yes  Yes LGA1155
6MB 45-95W 4.2, AVX Yes Yes Yes Yes = LGA1155
6MB 65-95W 4.2 , AVX Yes Yes Yes Yes  Yes LGA1155
3MB 35W 4.2, AVX Yes Yes Yes Yes  Yes LGA1155
6MB 95W 4.2, AVX Yes Yes Yes Yes - LGA1155
3MB 35-65W 4.2, AVX No Yes Yes Yes  Yes LGA1155

HTT = Hyper-Threading Technology
TB2.0 = Turbo Boost 2.0

SSE Power Version TB2.0 64-Bit NX vT HTT Socket

8MB 45-77W 4.2, AVX Yes Yes Yes Yes Yes LGA1155

6MB 45-77W 4.2, AVX Yes Yes Yes Yes — LGA1155

6MB 35-77W 4.2 , AVX Yes Yes Yes Yes - LGA1155

6MB 65-77W 4.2, AVX Yes Yes Yes Yes = LGA1155

3MB 35-55W 4.2, AVX No Yes Yes Yes Yes LGA1155
HTT = Hyper-Threading Technology * 3470T features two cores with HTT support

TB =Turbo Boost
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Pentium processors in the G2xxx series (3MB cache) and Celeron processors in the G16xx (2MB cache)

series also use Ivy Bridge microarchitecture but have only two cores without HTT.

Haswell Architecture

Intel introduced the fourth generation of Core i-series processors based on the Haswell microarchi-
tecture, in April 2013 (see Table 3.18). The Haswell microarchitecture is supported by a new processor
socket, LGA1150, which supports the new processor-integrated voltage regulator. By integrating the
voltage regulator into the processor, Haswell supports new ultra low-power states C6 and C7.

Note

Under some circumsfances, a power supply could mistakenly shut down when exiting C7 mode. To avoid this problem,

you should use a Haswell-compatible power supply or disable C7 sleep in the BIOS power management seftings. To learn

more about this issue and to see a list of Haswell-compatible power supplies, see The TechReport's The Big Haswell PSU
Compatibility List page at http://techreport.com/review,/ 24897 /the-big-haswell-psu-compatibility-ist.

Table 3.18 Core i-series Family Desktop Processors Using Haswell Microarchitecture

Number of Base CPU Bus
Processor Model Cores Speed Speed L2 Cache
Core i7 4790 series 4 2.70-3.60GHz  5GHz TMB
Core i7 4771 4 3.5GHz 5GHz TMB
Core i7 4770 series 4 3.3-3.9GHz 5GHz TMB
Core i5 46xx 4 2.3-3.5GHz 5GHz TMB
Core i5 45xx 4 2.9-3.3GHz 5GHz TMB
Core i5 44xx 4 2.7-3.2GHz 5GHz TMB
Core i3 43xx 2 3.50-3.80GHz ~ 5GHz TMB
Core i3 41xx 2 3.40-3.60GHz ~ 5GHz TMB

SSE = Streaming SIMD Instructions (MMX)
NX = Execute Disable Bit

VT = Virtualization Technology

HTT = Hyper-Threading Technology

TB =Turbo Boost


http://techreport.com/review/24897/the-big-haswell-psu-compatibility-list
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Haswell also includes additional arithmetic and address-generation units, a second branch prediction
unit, and AVX 2.0, which adds support for 256-bit SIMD integer data types and new instructions for
better bit manipulation, large number arithmetic, and cryptography. These features improve Haswell’s
real-world performance by about 5-10% compared to Ivy Bridge. Other features, such as better HD
graphics, lower wattage, and longer battery life, are oriented toward mobile users.

Processors with power levels of 35W or below are also available but not listed here. See http://ark.intel.
com and search for “Haswell” to see lower-powered processors in this family.

Intel Atom

Intel introduced its Atom ultra-low-power processors in 2008 and refreshed the desktop versions with
new models with integrated graphics (D25xx series) in 2012. Although a few vendors have created
very low-end desktop computers using Atom, Atom processors are designed and used primarily for net-
books, tablets, home servers, and other specialized uses. The Atom processor is a 64-bit processor fully
compatible with x86 and 64-bit versions of Windows and other operating systems, and some models
support HT Technology. However, it supports only SSSE3 instructions, has a 4GB memory limit, and
most versions include only two cores. To learn more about Atom, see http://ark.intel.com.

Max. L3

Cache Power SSE Version TB2.0 64-Bit NX vT HTT Socket
8MB 45-84W 4.2, AV¥X 2.0 Yes Yes Yes Yes Yes LGA1150
8MB 84W 4.2, AVX 2.0 Yes Yes Yes Yes Yes LGA1150
8MB 45-84W 4.2, AV¥X 2.0 Yes Yes Yes Yes Yes LGA1150
6MB 45-84W 4.2, AVX 2.0 Yes Yes Yes Yes = LGA1150
6MB 65-84W 4.2, AVX Yes Yes Yes Yes - LGA1150
6MB 65-84W 4.2 , AVX 2.0 Yes Yes Yes Yes — LGA1150
4MB 54W 4.2, AV¥X 2.0 No Yes Yes Yes Yes LGA1150
3MB 54W 4.2, AVX 2.0 No Yes Yes Yes Yes LGA1150

AMD K6 Processors

How did AMD begin to design and produce P6-type processors in its own facilities (fabs)? It's an inter-
esting story that began with a company called NexGen and its Pentium rival, the Nx586. After using
NexGen technology for its first P6-class processors, AMD later designed and fabricated the Athlon and
Duron processors, which were true sixth-generation designs using their own proprietary connections
to the system.

NexGen was founded by Thampy Thomas, who hired some of the people formerly involved with the
486 and Pentium processors at Intel. At NexGen, developers created the Nx586, a processor that was

functionally the same as the Pentium but not pin compatible. As such, it was always supplied with a
motherboard; in fact, it was usually soldered in. NexGen did not manufacture the chips or the moth-
erboards they came in; for that it hired IBM Microelectronics. Later NexGen was bought by AMD,


http://ark.intel.com
http://ark.intel.com
http://ark.intel.com
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right before it was ready to introduce the Nx686—a greatly improved design by Greg Favor and a true
competitor for the Pentium. AMD took the Nx686 design and combined it with a Pentium electrical
interface to create a drop-in Pentium-compatible chip called the K6, which actually outperformed the
original from Intel.

The follow-up to the Nx586 was supposed to be the Nx686, a processor essentially designed for AMD
by NexGen. However, the NexGen version never appeared because AMD purchased it before the chip
was due to be released. Instead, AMD released it in April 1997 as the AMD-K6 processor. It was a high-
performance, sixth-generation processor that is physically installable in a P5 (Pentium) motherboard.

The AMD-K6 delivers performance levels somewhere between the Pentium and Pentium II processor
because of its unique hybrid design. The AMD-K6 processor architecture is fully x86 binary code com-
patible, which means it runs all Intel software, including MMX instructions. To make up for the lower
L2 cache performance of the Socket 7 design, AMD beefed up the internal L1 cache to 64KB, twice the
size of the Pentium II or III. This, plus the dynamic execution capability, enabled the K6 to outperform
the Pentium and come close to the Pentium II and III in performance for a given clock rate.

There were two subsequent additions to the K6 family, in the form of the K6-2 and K6-3. The K6-2
offered higher clock and bus speeds (up to 100MHz) and support for the 3DNow! instruction set. The
K6-3 added 256KB of on-die full-core speed L2 cache. The addition of the full-speed L2 cache in the
K6-3 was significant because it enabled the K6 series to fully compete with the Intel Pentium III pro-
cessor family, although it did cause the processor to run hot, resulting in its discontinuation after a
relatively brief period.

For more information about Nx586 or K6 series processors, see Chapter 3 of Upgrading and Repairing
PCs, 19th Edition, available in its entirety on the disc packaged with this book.

AMD K7 Processors

The Athlon, Duron, and Athlon XP are all members of AMD’s K7 processor family, which represented
a clean break with AMD’s previous plug compatibility with Intel processors. Instead, AMD developed
its own processor slot and socket design and became a serious rival to Intel in both performance and
price.

The following sections briefly summarize the unique properties of each of these processors. For more
detailed information about this processor family, see Chapter 3 of Upgrading and Repairing PCs, 19th
Edition, available in its entirety on the disc packaged with this book.

AMD Athlon

The Athlon is AMD'’s successor to the K6 series. It was designed as a new chip from the ground up and
does not interface via the Socket 7 or Super7 sockets like its previous chips. In the initial Athlon ver-
sions, AMD used a cartridge design, called Slot A, almost exactly like that of the Intel Pentium II and
III (see Figure 3.35). This was because the original Athlons used 512KB of external L2 cache, which was
mounted on the processor cartridge board. The external cache ran at one-half core, two-fifths core, or
one-third core, depending on which speed processor you had.

In June 2000, AMD introduced a revised version of the Athlon (code-named Thunderbird) that incor-
porates 256KB of L2 cache directly on the processor die. This on-die cache runs at full-core speed and
eliminates a bottleneck in the original Athlon systems. Along with the change to on-die L2 cache, the
Athlon was also introduced in a version for AMD’s own Socket A (Socket 462), which replaced the Slot
A cartridge version (see Figure 3.36).
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FIGURE 3.35 AMD Athlon processor for Slot A (cartridge form factor).

FIGURE 3.36 AMD Athlon XP 0.13-micron processor for Socket A (PGA form factor).

Although the Slot A cartridge looks a lot like the Intel Slot 1, and the Socket A looks like Intel’s Socket
370, the pinouts are completely different and the AMD chips do not work in the same motherboards
as the Intel chips. This was by design because AMD was looking for ways to improve its chip archi-
tecture and distance itself from Intel. Special blocked pins in either socket or slot design prevent acci-
dentally installing the chip in the wrong orientation or wrong slot. Socket A versions of the Athlon
closely resemble the Duron.

The Athlon was manufactured in speeds from S00MHz up to 1.4GHz and uses a 200MHz or 266MHz
processor (front-side) bus called the EV6 to connect to the motherboard North Bridge chip as well as
other processors. In most benchmarks, the AMD Athlon is equal, if not superior, to the Intel Pentium
III. AMD also beat Intel to the 1GHz mark by introducing its 1GHz Athlon two days before Intel intro-
duced the 1GHz Pentium III.

AMD Duron

The AMD Duron processor (originally code-named Spitfire) was announced in June 2000 and is a
derivative of the AMD Athlon processor in the same fashion as the Celeron is a derivative of the Pen-
tium II and III. More recently, AMD has used the name Sempron for its low-cost processors. Basically,
the Duron is an Athlon with less L2 cache; all other capabilities are essentially the same. It is designed
to be a lower-cost version with less cache but only slightly less performance. In keeping with the low-
cost theme, Duron contains 64KB on-die L2 cache and is designed for Socket A, a socket version of the
Athlon Slot A.
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AMD Athlon XP

As mentioned earlier, the last of the Socket A-based Athlon processors is called the Athlon XP. This
is basically an evolution of the previous Athlon, with improvements in the instruction set so it can
execute Intel SSE instructions and a new marketing scheme that directly competed with the Pentium
4. Athlon XP also adopted a larger (512KB) full-speed on-die cache.

AMD uses the term QuantiSpeed (a marketing term, not a technical term) to refer to the architecture of
the Athlon XP. AMD defines this as including the following:

H A nine-issue superscalar, fully pipelined microarchitecture—This provides more path-
ways for instructions to be sent into the execution sections of the CPU and includes three float-
ing-point execution units, three integer units, and three address calculation units.

H A superscalar, fully pipelined floating-point calculation unit—This provides faster
operations per clock cycle and cures a long-time deficiency of AMD processors versus Intel
processors.

H A hardware data prefetch—This gathers the data needed from system memory and places it
in the processor’s Level 1 cache to save time.

H Improved translation look-aside buffers (TLBs)—These enable the storage of data
where the processor can access it more quickly without duplication or stalling for lack of fresh
information.

These design improvements wring more work out of each clock cycle, enabling a “slower” Athlon XP
to beat a “faster” Pentium 4 processor in doing actual work. The Athlon XP was replaced by Socket A
versions of the Sempron.

Athlon MP

The Athlon MP was AMD's first processor designed for multiprocessor support, making it suitable for
server and workstation usage. All Athlon MP processors use the same Socket A interface used by later
models of the Athlon and all Duron and Athlon XP processors.

The Athlon MP was replaced by the AMD Opteron.

AMD K8 Processors

AMD'’s K8 family of processors includes the first 64-bit desktop processors, which set the standard for
64-bit extensions of the venerable 32-bit x86 architecture. The K8 family is the first x86 processor fam-
ily to integrate the memory controller, and also includes the first truly integrated dual-core processors.
Although early versions of the K8 family were plagued by frequent socket changes, recent and current
versions of the family offer an easy upgrade path to more advanced designs and DDR2 and DDR3
support.

AMD Athlon 64 and 64 FX

The AMD Athlon 64 and 64 FX, introduced in September 2003, are the first 64-bit processors for desk-
top (and not server) computers. Originally code-named ClawHammer, the Athlon 64 and 64 FX are
the desktop element of AMD’s 64-bit processor family, which also includes the Opteron (code-named
SledgeHammer) server processor. The first Athlon 64 and 64 FX (shown in Figure 3.37) are essentially
Opteron chips designed for single-processor systems. In some cases, they have decreased cache or
memory bandwidth capabilities.
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FIGURE 3.37 AMD Athlon 64 FX (Socket 939 version). Photo courtesy of AMD.

The Athlon 64 and 64 FX pioneered 64-bit instructions and built-in memory controllers for x86-com-
patible processors.

In previous processors, the memory controller was traditionally part of the motherboard chipset North
Bridge or Memory Controller Hub (MCH) chip, but the Athlon 64 and 64 FX incorporate the memory
controller in the processor. This means that the typical CPU bus architecture is different with these
chips. In a conventional design, the processor talks to the chipset North Bridge, which then talks to
the memory and all other components in the system. Because the Athlon 64 and 64 FX have inte-
grated memory controllers, they talk to memory directly, but they also talk to the North Bridge for
other system communications. Separating the memory traffic from the CPU bus allows for improved
performance not only in memory transfers, but also in CPU bus transfers. All subsequent processors
from AMD use integrated memory controllers. Intel began to use integrated memory controllers with
the first-generation Core i-series (Nehalem microarchitecture). The main difference in the Athlon 64
and 64 FX is in the configurations of cache sizes and memory bus widths.

Following are the major features of the Athlon 64 design:

B Speeds ranging from 1.0GHz to 3.0GHz.

B Between 68.5 million transistors (512KB L2 cache versions) and 129 million transistors (1MB L2
cache versions).

B 12-stage pipeline.

B DDR memory controller with ECC support integrated into the processor (instead of the North
Bridge or MCP, as in other recent chipsets).

B Socket 754 features single-channel memory controller; Socket 940, 939, and AM2 feature dual-
channel memory controller.

B 128KB L1 cache.
B 512KB or 1MB of on-die full-speed L2 cache.

B Support for AMD64 (also called IA-32e or x86-64) 64-bit extension technology (extends 32-bit
x86 architecture).

B Up to 3.2GBps (Socket 754) or 4GBps (Socket 940, 939, and AM2) Hypertransport link to chipset
North Bridge.
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B Addressable memory size up to 1TB, greatly exceeding the 4GB or 64GB limit imposed by 32-bit

Processors.

B SSE2 (SSE plus 144 new instructions for graphics and sound processing).

B Multiple low-power states.

B 130-nanometer (see Figure 3.38), 90nm, or 65nm cores.

The Athlon 64 FX differs from the standard Athlon 64 in the following ways:

B Supports only Socket 940, 939, or AM2.
B Has dual-channel DDR or DDR2 memory controller with ECC support.

B Socket 940 versions require registered memory.
B Features speeds from 2.2GHz to 2.8GHz.
B 1MB L2 cache (standard).

Although AMD has been criticized by many, including me, for its confusing performance-rating pro-
cessor names in the Athlon XP series, AMD also uses this naming scheme with the Athlon 64. AMD
developed its own chipsets for the Athlon 6 but also encouraged chipset development by third parties,
including ATI (which AMD acquired in 2006 for both its chipset and GPU design experience). The

various models and features of the Athlon 64 and 64 FX are summed up in Table 3.19.

Table 3.19 Athlon 64 and 64 FX Processor Information

Processor Model Number Cores  CPU Speed Bus Speed L2 Cache CPU Core
Athlon 64 3500+-3800+ 1 2.20-2.40GHz  1,000MHz 512KB Lima

Athlon 64 3000+-3500+ 1 1.80-2.20GHz  1,000MHz 512KB Winchester
Athlon 64 1500+-3400+ 1 1.00-2.40GHz 800, 1,000MHz  512KB Venice
Athlon 64 3500+-4000+, FX-55-57 1 2.20-2.80GHz  1000MHz 512KB, TMB San Diego
Athlon 64 3000+-4000+ 1 1.80-2.60GHz  1,000MHz 512KB Orleans
Athlon 64 3200+-3500+ 1 2.00-2.20GHz  1,000MHz 512KB Manchester
Sempron 3000+-3800+ 1 1.60-2.20GHz ~ 800MHz 128, 256KB Manila
Sempron 2500+-3500+ 1 1.40-2.00GHz 800, 1,000MHz 128, 256KB Palermo
Athlon 64 FX-51-53 1 2.20-2.40GHz ~ 800MHz 1MB SledgeHammer
Athlon 64 2800+-3800+ 1 1.80-2.40GHz 800, 1,000MHz  512KB Newcastle
Athlon 64 2800+-4000+, FX-53-55 1 1.80-2.60GHz 800, 1000MHz  512KB, TMB ClawHammer
Sempron 3000+-3100+ 1 1.80GHz 800MHz 128, 256KB Paris

SSE = Streaming SIMD Instructions (MMX)

NX = Execute Disable Bit

Cool’n’Quiet = Power-saving technology
VT = Virtualization Technology
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FIGURE 3.38 AMD Athlon 64 die (130-nanometer process, 106 million transistors, 193 sq. mm). Photo
courtesy of AMD.

The Athlon 64 and 64 FX were available in four socket versions, the core features of which are detailed

in Table 3.20. Note that Socket 940 supports only slower and more expensive registered DIMMs.

Mfg. Process Max. Power  SSE 64-Bit NX Cool’'n’ Quiet vT Socket
65nm 45W SSE3 Yes Yes Yes Yes AM2
90nm 67W SSE2 Yes Yes Yes = 939
90nm 51-89W SSE3 Yes Yes Yes - 754, 939
90nm 67-104W SSE3 Yes Yes Yes = 939
90nm 35-62W SSE3 Yes Yes Yes Yes AM2
90nm 67W SSE3 Yes Yes Yes = 939
90nm 35-62W SSE3 Yes Yes Most - AM2
90nm 62W SSE2, SSE3  Most Yes Some — 754, 939
130nm 89W SSE2 Yes Yes - - 940
130nm 89W SSE2 Yes Yes Yes - 754, 939
130nm 89-104W SSE2 Yes Yes Yes - 754, 939
130nm 62W SSE2 = Yes = = 754
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Table 3.20 AMD Athlon 64 and 64 FX Socket and Memory Types

Socket Processor Channels Type

754 Athlon 64 Single-channel DDR

940 Athlon 64 FX Dual-channel Registered SDRAM
939 Athlon 64/64 FX Dual-channel DDR

AM2 Athlon 64/64 FX Dual-channel DDR2

The Athlon 64 essentially comes in three versions: a Socket 754 version that has only a single-channel
memory bus, an improved Socket 939 version that has a dual-channel memory bus, and an even bet-
ter Socket AM2 version that has a dual-channel DDR2 bus. The Athlon 64 FX is also available in three
versions: a Socket 940 version that uses expensive (and slower) registered memory, an improved Socket
939 version that uses unbuffered memory, and an updated version that uses dual-channel DDR2. The
Socket 939 versions of the Athlon 64 and 64 FX are essentially the same chip, differing only in the
amount of L2 cache included. For example, the Athlon 64 3800+ and Athlon 64 FX-53 both run at
2.4GHz and run dual-channel memory. The only difference is that the 3800+ has only 512KB of L2
cache, whereas the FX-53 has 1MB of L2 cache. The Athlon 64 FX can draw up to 104W or more of
power, which is high but still somewhat less than the more power-hungry Pentium 4 processors. As
with the Pentium 4, motherboards for the Athlon 64 and 64 FX generally require the ATX12V connec-
tor to provide adequate 12V power to run the processor voltage regulator module.

The initial version of the Athlon 64 is built on a 0.13-micron (130-nanometer) process. Subsequent
versions use either a 0.09-micron (90nm) or a .065-micron (65nm) process.

AMD Sempron

AMD introduced the Sempron line of processors in 2004 as a replacement for the Duron brand and to
provide an economy line of processors designed to compete with the Intel Celeron D. Just as the Intel
Celeron name long ago ceased to identify a particular processor and instead is a brand that identifies
various types of low-cost, reduced-performance processors, AMD’s Sempron brand follows a similar
course. Sempron identifies Socket A processors based on the Athlon XP as well as Socket 754, 939,
AM2, and AM3 processors based on the Athlon 64 and 64 X2.

The Socket A version of the AMD Sempron is based on the Athlon XP processor, whereas the Socket
754, 939, AM2, and AM3 versions are based on the Athlon 64. Sempron X2 models are dual-core
processors based on the Athlon X2. The difference is that the Sempron versions are offered in lower
processor and bus clock speeds, with smaller caches and sometimes limited features to justify a lower
price point.

Because AMD has offered Sempron processors in many distinctive variations, it’s easy to get confused
as to which is which and what features are included in a specific model. By looking up the processor
on the AMD Desktop Processor Comparison website (http://products.amd.com/en-us/DesktopCPURe-
sult.aspx), you can find out the exact specification, including socket type, voltage, revision, cache size,
and other information about the chip. You can also use software tools, such as CPU-Z (www.cpuid.
com), to find more detailed information about a given processor.

AMD Athlon X2, 64 X2, and 64 FX

The 64-bit Athlon 64 processors were designed with multicore updates in mind from the beginning.
The desktop Athlon 64 X2 was introduced in May 2005. The Athlon 64 X2 uses several core designs,
with different options and features.


http://www.cpuid.com
http://www.cpuid.com
http://products.amd.com/en-us/DesktopCPUResult.aspx
http://products.amd.com/en-us/DesktopCPUResult.aspx
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The following are major features of the Athlon 64 X2:

B 65nm or 90nm manufacturing process

B Actual clock speeds of 1.9GHz-3.0GHz

B Socket 939, AM2, and 1207FX form factors

B 1GHz HyperTransport interconnect (4GBps bandwidth)
The design of these processors has always included room for the second processor core along with a
crossbar memory controller to enable the processor cores to directly communicate with each other

without using the North Bridge, as with Intel’s initial dual-core processors. Figure 3.39 illustrates the
internal design of the Athlon 64 X2.

CPU O CPU 1

L2 Cache L2 Cache
f/CPU 0O f/CPU 1

System Request Interface

Crossbar Switch

Memory HyperTransport
Controller Technology

\AJ \

FIGURE 3.39 The Athlon 64 X2 uses the integrated crossbar memory controller present from the begin-
ning of the Athlon 64 processor design to enable the processor cores to communicate with each other.

The result is that most existing systems based on Socket 939 Athlon 64 can be upgraded to a dual-core
processor without a motherboard swap. As long as the motherboard supports the processor and a dual-
core BIOS upgrade is available from the motherboard or system vendor, the upgrade is possible.

Another benefit of AMD’s approach is the lack of a performance or thermal penalty in moving to a
dual-core design. Because the Athlon 64 design included provisions for a dual-core upgrade from the
beginning, the thermal impact of the second core is minimal, even though the dual-core processors
run at the same speeds as their single-core predecessors.

Table 3.21 provides a detailed comparison of the various dual-core Athlon X2, 64 X2, and Athlon 64
FX processors.
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Table 3.21 Athlon X2, 64 X2, and 64 FX Processor Information

Processor Model Number Cores  CPU Speed Bus Speed L2 Cache CPU Core
Athlon X2 4450B-5600B 2 2.3-2.9GHz 1GHz 1MB Brisbane
Athlon X2 3250e-5050e 2 1.5-2.6GHz 1GHz 1MB Brisbane
Athlon X2 BE-2xxx 2 1.9-2.3GHz 1GHz 1MB Brisbane
Sempron X2 2100-2300 2 1.8-2.2GHz 800MHz 512KB Brisbane
Athlon 64 FX 70-74 2 2.6-3.0GHz 1GHz 2MB Windsor
Athlon 64 X2 3600+-6000+ 2 1.9-3.0GHz 1GHz 512KB-2MB Windsor
Athlon 64 FX-60 2 2.6GHz 1GHz 2MB Toledo
Athlon 64 X2 3800+-4800+ 2 2.0-2.4GHz 1GHz 1-2MB Toledo
Athlon 64 X2 3600+, 4600+ 2 2.0-2.4GHz 1GHz 512KB-1MB Manchester

SSE = Streaming SIMD Instructions (MMX)

NX = Execute Disable Bit

Cool’n’Quiet = Power-saving technology
VT = Virtualization Technology

AMD K10 Processors (Phenom, Phenom II,
Athlon 11, Athlon X2, Sempron)

The K9 was a stillborn project within AMD, resulting in a skip from the K8 to the K10 architecture.
The first K10 processors were the Phenom models released in November 2007.

The AMD Phenom family of processors was designed as a flexible family of chips available with 1-6
K10 cores in a single die. These include the Phenom, Phenom II, Athlon II, and some models of the
Athlon X2 and Sempron processors. The initial versions used Socket AM2+, which included support
for DDR2 memory. Refer to Figure 3.42 to see a typical motherboard using Socket AM2+. Later versions
used Sockets AM3 and AM3+, which support DDR3 memory. Figure 3.40 illustrates a Phenom II X6
processor for Socket AM3.

The Phenom X3, X4, and Athlon X2 processors were made on a 65nm process, whereas the Phenon
II, Athlon II, and Sempron 1xx processors use a smaller 45nm process, resulting in a smaller die with
overall lower power consumption and higher performance. Figure 3.41 illustrates the interior design of
the Phenom II X6 processor.

The higher-end chips in this family include three, four, or six cores, L3 cache, and higher clock rates
and HyperTransport bus speeds.
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Mfg. Process Max. Power  SSE 64-Bit NX  Cool’'n’Quiet VT Socket
65nm 45-65W SSE3 Yes Yes Yes Yes AM2

65nm 22-45W SSE3 Yes Yes Yes Yes AM2

65nm 45W SSE3 Yes Yes Yes Yes AM2

65nm 65W SSE3 Yes Yes Yes = AM2

90nm 125W SSE3 Yes Yes Yes Yes AM2, 1207FX
90nm 65-125W SSE3 Yes Yes Yes Yes AM2

90nm 110w SSE3 Yes Yes Yes - 939

90nm 89-110W SSE3 Yes Yes Yes = 939

90nm 89-110W SSE3 Yes Yes Yes - 939

AMD Phenom™ I
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FIGURE 3.40 The Phenom II X6 conceals six cores and memory controllers for both DDR2 and DDR3
memory beneath its protective metal spreader plate.
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FIGURE 3.41 A simplified diagram of the Phenom II X6 core’s major components.

Table 3.22 provides a detailed comparison of the various AMD K10 family processors.

Table 3.22 AMD K10 Family Processor Information

Processor Model Turbo

Number Cores CPU Speed Bus Speed Core L2 Cache L3 Cache
Phenom X4 4 1.8-2.6GHz 3.2-4GHz No 2MB 2MB
Phenom X3 3 1.9-25GHz ~ 3.2-3.6GHz  No 1.5MB 2MB
Athlon X2 2 2.3-2.8GHz 3.6GHz No 1MB 2MB
Phenom Il X4 9xx 4 2.8-3.0GHz  3.6GHz No 2MB None
Sempron 1xx 1 2.7-2.9GHz  4GHz No 1MB =
Athlon Il X2 2xxu 2 1.6-2.0GHz 3.2-4GHz No 1-2MB None
Athlon Il X2 2xxe 2 2.6-3.0GHz 4GHz No 1-4MB None
Athlon Il X2 Bxx series 2 2.8-3.0GHz 4GHz No 2MB None
Athlon Il X2 2xx 2 2.7-3.4GHz 4GHz No 1-2MB None
Athlon Il X3 4xxe 3 2.2-2.7GHz 4GHz No 1.5MB None
Athlon Il X3 4xx 3 3-3.4GHz 4GHz No 1.5MB None
Athlon Il X4 éxxe 4 2.2-2.7GHz 4GHz No 2MB None
Athlon Il X4 éxx 4 2.8-3.1GHz 4GHz No 2MB None
Phenom Il X4 9xx 4 2.8-3.0GHz 4GHz No 2MB 6MB
Phenom Il X4 9xxe 4 2.4-2.6GHz 4GHz No 2MB 6MB
Phenom Il X4 8xx* 4 2.5-3.2GHz 4GHz No 2MB 4MB
Phenom Il X4 Bxx 4 2.8-3GHz 4GHz No 2MB 6MB



AMD K10 Processors (Phenom, Phenom I, Athlon I, Athlon X2, Sempron)

Chapter 3

133

FIGURE 3.42 A typical AM2+ motherboard from Gigabyte.

CPU Max.

Core Process  Power SSE 64-Bit NX Cool’n’Quiet VT Socket
Agena 65nm 65-140W SSE4a Yes Yes Yes Yes AM2+
Toliman 65nm 65-95W SSE4a Yes Yes Yes Yes AM2+
Kuma 65nm 95W SSE4a Yes Yes Yes Yes AM2+
Deneb 45nm 125W SSE4a Yes Yes Yes Yes AM2+
Sargas 45nm 45W SSE4a Yes Yes Yes Yes AM3
Regor 45nm 25W SSE4a Yes Yes Yes Yes AM3
Regor 45nm 45W SSE4a Yes Yes Yes Yes AM3
Regor 45nm 65W SSE4a Yes Yes Yes Yes AM3
Regor 45nm 65W SSE4a Yes Yes Yes Yes AM3
Rana 45nm 45W SSE4a Yes Yes Yes Yes AM3
Rana 45nm 95W SSE4a Yes Yes Yes Yes AM3
Propus 45nm 45W SSE4a Yes Yes Yes Yes AM3
Propus 45nm 95W SSE4a Yes Yes Yes Yes AM3
Deneb 45nm 95W SSE4a Yes Yes Yes Yes AM3
Deneb 45nm 65W SSE4a Yes Yes Yes Yes AM3
Deneb 45nm 95W SSE4a Yes Yes Yes Yes AM3
Deneb 45nm 95W SSE4a Yes Yes Yes Yes AM3
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Table 3.22 Continued

Processor Model Turbo
Number Cores CPU Speed Bus Speed Core L2 Cache L3 Cache

Phenom Il X4 9xx (BE) 4 3.2-3.4GHz AGHz No 2MB 6MB
Phenom Il X2 5xx 2 3.0-3.4GHz 4GHz No 1MB 6MB
Phenom Il X2 Bxx 2 2.8-3.0GHz 4GHz No 1MB 6MB
Phenom Il X2 5xx (BE) 2 3.3-3.5GHz AGHz No 1MB 6MB
Phenom Il X3 7xxe 3 2.4-2.5GHz 4GHz No 1.5MB 6MB
Phenom Il X3 7xx** 3 2.6-2.8GHz 4GHz No 1.5MB 6MB
Phenom Il X3 Bxx 3 2.8-3.0GHz 4GHz No 1.5MB 6MB
Phenom Il X6 10xxT 6 2.6-2.9GHz 4GHz No 3MB 6MB
Phenom Il X6 10xxT 6 2.8-3.0GHz 4GHz No 3MB 6MB
Phenom Il X6 1xxxT (BE) 6 3.2-3.3GHz AGHz No 3MB 6MB

AMS3 processors can also be used in Socket AM2+ VT = Virtualization Technology

motherboards with appropriate BIOS update. *Model 840 has no L3 cache.

SSE = Streaming SIMD Instructions (MMX) **720 is Black Edition.

NX = Execute Disable Bit BE = Black Edition Unlocked clock multiplier for easier

Cool’n’Quiet = Power-saving technology overclocking

AMD Bulldozer, Piledriver, Steamroller, and
Excavator FX Processors

AMD introduced its follow-up to its K10 architecture, the Bulldozer architecture, in October 2011.
Although FX processors in this family use the same Socket AM3+ as late-model K10 processors do, the
internal design of Bulldozer processors is very different from its predecessors.

Note

Bulldozer is also known as K11, but Bulldozer is the more common name for this architecture.

Bulldozer processors are modular. Each module contains a single L1 instruction cache, a multi-
branched instruction decoder, and a multilayer dispatch controller. The dispatch controller is con-
nected to two integer processing clusters and a single floating point unit. The results are connected
to a write coalescing cache, a core interface unit, and up to 2MB of L2 cache. A module is commonly
referred to as a dual-core processor, although only the integer clusters are dualed (see Figure 3.43). A
Bulldozer CPU includes 8MB of L3 cache memory, and Bulldozer CPUs were manufactured in eight-
core, six-core, and four-core versions, known collectively as Zambezi.
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CPU Max.

Core Process  Power SSE 64-Bit NX Cool’'n’Quiet VT Socket
Deneb 45nm 125-140W SSE4a Yes Yes Yes Yes AM3
Callisto 45nm 80W SSE4a Yes Yes Yes Yes AM3
Callisto 45nm 80W SSE4a Yes Yes Yes Yes AM3
Callisto 45nm 80W SSE4a Yes Yes Yes Yes AM3
Heka 45nm 65W SSE4a Yes Yes Yes Yes AM3
Heka 45nm 95W SSE4a Yes Yes Yes Yes AM3
Heka 45nm 95W SSE4a Yes Yes Yes Yes AM3
Thuban 45nm 95W SSE4a Yes Yes Yes Yes AM3
Thuban 45nm 125W SSE4a Yes Yes Yes Yes AM3
Thuban 45nm 125W SSE4a Yes Yes Yes Yes AM3

Callisto = Deneb with two cores disabled
Toliman = Agena with one core disabled
Kuma = Agena with two cores disabled

Zosma = Thuban with two cores disabled
Propus = Deneb with no (or disabled) L3 cache
Heka = Deneb with one core disabled

Rana = Propus with one core disabled

Other features in Bulldozer include AMD’s Turbo Core (a built-in overclocking feature) and new CPU
instructions (AES, AVX, FMA3, and XOP). These instructions support faster encryption, floating point
math, rendering, and video transcoding on software optimized for them. Bulldozer uses a 32nm
manufacturing process, compared to the 45nm used by most K10-class parts. FX processors based on
Bulldozer are completely unlocked for easier overclocking. AMD sells an optional liquid cooler for FX
Bulldozer and Piledriver CPUs.

Bulldozer processors are optimized for multithreaded software, but performance benchmarks were dis-
appointing, as most applications were not optimized for Bulldozer’s new architecture. Further specifi-
cations for Bulldozer processors are listed in Table 3.23.
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g T Syng?ion U

Module block Module block Module block Module block
L1 l-cache Ii”ﬂ' L1 I-cache Ii”ﬁ' L1 |-cache Ii”ﬁ' L1 |-cache Ii”ﬂ'
64kB, 2way PJP. 64kB, 2way PJ/P. 64kB, 2way P/P. 64kB, 2way P/P.
Instruction decoder Instruction decoder Instruction decoder Instruction decoder
Dispatch Dispatch Dispatch Dispatch
Integer Integer Integer Integer Integer Integer Integer Integer
Cluster Cluster Cluster Cluster Cluster Cluster Cluster Cluster
1 2 1 2 1 2 1 2
FPU FPU FPU FPU
L1 Dc. L1 Dc. L1 Dc. L1 Dc. L1 De. L1 Dc. L1 Dc. L1 Dc.
16kB4W | [W.C. Cache] [L16KB4w| 16kB4W | TW.C. Cache] L16kB4w| || (16kB4w| W Cache] L16kB4w| || [16kB4w| [WC Cache] L16kB4wW
Core L2 Data Cache Core L2 Data Cache Core L2 Data Cache Core L2 Data Cache
IF 2048 kB (shared, Max) IF 2048 kB (shared, Max) IF 2048 kB (shared, Max) IF 2048 kB (shared, Max)
Shared L3 cache Shared L3 cache Shared L3 cache Shared L3 cache
2MB for each module 2MB for each module 2MB for each module 2MB for each module
| L3 cache ctr. | | L3 cache ctr. | | L3 cache ctr. | L3 cache ctr.

L

| System Request Queue

Crossbar

[ Hyper Transportctr. || Hyper Transportetr. | | Memory IF | Misc.
| Hyper Transport PHY || Hyper TransportPHY | | DDRPHY ][ DDRPHY | 1/0
Hyper Transport Hyper Transport
(16 / xB+xB) (16 / x8+x8) DDR3 Interface DDR3 Interface
6.4 GT/s, 25.6 GB/s 6.4 GT/s, 25.6 GB/s Dual channel DDR3-1866 /

Quad channel DDR3-1600 or Registered DDR3

Clock and Power controller

FIGURE 3.43 A block diagram of an eight-core Bulldozer CPU. Source: http://commons.wikimedia.org/

wiki/File:AMD_Bulldozer_block_diagram_(8_core_CPU).PNG.

Table 3.23 AMD FX Processors Using Bulldozer Microarchitecture

Cool
CPU Bus Turbo L2 L3 Max. ‘n’
Processor Cores Speed Speed Core Cache Cache Power 64-bit NX Quiet VT Unlocked
FX 81xx 8 3.1- 2.2GHz  Yes 4MB 8MB 125W  Yes Yes Yes Yes Yes
3.6GHz
FX 61xx 6 3.3GHz 2.2GHz Yes 3MB 8MB 95W Yes Yes Yes Yes Yes
FX 41xx 4 3.8GHz 2.0GHz No 2MB 8MB 125W  Yes Yes Yes Yes Yes

AMD introduced an improved version of its Bulldozer architecture, Piledriver, in October 2012.

Compared to Bulldozer, Piledriver includes these improvements:


http://commons.wikimedia.org/wiki/File:AMD_Bulldozer_block_diagram_(8_core_CPU).PNG
http://commons.wikimedia.org/wiki/File:AMD_Bulldozer_block_diagram_(8_core_CPU).PNG

AMD Fusion/HSA APUs

B More accurate branch predictor

B Support for the latest integer instructions FMA4 and F16C

B Improved L1 and L2 cache designs

B Faster clock speeds
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Table 3.24 lists the FX processors using Piledriver microarchitecture. These processors use the Vishera
core and plug into Socket AM3+.

Table 3.24 AMD FX Processors Using Piledriver Microarchitecture

CPU Bus Turbo L2 L3 Max. 64- Cool’'n’
Processor Cores Speed Speed Core Cache Cache Power Bit NX Quiet VT Unlocked
FX95xx 8 4.7-5.0GHz  5.2GHz Yes 8MB 8MB 220W  Yes Yes Yes Yes Yes
FX93xx* 8 4.4-47GHz  5.2GHz Yes 8MB 8MB 220W  Yes Yes Yes Yes Yes
FX 83xx 8 3.5-4.0GHz 4.4GHz Yes 4MB  8MB 125W  Yes Yes Yes Yes Yes
FX 63xx 6 3.5GHz 4.0GHz Yes 3MB 8MB 95W Yes Yes Yes Yes Yes
FX 43xx 4 3.8GHz 4.0GHz Yes 2MB 8MB 95W Yes Yes Yes Yes Yes

*Liquid cooling standard on these models

AMD has introduced two additional processor architectures, Steamroller (2014) and Excavator (2015).
However, these processor architectures are currently available only in AMD’s APUs. See the following
section for details.

AMD Fusion/HSA APUs

Fusion, introduced in 2011, was the original name for a variety of AMD mobile, desktop, and server
processors with in-core graphics, which are now classified under the Heterogeneous Systems Architec-
ture (HSA) designation. AMD refers to these processors as accelerated processing units (APUs).

Note

AMD dropped the Fusion name after it was discovered that a Swiss firm, Arctic (originally Arctic Cooling), had been using
Fusion for its power supply products since 2006, hence the change fo the HSA designation.

AMD has released several lines of APUs, including the C-series (primarily for notebooks) and the
E-series (used in notebooks and a few very low-cost desktops). However, the primary product line for
desktops is the A-series, which has used four core designs, none of which have L3 cache.

The initial A-series designs use the Llano core, based on Bulldozer, while the second series uses the
Trinity core, based on Piledriver. The third series, Richland, is an improved Trinity with faster Radeon
graphics and better GPU/CPU power management. The fourth series uses the Kaveri core, based on
Steamroller.

Steamroller uses a completely new internal design known as compute cores. AMD defines a compute
core thus: “Any core capable of running at least one process in its own context and virtual memory
space, independently from other cores.” Compute cores can be GPU or CPU cores, but both share the
same memory, rather than using separate sections of memory as in previous APUs. This type of mem-
ory access is known as heterogeneous uniform memory access or “hUMA.”
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Before the development of hUMA, CPU cores managed their own workload as well as that of GPU
cores. By using heterogeneous queuing, or “hQ,” both CPU and GPU cores can both assign and per-
form tasks, depending upon which type of core is most suitable for a particular task.

Figure 3.44 illustrates the difference between standard and compute core processor and GPU

operations.

FIGURE 3.44 Standard APU (top) uses separate areas of memory for CPU and GPU operations, while an

APU using conventional design
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APU using hUMA (bottom) enables CPU and GPU compute units to access all memory.

Table 3.25 AMD A-Series Processors

Processor Cores CPU Speed  Turbo Core L2 Cache GPU
A10-7850K* 4 3.7GHz Yes 4MB R7
A10 PRO- 4 3.7GHz Yes 4MB R7
7850B**

A10 PRO- 4 3.5GHz Yes 4MB R7
7850**

A10 PRO- 4 3.5GHz Yes 4MB R7
7800**

A10-7800 3.5GHz Yes 4MB R7
A10-7700K* 3.4GHz Yes 4MB R7
A8 PRO- 3.1GHZ Yes 4MB R7
7600B

A8-7600 4 3.1GHZ Yes 4MB R7
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The forthcoming Excavator architecture (products scheduled for release in mid-2015) is an improved
version of Steamroller, featuring about 50% more transistors in the same physical die size, improved
power management, and more advanced GPUs.

To learn more about Compute Cores, see www.amd.com/en-us/innovations/software-technologies/
processors-for-business/compute-cores.

The Llano core uses Socket FM1 and includes models with two, three, or four cores and up to 4MB of
L2 cache. The Trinity and Richland cores use Socket FM2 with from two to four cores and up to 4MB
of L2 cache. The Kaveri core uses Socket FM2+ (backward compatible with Socket FM2) and uses a new
28nm bulk silicon manufacturing process and faster performance.

Table 3.25 compares these processors.

To learn more about AMD APUs (Accelerated Processing Units), see the AMD APUs website at www.
amd.com/us/products/desktop/apu/Pages/apu.aspx.Processor Upgrades

Processor Upgrades

Since the 486, processor upgrades have been relatively easy for most systems. With the 486 and later
processors, Intel designed in the capability to upgrade by developing standard sockets that would
take a variety of processors. This trend has continued to the present, with most motherboards being
designed to handle a range of processors in the same family.

To maximize your motherboard, you can almost always upgrade to the fastest processor your particu-
lar board will support. Because of the varieties of processor sockets and slots—not to mention voltages,
speeds, and other potential areas of incompatibility—you should consult with your motherboard man-
ufacturer to see whether a higher-speed processor will work in your board. Usually, that can be deter-
mined by the type of socket or slot on the motherboard, but other things such as the voltage regulator
and BIOS can be deciding factors as well.

For example, if your motherboard supports Socket AM3, you might be able to upgrade from a dual-
core Athlon X2 to a quad-core processor in the Phenom II family because they all can use the same
socket. If your motherboard supports Socket LGA1155, you might be able to upgrade from a Sandy
Bridge i3 to an Ivy Bridge i7 because both use the same socket.

Max.

Power 64-Bit NX Cool’'n’Quiet vT Unlocked Core Socket
95W Yes Yes Yes Yes Yes Kaveri FM2+
95W Yes Yes Yes Yes No Kaveri FM2+
65W Yes Yes Yes Yes No Kaveri FM2+
65W Yes Yes Yes Yes No Kaveri FM2+
65W Yes Yes Yes Yes No Kaveri FM2+
95W Yes Yes Yes Yes Yes Kaveri FM2+
65W Yes Yes Yes Yes No Kaveri FM2+

65W Yes Yes Yes Yes No Kaveri FM2+


http://www.amd.com/en-us/innovations/software-technologies/processors-for-business/compute-cores
http://www.amd.com/en-us/innovations/software-technologies/processors-for-business/compute-cores
http://www.amd.com/us/products/desktop/apu/Pages/apu.aspx.Processor
http://www.amd.com/us/products/desktop/apu/Pages/apu.aspx.Processor
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Table 3.25 Continued

Processor Cores CPU Speed  Turbo Core L2 Cache GPU
Ab6-7400K* 2 3.5GHz Yes 1MB RS

A4 PRO- 2 3.4GHz Yes 1MB RS
7350B**

Aé PRO- 2 4GHz Yes 1MB HD8470D
6420B**

A4 PRO- 2 3.8GHz Yes 1MB HD8470D
7300B**

A4 -7300 2 3.8GHz Yes 1MB HD8470D
A4-6320B** 2 3.8GHz Yes 1MB HD8470D
A10-5800K* 4 3.8GHz Yes 4MB HD7600D
A10-5700 4 3.4GHz Yes 4MB HD7600D
A8-5600K* 4 3.6GHz Yes 4MB HD7560D
A8-5500 4 3.2GHz Yes 4MB HD7560D
A8-3870K* 4 3.0GHz No 4MB HD6550D
A8-3850 4 2.9GHz No 4MB HD6550D
A8-3800 4 2.4GHz Yes 4MB HD6550D
A6-5400K* 2 3.6GHz Yes 1MB HD7540D
Ab6-3670K* 4 2.7GHz No 4MB HD6530D
A6-3650 4 2.6GHz No 4MB HD6530D
A6-3600 4 2.1GHz Yes 4MB HD6530D
A6-3500 4 2.1GHz Yes 3MB HD6530D
A4-5300 3 3.4GHz Yes 1MB HD7480D
A4-3400 2 2.7GHz No 1MB HD6410D
A4-3300 2 2.5GHz No 1MB HDé410D

*Model numbers ending in K have unlocked multipliers.

Before purchasing a new CPU, you should verify that the motherboard has proper bus speed, voltage
settings, and ROM BIOS support for the new chip. Visit the motherboard or system manufacturer’s
website to obtain the most up-to-date processor compatibility information and to download BIOS
updates that might be necessary.
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g:fv)v(;r 64-Bit NX Cool’n’Quiet vT Unlocked Core Socket
65W Yes Yes Yes Yes Yes Kaveri FM2+
65W Yes Yes Yes Yes No Kaveri FM2+
65W Yes Yes Yes Yes No Richland FM2
65W Yes Yes Yes Yes No Richland FM2, FM2+
65W Yes Yes Yes Yes No Richland FM2
65W Yes Yes Yes Yes No Richland FM2
100W Yes Yes Yes Yes Yes Trinity FM2
65W Yes Yes Yes Yes No Trinity FM2
100W Yes Yes Yes Yes Yes Trinity FM2
65W Yes Yes Yes Yes No Trinity FM2
100W Yes Yes Yes Yes Yes Llano FM1
100W Yes Yes Yes Yes No Llano FM1
65W Yes Yes Yes Yes No Llano FM1
65W Yes Yes Yes Yes Yes Trinity FM1
100W Yes Yes Yes Yes Yes Llano FM1
100W Yes Yes Yes Yes No Llano FM1
65W Yes Yes Yes Yes No Llano FM1
65W Yes Yes Yes Yes No Llano FM1
65W Yes Yes Yes Yes No Trinity FM1
65W Yes Yes Yes Yes No Llano FM1
65W Yes Yes Yes Yes No Llano FM1

** PRO and B processors include enhanced manageability and security features. See http://www.amd.com/en-us/
solutions/pro for more information.

Tip

If you are frying to upgrade the processor in a preassembled or refail store-bought system, you might have few processor
upgrade options using the BIOS provided by the system vendor. If you can figure out who made the motherboard (and

it it is not a propriefary unit), you might be able fo confact the motherboard manufacturer for a more updated BIOS that
supports more processors. You can also use the BIOSAgentPlus website (hitp://biosagentplus.com) to scan your computer,
determine if a BIOS update is available, and download it.



http://www.amd.com/en-us/solutions/pro
http://www.amd.com/en-us/solutions/pro
http://biosagentplus.com
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Upgrading the processor can, in some cases, double the performance of a system. However, if you
already have the fastest processor that will fit a particular socket, you need to consider other alterna-
tives. In that case, you really should look into a complete motherboard change, which would let you
upgrade to one of the latest processors at the same time. If your chassis design is not proprietary and
your system uses an industry-standard ATX motherboard design, I normally recommend changing the
motherboard and processor together rather than trying to find an upgrade processor that will work
with your existing board. Keep in mind that new memory might also be necessary.

Overclocking

Another form of processor upgrade is to set the processor speed to run faster than the rating on the
chip; this is called overclocking. In many cases, you can get away with a certain amount of overclock-
ing, because Intel, AMD, and others often build safety margins into their ratings. So, a chip rated for,
say, 3GHz might in fact run at 3.5GHz or more but instead be down-rated to allow for a greater mar-
gin of reliability. By overclocking, you are using this margin and running the chip closer to its true
maximum speed. I don’t normally recommend overclocking for a novice, but if you are comfortable
playing with your system settings, and you can afford and are capable of dealing with potential con-
sequences, overclocking might enable you to get another 10%-20% or more performance from your
system.

Overclocking is usually applied to the processor, but it can also be applied to other components in the
system, including memory, video cards, bus speeds, and more.

When chips run faster, they run hotter, so cooling upgrades and modifications usually go hand-in-
hand with overclocking. Systems that run cool tend to be more stable and more reliable, so even if
you don’t overclock your system, ensuring that it runs cool is essential for trouble-free operation.
Many systems are not properly designed or configured for optimal cooling even at their standard
speeds, much less when overclocked.

Overclocking PCs dates all the way back to the original 4.77MHz IBM PC and 6MHz AT systems of the
early 1980s. In fact, IBM made overclocking the AT easy because the quartz crystal that controlled the
speed of the processor was socketed. You could obtain a faster replacement crystal for about a dollar
and easily plug it in. The first several editions of this book covered how to perform this modification
in detail, resulting in a system that was up to 1.5 times faster than it started out. Modern systems
allow overclocking without replacing any parts by virtue of programmable timer chips and simple and
easy-to-change BIOS Setup options. Some processors, such as Intel Extreme Edition and AMD Black
Edition processors, are especially suited to overclocking because they feature unlocked core multipliers.
However, some overclocking is possible with almost any processor.

Quartz Crystals

To understand overclocking, you need to know how computer system speeds are controlled. The main
component controlling speed in a computer is a quartz crystal. Quartz is silicon dioxide (SiO,) in crys-
talline form. Oxygen and silicon are the most common elements on earth (sand and rock are mostly
silicon dioxide), and computer chips are made mainly from silicon. Quartz is a hard, transparent mate-
rial with a density of 2649 kg/m? (1.531 oz/in3) and a melting point of 1750°C (3,182°F). Quartz is
brittle but with a little bit of elasticity, which is perhaps its most useful attribute.

In crystalline form, quartz can generate regular and consistent signal pulses to regulate electronic
circuits, similar to the way a metronome can regulate music. Quartz crystals are used because they
are piezoelectric, which is defined as having a property that generates voltage when subjected to
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mechanical stress. The opposite is also true—that is, quartz generates mechanical stress or movement
when subjected to a voltage. Piezoelectricity was discovered by Pierre and Jacques Curie in 1880, and
it is the essential feature of quartz that makes it useful in electronic circuits.

Piezoelectricity works two ways, meaning that if a voltage is generated when you bend a crystal or
apply voltage to a crystal, it bends (contracts, expands, or twists) in a similar fashion. Although the
crystal is mostly brittle in nature, it is still somewhat elastic, such that any deformation tends to snap
back and then occur again, resonating or vibrating at a natural frequency as long as the voltage is
present. Much like a tuning fork or the pipes in an organ, the natural resonant frequency depends on
the size and shape of the crystal. In general, the smaller and thinner it is, the faster it vibrates.

The actual movement is exceedingly small, on the order of 68 nanometers (billionths of a meter) per
centimeter, which in a normal crystal is only a few atoms in length. Although the movement is small,
it is also quite rapid, which means tremendous forces can be generated. For example, the surface accel-
eration of a SOMHz crystal can exceed five million times the force of gravity.

Crystal resonators are made from slabs of quartz sawed from raw quartz crystal stock. The raw stock
slabs are cut into squares, rounded, and ground into flat discs called blanks. The thinner the disc,

the higher the resonant frequency; however, there are limits as to how thin the discs can be made
before they break. The upper limit for fundamental mode resonators is approximately SOMHz. At that
frequency, the discs are paper thin and are generally too fragile to withstand further grinding. Still,
higher-frequency crystals can be achieved by using harmonics of the fundamental frequency, result-
ing in crystals of up to 200MHz or more. Even higher frequencies can be achieved by using frequency
synthesizer circuits, which use a base crystal-generated frequency fed to a circuit that then generates
multiples of frequency that can extend well into the gigahertz or terahertz range. In fact, crystal-based
frequency synthesizer circuits generate the high operating speeds of modern PCs.

The crystal packages, as well as the shape of the actual quartz crystals inside the packages, can vary.
The packages are usually a metal can that is either cylindrical or oblong in shape, but they can also
have other shapes or be constructed of plastic or other materials (see Figure 3.45).

FIGURE 3.45 Crystal packages of varying shapes.

The sliver of quartz inside the package is normally disc shaped, but it is shaped like a tuning fork in
some examples. Figure 3.46 shows a cylindrical crystal package with the cover removed, exposing the
tuning fork-shaped sliver of quartz inside.

Most crystals use a disc-shaped sliver of quartz as a resonator. The disc is contained in a hermetically
sealed evacuated enclosure. Figure 3.47 shows the interior view of a typical crystal with a disc-shaped
resonator inside. The quartz disc inside has electrodes on each side, allowing voltage to be applied to
the disc. The details are shown in Figure 3.48.
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FIGURE 3.46 Crystal interior showing the quartz tuning fork.
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FIGURE 3.47 Figure showing the disc-shaped resonator.
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FIGURE 3.48 Disc-shaped quartz resonator details.
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Walter G. Cady was the first to use a quartz crystal to control an electronic oscillator circuit in 1921.
He published his results in 1922, which led to the development of the first crystal-controlled clock

by Warren A. Marrison in 1927. Today, all modern computers have multiple internal oscillators and
clocks, some for controlling bus and processor speeds and at least one for a standard time-of-day clock.

Modern PC Clocks

A typical PC has at least two crystals on the motherboard; the main crystal controls the speed of the

motherboard and motherboard circuitry, and the other controls the real-time clock (RTC). The main

crystal is always 14.31818MHz (it might be abbreviated as 14.318 or just 14.3), and the RTC crystal is
always 32.768KHz.

Why 14.31818MHz?

The original 1981 vintage IBM PC ran at 4.77MHz, a speed derived by taking a 14.31818MHz crystal and using a
divider circuit to divide the frequency by 3 to get 4.77MHz. Many people were confused as to why IBM chose 1o run the

processor at 4.77MHz; dfter all, the 8088 processor they used was rated for 5SMHz, and all they would have had to do
fo run it at that speed was change the main crystal from 14.318MHz to 15MHz instead. Well, the truth is that if they did
that, they would have had to add more crysials 1o the design. You see, the same 14.318MHz crystal that was divided by
3 to run the processor was also divided by 4 to get 3.58MHz, which is the exact frequency needed for the NTSC color

video modulation signal to be compatible with color TV.

But that's not all: Another circuit divided the crystal frequency by 12 to gef 1.193182MHz, which was used by an 8253
programmable threechannel 16-bit inferval timer/counter chip. Each channel could be used to take an input clock signal
and produce an output signal by dividing by an arbitrary 16-bit number. Channel O was used to make the time-of-day
clock ficks. It was programmed by the BIOS to call INT O8h every 65,536 ficks, which was about 18.2 times per second
(or about every 55 milliseconds). The software routines linked to INT O8h caused the time-ofday clock to be updated and
could chain fo any other activities that needed to be done periodically. Channel 1 was used fo tell the DMA o refresh

the dynamic RAM every 72 cycles (about 15 microseconds), and channel 2 was used to make an audio signal for the
speaker (beeps)—different tones could be made by changing the divisor.

So by carefully choosing a 14.318MHz crystal instead of 15MHz or some other speed, the IBM engineers were able
fo design a motherboard in which a single crystal could run the processor, video card, time-of-day clock, memory refresh,
and even beep tones. The single-crystal design allowed the motherboard o be manufactured with fewer parts and ot a

lower cost.

As a testament fo their foresight, all modern PCs are still controlled by a 14.318MHz crystall This crysfal, in conjunction
with a frequency fiming generator chip, derives virtually all the frequencies used on a modern motherboard by the CPU,
buses, memory, and more.

PCs don’t run at 14.318MHz, so how can a crystal of that speed be used? And what happens when you
install a different processor? How does the system adjust the bus and other speeds to accommodate
the new chip? The answer is that a special chip called a frequency timing generator (FTG) or frequency
synthesizer is used in conjunction with the crystal to derive the actual speeds of the system. Figure 3.49
shows a portion of a motherboard with an FTG chip and a 14.318MHz crystal below it.

The RTC in the original PC was notoriously inaccurate, so starting with the IBM AT in 1984, IBM
added a separate 32.768KHz crystal to count time independent from the speed of the system. This
crystal is used on all modern motherboards as well. Figure 3.50 shows a 32.768KHz crystal next to a
chipset southbridge or I/O controller hub, which contains the RTC circuitry and CMOS RAM.
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LA

FIGURE 3.49 An ICS 9250 frequency timing generator chip with a 14.318MHz crystal.

FIGURE 3.50 Chipset southbridge (I/O controller hub) incorporating an RTC, along with the 32.768KHz
clock crystal.

Most frequency synthesizer chips used on PC motherboards are made by a handful of companies,
including Integrated Device Technology (www.idt.com; formerly Integrated Circuit Systems) and
Cypress Semiconductor (www.cypress.com; formerly International Microcircuits Inc. [IMI]). These


http://www.idt.com
http://www.cypress.com
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chips use phased locked loop (PLL) circuitry to generate synchronized processor, PCI, AGP, and other
bus timing signals that are derived from a single 14.318MHz crystal. The crystal and frequency synthe-
sizer chip are usually situated near the processor and main chipset component of the motherboard.

The amazing thing about these chips is that most of them are programmable and adjustable, so they
can change their frequency outputs via software, which results in the system running at different
speeds. Because all CPUs are based on the speed of the CPU bus, when you change the CPU bus speed
generated by the frequency synthesizer chip, you can change the speed of your processor. Because the
PCI, AGP, and memory buses are often synchronized with the speed of the processor bus, when you
change the processor bus speed by a given percentage, you also change the speed of those other buses
by the same percentage. The software to accomplish this is built into the BIOS Setup menus of most
modern motherboards.

Overclocking Tips

Most modern motherboards automatically read the CPU and memory components to determine

their proper speed, timing, and voltage settings. Originally, these settings were controlled by jumpers
and switches, but in most modern boards you can enter the BIOS Setup to change these settings to
manual and then use the menu options in the BIOS Setup to alter the speed of the system. Because
such alterations can make the system unstable, most systems are designed to boot into the BIOS Setup
at a default low speed so you are not locked out from making changes in the future. This makes over-
clocking as simple as changing a few menu options and then rebooting to test the selections you've
made. On some systems, you can save the current BIOS settings under a unique name, so you can eas-
ily switch between standard and overclocked settings by rebooting, entering the BIOS Setup program,
selecting the BIOS setting file to use, and restarting your computer.

The concept for overclocking is simple: You change the settings to increase the speed of the processor,
memory, buses, and so on, until the system becomes unstable. Then you can go back in and reduce
the settings until the system is stable again. In this manner, you find the maximum sustainable speed
for a system. Because each processor is different, even ones with the same ratings can end up allowing
different maximum stable speeds.

Why can some chips be clocked faster than others? The reason is in how they are manufactured and
marked. As an example, the first Pentium 4 chips based on the Prescott core used die that were 112
square mm on 300mm wafers, resulting in a maximum of 529 full die per wafer. Due to defects, many
of those die wouldn’t work, but let’s say that 423 (about an 80% yield) were good. Intel initially sold
the Prescott core processors at speeds from 2.4GHz through 3.4GHz, which meant that all the die

on each wafer were designed to potentially run at the highest rated speed. However, out of the good
(working) die, testing would show that although some of those would indeed run at the highest
3.4GHz rated speed, others would work reliably only at lower speeds. The finished chips would have
been sorted into bins according to their speed test results.

Early in manufacturing a given processor design, the sorted bins of chips at the end of the line would
contain more that passed only the lower speed tests, and fewer that ran at the highest speeds. This

is why the fastest chips are the most expensive—generally fewer of the chips produced on a given
day will pass the testing at that speed. Eventually, however, as the manufacturing processes and chip
design are tweaked, more and more of the finished chips end up passing the higher-speed tests. But
because lower-speed chips are priced less and sell more, the manufacturer might have to dip into the
faster bins and mark those chips at the lower speeds to fill the larger number of orders.

Essentially what I'm saying is that chipmakers such as Intel and AMD make all the chips on a wafer
identically and try to make them so they will all run at the highest speeds. If you purchase one of the
lesser-rated chips, you really have the same chip (die) as the higher-rated versions; the difference is the
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higher-rated ones are guaranteed to run at the higher speeds, whereas the lower-rated ones are not.
That is where overclockers come in.

Tip

The current speed of a processor might not be its actual rated speed, either because of overclocking or because some
recent systems reduce processor speed when the system is not heavily tasked. Both Infel and AMD have developed soft-

ware fools that can properly identify the rated speed of a processor.

For newer Intel processors, use the Intel Processor Identification Utility; for older chips, use the Intel Processor Frequency 1D
Utility. Both of these are available from wwuw.intel.com/support/processors/sb/CS-015477 him.

One drawback of the Intel program is that it works only on Intel chips. Another excellent utility that works on both Infel and
AMD processors is the CPU-Z program available from www.cpuid.com. | routinely install this program on any systems |
build or service because it provides universal processor (and chipset] identification. See example readouts earlier in this

chapter.

Users who overclock their systems purchase chips rated at lower speeds and essentially do their own
testing to see whether they will run at higher speeds. They can also start with the highest-rated chips
and see whether they can run them even faster, but success there is much more limited. The most
successful overclocking is almost always with the lowest-rated speed of a given design, and those
chips are also sold for the lowest price. In other words, statistically you might be able to find many
of the lowest-speed grade chips that are capable of running at the highest-speed grade (because they
are essentially identical during manufacture); however, if you start with the highest-speed grade, you
might be able to increase the speed only a small percentage.

Just remember that a difference exists between the rated speed of a chip and the actual maximum
speed at which it runs. Manufacturers such as Intel and AMD have to be conservative when they rate
chips, so a chip of a given rating is almost always capable of running at least some margin of speed
faster than the rating—the question is, how much faster? Unfortunately, the only way to know that is
by trying it out—that is, by testing chips individually.

Unlocking Cores

A variation of overclocking is the unlocking of disabled cores on AMD Phenom II and Athlon II pro-
cessors for better performance in single-threaded and multithreaded applications and when multitask-
ing. As Table 3.23 indicates, many of AMD’s X3 and X2 K10-based processors are based on X4 designs
that have one or two cores disabled.

If you unlock these cores using a method such as enabling the Advanced Clock Calibration (ACC)
feature in the system BIOS (see www.tomshardware.com/reviews/unlock-phenom-ii,2273-5.html for
details), one of the following results can take place:

B The unlocked core might function perfectly. This is the result if a core were disabled strictly to
enable the chip to be sold as an X3 rather than an X4.

B Your system boots and runs normally, but the “unlocked” core can’t be detected or used. A core
disabled because of moderate problems would result in this problem.

B Your system might not boot or might not be able to run Windows until you reset the ACC set-
ting in your system BIOS to its default mode. More serious core stability problems would cause
this result.

B You could destroy your processor or motherboard. This would be the result if the core were dis-
abled because it contained a short.


http://www.intel.com/support/processors/sb/CS-015477.htm
http://www.cpuid.com
http://www.tomshardware.com/reviews/unlock-phenom-ii,2273-5.html
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To be able to try unlocking disabled cores, you need a motherboard that has an adjustable ACC set-
ting in the system BIOS (many motherboards using the AMD750 southbridge [SB] feature this option)
and a motherboard BIOS that does not include AMD-provided microcode to prevent unlocking via the
ACC adjustment routine.

Although the AMDS850 southbridge used on the latest motherboards does not include an ACC option,
motherboard vendors such as ASUS and Gigabyte have added an ACC chip to their motherboards and
added core unlocking capabilities to their BIOS Setups. MSI also offers unlocking but is using a purely
BIOS-based unlock routine for its motherboards with the SB850 processor.

If you do unlock an additional core or two, you might enjoy faster performance and better multi-
threaded and multitasking operating for free, or you might find your system to be unstable or unable
to start. Before you assume that a system that runs with an unlocked core is truly stable, use some of
the tests I recommend in Chapter 19, “PC Diagnostics, Testing, and Maintenance.”

Note

The lafest four-core and six-core FX processors from AMD cannot have their additional cores unlocked because the leads

have been cut during production.

Bus Speeds and Multipliers
Modern processors run at a multiple of the motherboard speed, and the selected multiple is usually
locked within the processor; therefore, all you can do to change speeds is change the processor bus
speed settings. Just as a reminder, the processor bus is also called the CPU bus, FSB, or processor side bus
(PSB), all of which are interchangeable terms.

For example, I built a system that uses an Intel Pentium 4 3.2E processor, which typically runs at
3,200MHz on an 800MHz CPU bus. Thus, the processor is locked to run at four times the speed of
the CPU bus. I was able to increase the CPU bus speed from 800MHz to 832MHz, which meant the
processor speed increased from 3,200MHz to 3,328MHz, which is 128MHz faster than the rating. This
took all of about 60 seconds to reboot, enter the BIOS Setup, make the changes in the menu, save,
and reboot again. This was only a 4% increase in overall speed, but it didn’t cost a penny, and testing
proved that the system was just as stable as it was before.

Many motherboards allow changes in speed of up to 50% or more, but a processor rarely sustains
speeds that far above its rating without locking up or crashing. Also note that, by increasing the speed
of the processor bus, you may be increasing the speed of the memory bus, PCI bus, or PCI Express

(or AGP) bus by the same percentage. Therefore, if your memory is unstable at the higher speed, the
system will still crash, even though the processor might have been capable of sustaining it. The lowest
common denominator prevails, which means your system will run faster only if all the components
are up to the challenge.

Overclocking Pitfalls

If you are intent on overclocking, there are several issues to consider. One is that most processors sold
since 1998 are multiplier-locked before they are shipped out. Processors that are locked ignore any
changes to the multiplier setting on the motherboard. Although originally done to prevent re-markers
from fraudulently relabeling processors (creating “counterfeit” chips), multiplier locking has impacted
the computing performance enthusiast, leaving tweaking the motherboard bus speed as the only easy
way (or in some cases, the only way possible) to achieve a clock speed higher than standard.
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Tip

Intel's K-series Core i/ and i5 processors have unlocked clock multipliers, as do AMD's Black Edition FX, Phenom Il Phe-
nom, and Athlon X2 processors, as well as AMD’s Aseries K<class processors. Choose these processors along with a moth-
erboard that offers adjustable clock settings in its BIOS for easy overclocking.

You can run into problems increasing motherboard bus speed as well. Most older Intel motherboards,
for example, simply don’t support clock speeds other than the standard settings. Some newer enthusi-
ast-oriented Intel boards have “burn-in” or “override” features that enable you to increase the default
processor bus speed (and the speed of the processor core), voltages, and multiplier (for unlocked
CPUs). Most other brands of motherboards also let you change the bus speeds. Note that small incre-
mental changes in clock multiplier speeds, rather than large jumps, are the best way to coax a bit
more performance out of a particular processor. This is because you can generally overlock a given
chip by a certain percentage. The smaller the steps you take when increasing speed, the more likely
that you’ll be able to come close to the actual maximum speed of the chip without going over that
amount and causing system instability.

For example, say you have a Socket 775 motherboard running a 2.4GHz Core 2 Quad processor at a
CPU FSB speed of 1,066MHz. The motherboard permits 1MHz adjustments of the CPU bus clock speed
(which is multiplied by 4 to obtain the FSB) to enable you to fine-tune your processor speed. The base
clock frequency is 266MHz and is multiplied by 4 to obtain the motherboard bus (FSB) speed, which is
then further increased by the CPU multiplier:

800MHz x 3.5 = 2,800MHz, or 2.8GHz

By adjusting the CPU clock frequency, you can change the FSB and CPU core clock speeds as shown in
Table 3.26.

Table 3.26 Core Clock, FSB, and CPU Speed Relationships

Base Clock Bus Multiplier  Resulting FSB CPU Core Resulting
Frequency (Fixed) Speed Muiltiplier (Locked) Processor Speed
266MHz 4X 1,066MHz 9X 2.400GHz
268MHz 4X 1,072MHz 9X 2.412GHz
270MHz 4X 1,080MHz 9X 2.430GHz
272MHz 4X 1,088MHz 9X 2.448GHz
27 4MHz 4X 1,096MHz 9X 2.466GHz
276MHz 4X 1,104MHz 9X 2.484GHz
278MHz 4X 1,112MHz 9X 2.502GHz
280MHz 4X 1,120MHz 9X 2.520GHz
282MHz 4X 1,128MHz 9X 2.538GHz
284MHz 4X 1,136MHz 9X 2.556GHz
286MHz 4X 1,144MHz 9X 2.574GHz
288MHz 4X 1,152MHz 9X 2.592GHz

290MHz 4X 1,160MHz 9X 2.610GHz
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Base Clock Bus Multiplier  Resulting FSB CPU Core Resulting
Frequency (Fixed) Speed Muiltiplier (Locked) Processor Speed
292MHz 4X 1,168MHz 9X 2.628GHz
294MHz 4X 1,176MHz 9X 2.646GHz
296MHz 4X 1,184MHz 9X 2.664GHz
298MHz 4X 1,192MHz 9X 2.682GHz
300MHz 4X 1,200MHz 9X 2.700GHz

As you can see in this example, by increasing the base clock from 266MHz to 300MHz, you increase
the FSB from 1,066MHz to 1,200MHz and the CPU core speed from 2.4GHz to 2.7GHz, nearly a 13%
increase. Typically, increases on the order of 10%-20% are successful. You might be able to achieve
more if your system offers excellent cooling and you can also adjust CPU multiplier, voltage, and
other settings.

Both Intel and AMD offer software that can be used to overclock your system, control fan speeds, and
adjust voltages:

B Download Intel Extreme Tuning Utility (XTU) from www.intel.com/content/www/us/en/mother-
boards/desktop-motherboards/desktop-boards-software-extreme-tuning-utility.html.

B Download AMD OverDrive from www.amd.com/en-us/markets/game/downloads/overdrive.

Overclocking Sandy Bridge and Ivy Bridge Processors
The Sandy Bridge and Ivy Bridge Core i-series processors from Intel have made drastic changes in how
overclocking works. The clock generator is incorporated into the 6-series chipsets that support Sandy
Bridge processors and in the 7-series chipsets for Ivy Bridge processors, so that you can no longer inde-
pendently adjust the speeds of buses such as PCI Express or DMI. The BCLK frequency is also locked at
100MHz (it was 133MHz with adjustments up or down in the Nehalem Core i-series processors).

If you want to have maximum overclock potential for a Core i-series Sandy Bridge or Ivy Bridge pro-
cessor, look for model numbers ending in K (for example, Core i7-2600K or Core i7-3770K) and choose
a motherboard with a chipset designed for overclocking, such as the P67 or Z68 (Sandy Bridge) or the
777 or Z75 (Ivy Bridge). With an Ivy Bridge processor, consider getting a high-performance third-party
heatsink because the 22nm Tri-Gate manufacturing process reduces the space between transistors and
Intel’s stock heatsinks for Ivy Bridge processors use a less-effective thermal interface material than with
Sandy Bridge.

Core i7 and i5 Sandy Bridge and Ivy Bridge processors without the K suffix allow limited overclocking
(“limited unlocking”) up to four speed ranges (bins) above the normal turbo frequency (maximum
clock speed). For example, a processor with a turbo frequency of 3.7GHz could be overclocked to
4.1GHz with one core running, 4.0GHz with two cores running, and so on. Again, you need an over-
clock-friendly chipset to make this happen.

Core i3 Sandy Bridge and Ivy Bridge chips don’t include Turbo Boost and thus don’t support over-
clocking. Consequently, if you want to overclock Sandy Bridge or Ivy Bridge processors, your choice of
processor and chipset is more important than ever before.


http://www.intel.com/content/www/us/en/motherboards/desktop-motherboards/desktop-boards-software-extreme-tuning-utility.html
http://www.intel.com/content/www/us/en/motherboards/desktop-motherboards/desktop-boards-software-extreme-tuning-utility.html
http://www.amd.com/en-us/markets/game/downloads/overdrive
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Overclocking Haswell Processors

Haswell processors with model numbers ending in K have unlocked clock multipliers, just as with
Ivy Bridge and Sandy Bridge. However, Haswell has several advantages over its predecessors for
overclocking:

B The voltage regulation module (VRM) is now built in to the processor.

More adjustments to core frequency.

Improved BCLK overclocking that fully supports recovery from S3 sleep mode.
Control over the ring bus frequency.

Support for much faster DDR3 DRAM.

Unlocked integrated graphics clock frequency.

CPU Voltage Settings

Another trick overclockers use is playing with the voltage settings for the CPU. All modern CPU
sockets and slots other than those used by Intel’s Haswell processors have automatic voltage detec-
tion (Haswell processors have moved the voltage regulator to the processor itself). With this detec-
tion, the system determines and sets the correct voltage by reading certain pins on the processor.
Some motherboards do not allow manual changes to these settings. Other motherboards allow you
to tweak the voltage settings up or down by fractions of a volt. Some experimenters have found that
by either increasing or decreasing voltage slightly from the standard, a higher speed of overclock can
be achieved with the system remaining stable. Some motherboards allow adjusting the voltage set-
tings for the FSB, chipset, and memory components, allowing for even more control in overclocking
situations.

My recommendation is to be careful when playing with voltages because you can damage the pro-
cessor or other components in this manner. Even without changing voltage, overclocking with an
adjustable bus speed motherboard is easy and fairly rewarding. I do recommend you make sure you
are using a high-quality board, good memory, and especially a good system chassis with additional
cooling fans and a heavy-duty power supply. See Chapter 17, “Power Supplies,” for more information
on upgrading power supplies and chassis. Especially when you are overclocking, it is essential that the
system components and the CPU remain properly cooled. Going a little bit overboard on the proces-
sor heatsink and adding extra cooling fans to the case never hurts and in many cases helps a great
deal when hotrodding a system in this manner.

Processor Cooling

Heat can be a problem in any high-performance system. The higher-speed processors consume more
power and therefore generate more heat. The processor is usually the single most power-hungry chip
in a system, and in most situations, the fan inside your computer case is incapable of handling the
load without some help.

Heatsinks
At one time, a heatsink (a special attachment for a chip that draws heat away from the chip) was
needed only in systems in which processor heat was a problem. However, starting with the faster
Pentium processors in the early 1990s, heatsinks have been a necessity for every processor since.

A heatsink works like the radiator in your car, pulling heat away from the engine. In a similar fashion,
the heatsink conducts heat away from the processor so it can be vented out of the system. It does
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this by using a thermal conductor (usually metal) to carry heat away from the processor into fins that
expose a high amount of surface area to moving air. This enables the air to be heated, thus cooling the
heatsink and the processor. Just like the radiator in your car, the heatsink depends on airflow. With

no moving air, a heatsink is incapable of radiating the heat away. To keep the engine in your car from
overheating when the car is not moving, auto engineers incorporate a fan. Likewise, a fan is incor-
porated somewhere inside your PC to move air across the heatsink and vent it out of the system. In
some systems, the fan included in the power supply is enough when combined with a special heatsink
design; in most cases, though, an additional fan must be attached directly over the processor heatsink
to provide the necessary levels of cooling. Case fans are also typical in recent systems to assist in mov-
ing the hot air out of the system and replacing it with cooler air from the outside.

The heatsink is normally attached with clips or snap-in retainers. A variety of heatsinks and attach-
ment methods exist. According to data from Intel, heatsink clips are the number-two destroyer of
motherboards (screwdrivers are number one), which is one reason the company moved away from
metal clips to plastic fasteners for its latest designs. However, AMD continues to use metal clips for
attaching heatsinks. When installing or removing a heatsink that is clipped on, be sure you don’t
scrape the surface of the motherboard.

Heatsinks are rated for their cooling performances. Typically, the ratings are expressed as a resistance
to heat transfer in degrees centigrade per watt (°C/W), where lower is better. Note that the resistance
varies according to the airflow across the heatsink.

Active Heatsinks

To ensure a constant flow of air and more consistent performance, almost all heatsinks incorporate
fans so they don’t have to rely on the airflow within the system. Heatsinks with fans are referred to as
active heatsinks (see Figure 3.51). Active heatsinks have a power connection. Older ones often used a
spare disk drive power connector, but most recent heatsinks plug into dedicated heatsink power con-
nections common to most motherboards. The Socket 478 design uses two cams to engage the heatsink
clips and place the system under tension. The force generated is 75 lbs., which produces a notice-

able bow in the motherboard underneath the processor. This bow is normal, and the motherboard is
designed to accommodate it. The high degree of force is necessary to prevent the heavier heatsinks
from pulling up on the processor during movement or shipment of the system, and it ensures a good
bond for the thermal interface material (thermal grease).

Figure 3.52 shows the design used on most Socket AM3+, AM3, AM2+, AM2, FM1, FM2, FM2+, AM1,
940, 939, and 754 processors, featuring a cam and clip assembly on one side. Similar to the Socket 478
double-cam assembly, this design puts 75 lbs. of force between the heatsink and the processor. Bow-
ing of the motherboard is prevented in this design by the use of a special stiffening plate (also called

a backing plate) underneath the motherboard. The heatsink retention frame actually attaches to this
plate through the board. The stiffening plate and retention frame normally come with the mother-
board, but the heatsink with fan and the clip and cam assembly come with the processor.

Tip

One of the best reasons to use the motherboard-based power connectors for the fan is that most system BIOS Setup pro-
grams can display the fan performance and report it to a sysfem monitoring program. Because some processors—particu-
larly older Athlon processors—can be destroyed in a few moments by a malfunctioning processor heatsink fan, this feature
can help prevent a disaster inside your system.
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‘} <«—— Clip assembly

X <«— Fan/shroud

<«— Retention mechanism

Pentium 4 processor

mPGA478B
478-pin socket

FIGURE 3.51 Active heatsink suitable for a Pentium 4 processor using Socket 478.

Clip and Cam
Sub-Assembly

FIGURE 3.52 Active heatsink and cam retention mechanism used on Socket AM3+, AM3, AM2+, AM2,
AM1, FM2+, FM2, FM1, 940, 939, and 754 processors.
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If you need to purchase an active heatsink, be aware that some on the market are of poor quality. The
bad ones have fan motors that use sleeve bearings, which freeze up after a short life. I recommend
only fans with ball-bearing motors, which last about 10 times longer than the sleeve-bearing types. Of
course, they cost more—but only about twice as much, so you'll save money in the long run.

Newer fans include four-wire power connectors, which feature the standard power, ground, and tach
wires found in three-wire fans, but they also add a fourth wire for fan-speed control. These are known
as PWM (Pulse Width Modulation) fans because they use pulse width modulation signals from the
motherboard to control their speed more precisely and with more variations in speed. Standard three-
wire fans have internal thermal resistors (thermistors) that control fan speed, and these normally offer
only two-speed operation. With the PWM setup, the motherboard can monitor system and processor
temperatures and variably control the fan speed to maintain the desired temperatures.

Heatsinks designed for LGA775, LGA1156, LGA1366, LGA1155, LGA2011, LGA2011 v3, or LGA1150
sockets usually include plastic retainer clips that snap into holes in the motherboard. To install this
type of heatsink, you merely align the tops of the clips such that the arrows are rotated all the way to
the left (opposite the direction of the arrow) and then press the tops down until the bottom parts click
and lock into the holes in the motherboard. To remove the heatsink, you insert a flat blade screw-
driver into the slot under the arrows and then rotate the tops in the direction of the arrows. As you
rotate each clip, it will pop out of the motherboard. Figure 3.53 shows an active heatsink for Socket
LGA1155 processors, featuring these snap-in retainers.
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FIGURE 3.53 LGA1155 boxed processor heatsink showing snap-in retainers and a four-wire PWM fan.

Purchasing a Heatsink

With the variety of processor designs on the market today, you also need to match the thermal out-
put of the processor to the thermal-handling capability of the heatsink you plan to use. The heatsink
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performance required by a given processor depends on two main figures: the maximum allowable case
temperature as well as the maximum power output. Refer to the upcoming section, “Heatsink Ratings
and Calculations,” to see how you can calculate the maximum thermal resistance you need. You can
always install a heatsink with a lower thermal resistance, which will only improve the cooling, but
you should never install a heatsink that has a higher thermal resistance than your processor requires.

Processors sold as boxed or retail versions from Intel and AMD include high-quality active heatsinks
designed to work under the worst possible ambient conditions. One of the main reasons I recommend
purchasing boxed processors is that you are guaranteed to get a high-quality heatsink with the proces-
sor, one that is designed to cool the processor under the worst conditions and that should last the life
of the system.

If you purchase an OEM processor that comes without a heatsink, you can expect to pay anywhere
from $25 to $60 for a high-quality active fan heatsink, with some of the boutique models costing even
more. You'll invariably pay more for the most efficient, best-cooling active heatsinks, and those over-
clockers who swear by these devices usually also believe that the extra expense is worthwhile.

Note

Passive heatsinks are basically aluminum-finned radiators that are more difficult fo infegrate because they rely on airflow

from an external source, usually provided by a chassismounted fan that somefimes features a duct to direct airflow directly
through the fins on the heatsink. Passive heatsinks are seldom used on current processors, although they have been popular
in the past on name-brand systems. Passive heatsinks connected to heatpipes are currently popular for chipset cooling.

“Boutique” Heatsinks

A large market exists for high-end “boutique” heatsink products, many of which have shapes and
designs that would qualify them more as industrial art than an internal computer component. These
fancy heatsinks are popular with overclockers as well as those who like to modify their systems in
general.

Although I certainly appreciate a good-looking piece of hardware as much as anybody, as an engineer I
am more concerned about performance than appearance. Most of the boutique designs do in fact have
outstanding thermal performance, but the actual level of performance is rarely documented (making
comparisons difficult) and may come with other costs besides a high price. These drawbacks include
awkward sizes, excessive weight that could damage the processor or motherboard, and attachment
hardware that can be difficult to use.

Perhaps my main beef is the lack of technical documentation. The primary specification for the ther-
mal performance of a heatsink is the thermal resistance, specified in degrees Celsius per watt. The
lower this figure, the better the performance. Unfortunately, most of the boutique heatsinks on the
market don’t include this figure in their specifications. Without knowing the thermal resistance, you
have no easy way to compare the performance of one heatsink to another.

Heatsink Ratings and Calculations

When cooling a processor, the heatsink transfers heat from the processor to the air. This capability is
expressed in a figure known as thermal resistance, which is measured in degrees Celsius per watt (C/W).
The lower the figure, the lower the thermal resistance and the more heat the heatsink can remove
from the CPU.

To calculate the heatsink your processor requires, you can use the following formula:

R Toe =T

total = ‘¢ inlet

/P

power
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T, is the maximum allowable CPU case temperature, T, ., is the maximum allowable inlet tem-
perature to the CPU heatsink, and P, ., is the maximum power dissipation of the processor. For
example, the Intel Core i7-3960X Processor Extreme Edition is rated for a maximum case temperature
of 68°C and has a thermal design power of 130 watts. Intel recommends a maximum heatsink inlet
temperature of 43.4°C, which means the heatsink required to properly cool this chip needs to be
rated 0.18°C/W, or (68°C - 43.4°C) / 130W. Chips with lower TDP need less powerful cooling, which
explains why chips with higher TDPs use larger heatsinks, and why overclocking enthusiasts some-
times use liquid cooling with the fastest processors.

Another useful formula can describe processor power:

P =CxV2xF

power

Ppower is the maximum power output of the processor, C is the capacitance, V2 is the voltage squared,
and F is the frequency. From this you can see that if you double the frequency of a processor, it con-
sumes twice as much power, and if you double the voltage, it consumes four times as much power.
Consequently, if you lower the voltage by half, it consumes only one-fourth the power. These relation-
ships are important to consider if you are overclocking your processor because a small increase in volt-

age has a much more dramatic effect than a similar increase in speed.

In general, increasing the speed of a processor by 5% increases the power consumption by only the
same amount. Using the previous heatsink calculation, if the processor speed was increased by 5%, the
103W processor would now draw 108.15W and the required heatsink rating would go from 0.34°C/W
to 0.32°C/W, a proportional change. In most cases, unless you are overclocking to the extreme, the
existing heatsink should work. As a compromise, you can try setting the voltage on manual and drop-
ping it a small amount to compensate, thereby reducing the power consumption. Of course, when you
drop the voltage, the CPU might become unstable, so you need to test it. As you can see, changing all
these settings in the interest of overclocking can take a lot of time when you consider all the testing
required to ensure everything is working properly. You have to decide whether the rewards are worth
the time and energy spent on setting it up and verifying the functionality.

Note that most professional heatsink manufacturers publish their °C/W ratings, whereas many of what
I call the “boutique” heatsink vendors do not. In many cases the manufacturers of the more extreme
heatsinks don’t do the testing that the professional manufacturers do and are more interested in the
looks than the actual performance.

Installing a Heatsink

To accomplish the best possible transfer of heat from the processor to the heatsink, most heatsink
manufacturers specify some type of thermal interface material to be placed between the processor and
heatsink. This typically consists of a ceramic, alumina, or silver-based grease but can also be in the
form of a special pad or even a type of double-stick tape. Some are called phase-change material because
they change viscosity (become thinner) above certain temperatures, enabling them to better flow into
minute gaps between the chip and heatsink. In general, thermal greases offer higher performance than
phase-change materials, but because they always have a lower viscosity, they flow more easily, can be
messy to apply, and (if too much is used) can spill from the sides onto the socket and motherboard.
Figure 3.54 illustrates preapplied thermal material on typical AMD and Intel heatsinks packaged with
processors.

No matter what type you use, a thermal interface aid such as thermal grease or phase-change mate-
rial can improve heatsink performance dramatically compared to installing the heatsink dry. Thermal
interface materials are rated by thermal conductance (in which case higher is better) or thermal resis-
tance (in which case lower is better). Unfortunately, several industry-standard rating scales measure
performance, often making product comparisons difficult. Some measure the thermal conductivity;
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others measure the thermal resistance; and the scales used can vary greatly. The most commonly
reported specification is thermal resistance in degrees centigrade per watt (°C/W) for an interface layer
0.001-inch thick and 1 square inch in size. For a given material, the thinner the interface layer or the
larger the area, the lower the resistance. In addition, due to other variables such as surface roughness
and pressure, it is often impossible to directly compare different materials even if they appear to use
the same ratings scale.

Preapplied thermal material Preapplied thermal material
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FIGURE 3.54 Preapplied thermal material on an Intel heatsink for a Core i5-2500 processor (a) and an
AMD heatsink for an A10-5800K processor (b).

I've seen actual tests of multiple brands of thermal greases, and in most cases the differences in tem-

perature readings between different brands are insignificant. For that reason, I generally don’t get too
excited about different brands of thermal grease; most of the premium products on the market have

surprisingly similar performance with prices typically being under $10.

Liquid Cooling
One of the more extreme methods for cooling a PC is to use some form of liquid cooling. Liquids have
a much greater thermal carrying capacity than air, and as processors run hotter and hotter, it can be

advantageous or even necessary to use a form of liquid cooling to dissipate the extreme levels of heat
generated, especially in smaller or more confined spaces.

Several forms of liquid cooling are available, including the following:
B Heat pipes
B Water cooling

B Refrigeration



Processor Cooling Chapter 3 159

Each of these uses a liquid or vapor to absorb the heat of the processor or other components and take
that heat to a heat exchanger where it must eventually be dispersed to the air. So, all liquid cooling
involves air cooling as well; it just removes the exchange of heat to the air to a remote place. Also, the
heat exchanger (radiator) used can be much larger than what would fit directly on the processor or
other chips, which is another reason liquid cooling offers much greater cooling capacity.

Of all the types of liquid cooling available, heat pipes are the only type that is practical and cost-
effective in production-level PCs. Water cooling and especially refrigeration are limited to those who
are pursuing extreme overclocking and are willing to pay the high prices and put up with all the draw-
backs and disadvantages that come with these two options.

Note

Infel released its own liquid-cooling solution for processors in late 201 1: the RTS201 1LC. Manufactured by Asefek for

Intel, this cooling system costs less than $90. However, its performance is litlle better than air cooling, and its design (com-
patible with four sockets made for Core i-series processors) makes installation extremely difficult. AMD also teamed up with
Asetek in late 2011 1o launch a similar product for its FX processors. Currently, AMD bundles its FX@xxx-series processors
with the Seidon 120 liquid cooler made by CoolerMaster (www.coolermaster.com), or you can buy the processors without
a cooler and add your own.

Thermally Advantaged Chassis

PC power supplies have always contained a fan. For many years, that single fan in the power supply
bore the responsibility of cooling not only the supply, but also the entire system and even the proces-
sor. In fact, PCs prior to the 486 didn’t even use heatsinks on the processor because they generated
only a couple of watts of heat. Passive heatsinks first became a standard fixture on processors with
the 486DX2 in 1992, which used up to 5.7W of power. Active heatsinks first appeared on the retail
Pentium processors from Intel (called Overdrive processors) and became a standard fixture on boxed
or retail Pentium II and III and AMD Athlon models in 1997 and later. Most chassis up until that time
did not incorporate a cooling fan, except for what was in the power supply.

Chassis fans first became popular in OEM systems in the mid-1990s because they usually used less
expensive passive heatsinks on the processor. It was more efficient to use a single chassis fan to cool
both the chassis and the processor and save money by using a passive heatsink (without a fan) on the
processor. By 2000, with the Pentium 4, many systems began using both an active processor heatsink
(with a fan) and a chassis fan. Most modern systems include at least three fans—one in the power
supply, one in the active heatsink on the processor, and one for the rear of the chassis. Some systems
have additional fans (a second rear fan and a front-mounted fan for cooling hard disk drives are popu-
lar add-ons), but three is the most common and most cost-effective design.

Unfortunately, with high-performance processors reaching and even exceeding the 220W power level,
it has become impossible for a standard chassis design to cool the system without resorting to adding
more fans or using more exotic (and expensive) liquid cooling setups. A minor breakthrough in chas-
sis design has occurred that can allow even processors consuming more than 100W to be adequately
cooled in a three-fan system, without employing exotic solutions or even adding fans.

As you know from the formula earlier in this chapter, processor power consumption is proportional
to speed and is proportional to the square of the voltage it consumes. Even though processor voltages
have been decreasing, speeds have been increasing at a much more rapid pace, such that power con-
sumption is reaching all-time high levels beyond 120W. To combat this heat, heatsink manufacturers
have increased the efficiency of processor heatsinks significantly over the past 10-15 years. Heatsinks
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are available today with thermal resistances on the order of 0.33°C/W or less. Unfortunately, conven-
tional air-cooled heatsinks are fast approaching the limits of the technology.

Improving Thermal Performance
One cost-effective method of improving heatsink performance is to reduce the ambient temperature
around the processor, which means lowering the temperature of air entering the heatsink. To ensure
proper cooling for their boxed (retail) processors, Intel and AMD specify maximum temperature lim-
its for the air that enters the heatsink fan assembly. If the air temperature entering the heatsink goes
over that amount, the heatsink cannot adequately cool the processor. Because they must account
for extreme circumstances, all modern systems and heatsinks are designed to operate properly if the
external environmental ambient temperature in the room is 35°C (95°F). This means that, in general,
PCs are designed to work in environments of up to that temperature. To operate in environments with
higher temperatures than that, PCs require more specialized designs. Table 3.27 shows the maximum
heatsink air inlet temperatures allowed for various processors with factory-installed heatsinks.

Table 3.27 Maximum Heatsink Inlet Temperatures for Various Processors

Environmental Temp. Max. Heatsink Inlet Temp. Processor Type

35°C (95°F) 45°C (113°F) Older AMD and Intel processors

35°C (95°F) 42°C (107.6°F) AMD Athlon and newer processors
35°C (95°F) 40°C (104°F) Intel Pentium 4 and newer processors
35°C (95°F) 38°C (100.4°F) Some high-end or “extreme” processors

As you can see, for a long time new processors continually made more demands on system cooling.
With the recent trend on the part of Intel and AMD to increase speed through chip design rather than
pure clock speed increases, this trend has plateaued to an extent. The most demanding processors
today require that the internal chassis temperature remain at or below 40°C (104°F), even if the system
is running in a room temperature of 35°C (95°F). The internal temperature rise, or preheating of air
inside the system, is typically caused by heat from components such as motherboard chipsets, graph-
ics cards, memory, voltage regulators, disk drives, and other heat-generating components (including
the processor). Even with all these devices producing heat, the specifications for many newer proces-
sors require that the air temperature inside the chassis at the heatsink rise only to 3°C (5.4°F) over
ambient. This places extreme demands on the chassis cooling.

Conventional chassis are incapable of maintaining that low of a differential between the chassis inte-
rior and ambient temperatures. The only way to achieve that has been by adding an excessive number
of fans to the system, which unfortunately adds cost and significantly adds to the noise level. Many
systems with multiple fans on the front, rear, and sides are still incapable of maintaining only 3°C
(5.4°F) over ambient at the processor heatsink.

Both Intel and AMD have been releasing documents describing the thermal attributes of their proces-
sors and guides showing ideas for cooling systems and chassis designs that can adequately cool the
system. Chassis that have been specifically designed to improve cooling for the processor by main-
taining a temperature of 40°C or less at the processor heatsink inlet are often referred to as thermally
advantaged chassis. Using a thermally advantaged chassis allows the processor to remain cool, even
under extreme environmental conditions, and it reduces noise. Most modern processors and chassis
incorporate cooling systems that can adjust the speeds of the fans. If the temperatures remain below
specific limits, the fans run at lower speeds, thus reducing the noise level. If temperatures rise, so do
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fan speeds and noise. In general, thermally advantaged chassis enable fan speeds to remain lower,
resulting in quieter operation.

The original specification for a thermally advantaged chassis was known as the Chassis Air Guide
design guide (CAG), originally published in May 2002 and revised in September 2003. The CAG pro-
vided specifications for a processor duct and for an additional vent in the side cover for adapter cards
such as graphics boards. The CAG was developed at a time when the dominant processors in the mar-
ketplace, the Intel Pentium 4 family, had thermal design power specifications as high as 140W.

Since the replacement of the Pentium 4 by cooler-running Core 2 and Core i-series processors and

the development of Bulldozer and Piledriver processors from AMD, most of which have thermal
design power specifications of 125W or less, the requirements for a thermally advantaged chassis have
changed. In 2008, the CAG design guide was replaced by the Thermally Advantaged Chassis (TAC)
design guide (numbered version 2.0 to reflect its origin as an update of the CAG).

Note

If you are building a small form factor PC, such as for a home theater or server, see the Thermally Advantaged Small Chas-

sis (TASC) Design Guide, Revision 1.0, available at the Formfactors.org website.

To meet the TAC Design Guide version 2.0 requirements (available in Specifications and Guides
then selecting the System Design category at www.formfactors.org), the following specifications are
recommended:

B Accepts an industry-standard ATX, MicroATX, or FlexATX motherboard

B Accepts an industry-standard ATX, SFX, or TFX power supply with integral exhaust fan
B Uses a processor with an active heat sink designed for the processor
[ |

Uses a side cover with an optimized side vent of 100mm wide by 150mm tall. The recom-
mended open area should be at least 60%.

B Provides a primary chassis rear exhaust fan of 92mm or larger.

Note

One of the major recommendations of the original Chassis Air Guide (CAG) Design Guide was the use of a processor

duct to deliver air directly fo the processor heatsink. Although this was an effective solution to processor cooling, a moth-
erboard upgrade with a different location for the processor than on the original motherboard would cause the processor
duct to be unable to provide effective processor cooling. For this reason, the Thermally Advantaged Chassis (TAC] Design
Guide, which replaces the CAG, no longer includes this recommendation.

To leam more about using and making a processor duct, see “Processor Duct” and “Adding a Processor Duct” in Chapter
3 of Upgrading and Repairing PCs, 19" Edition, available in its entirety on the disc packaged with this book.

Because a thermally advantaged chassis is much better at cooling for little extra cost, I highly recom-
mend that you look for these features on the next system you buy or build.

Processor Troubleshooting Techniques

Processors are normally reliable. Most PC problems are with other devices, but if you suspect the pro-
cessor, you can take some steps to troubleshoot it. The easiest thing to do is to replace the micropro-
cessor with a known-good spare. If the problem goes away, the original processor is defective. If the
problem persists, the problem is likely elsewhere.
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Table 3.28 provides a general troubleshooting checklist for processor-related PC problems.

Table 3.28 Troubleshooting Processor-Related Problems

Problem Identification

Possible Cause

Resolution

System is dead, no cursor, no
beeps, no fan.

System is dead, no beeps, or
locks up before POST begins.

System beeps on startup, fan is
running, no cursor onscreen.

System powers up, fan is run-
ning, no beep or cursor.

Locks up during or shortly after
POST.

Improper CPU identification
during POST.

System won't start after new
processor is installed.

Power cord failure.
Power supply failure.
Motherboard failure.

Memory failure.

All components either not installed
or incorrectly installed.

Improperly seated or failing graphics
adapter.

Display not configured to use display
cable in use

Processor not properly installed.
Poor heat dissipation.

Improper voltage settings.

Wrong motherboard bus speed.
Wrong CPU clock multiplier.
Unlocked failed core.

Old BIOS.

Board not configured properly.
Processor not properly installed.
BIOS doesn’t support new processor.
Motherboard can't use new

processor.

Unlocked processor core failed.

Plug in or replace power cord. Power cords
can fail even though they look fine.

Replace the power supply. Use a known-good
spare for testing.

Replace motherboard. Use a known-good
spare for testing.

Remove all memory except one bank and
refest. If the system still won't boot, replace

bank 1.

Check all peripherals, especially memory and
graphics adapter. Reseat all boards and sock-
eted components.

Reseat or replace graphics adapter. Use
known-good spare for testing.

Select correct display cable type.

Reseat or remove/reinstall processor and
heatsink.

Check CPU heatsink fan; replace if necessary
with one of higher capacity.

Set motherboard for proper core processor
voltage.

Set motherboard for proper speed.
Set motherboard for proper clock multiplier.
Relock unlocked processor core.

Update BIOS from manufacturer.

Check manual and set board accordingly to
proper bus and multiplier settings.

Reseat or remove/reinstall processor and
heatsink.

Update BIOS from system or motherboard
manufacturer.

Verify motherboard support.

Reset motherboard to use only working cores.
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Problem Identification Possible Cause Resolution

OS will not boot. Poor heat dissipation. Check CPU fan (replace if necessary); it might
need a higher-capacity heatsink or heatsink/
fan on the North Bridge chip.

Improper vo|fqge seftings. Reset motherboard for proper core vo|tage.
Wrong motherboard bus speed. Reset proper speed.
Wrong CPU clock multiplier. Reset clock proper clock multiplier.
Applications will not install or run. Improper drivers or incompatible hardware;
update drivers and check for compatibility
issues.
System appears fo work, but Monitor turned off or failed. Check monitor and power to monitor. Replace
no video is displayed. with known-good spare for testing.

Monitor configured to use a different  Select correct signal input type (VGA, HDMI,
signal input type. DVI, DisplayPort). Check cable connection
between monitor and computer.

If during the POST the processor is not identified correctly, your motherboard settings might be incor-
rect or your BIOS might need to be updated. Check that the motherboard is configured correctly for
your processor, and make sure you have the latest BIOS for your motherboard.

If the system seems to run erratically after it warms up, try setting the processor to a lower speed set-
ting. If the problem goes away, the processor might be defective or overclocked.

Many hardware problems are really software problems in disguise. Be sure you have the latest BIOS for
your motherboard, as well as the latest drivers for all your peripherals. Also, it helps to use the latest
version of your given OS because there usually will be fewer problems.
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Motherboards and Buses

Motherboard Form Factors

Without a doubt, the most important component in a PC system is the main board or motherboard.
Virtually every internal component in a PC connects to the motherboard and communicates to
each other through the motherboard. Its features largely determine what your computer is capable
of, not to mention its overall performance. Although I prefer the term motherboard, other terms
such as main board, system board, and planar are interchangeable. This chapter examines the various
types of motherboards available and those components typically contained on the motherboard and
motherboard interface connectors.

Several common form factors are used for PC motherboards. The form factor refers to the physical
dimensions (size and shape) as well as certain connector, screw hole, and other positions that
dictate into which type of case the board will fit. Some are true standards (meaning that all boards
with that form factor are interchangeable), whereas others are not standardized enough to allow
for interchangeability. Unfortunately, these nonstandard form factors preclude any easy upgrade
or inexpensive replacement, which generally means you should avoid them. The more commonly
known PC motherboard form factors include the following:

Obsolete Form Factors

B Baby-AT (PC and XT)
Full-size AT
LPX (semiproprietary)
NLX
WTX
B BTX, microBTX, picoBTX

Modern Form Factors

B ATX and variants; microATX, FlexATX, DTX/Mini-DTX, and ITX/Mini-ITX

PC motherboard form factors have evolved over the years from the Baby-AT form factor boards
based on the original IBM PC and XT to the current ATX form factor (and variants) used in most
desktop and tower systems. ATX has a large number of variants, mostly in smaller sizes designed
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to fit different market segments and applications. The short-lived BTX form factors relocated major
components to improve system cooling and incorporate a thermal module but failed to receive
widespread adoption.

Anything that does not fit into one of the industry-standard form factors should be considered
proprietary. Unless there are special circumstances, I do not recommend purchasing systems based on
proprietary board designs. They are difficult to upgrade and expensive to repair because components
such as the motherboard, case, and power supply are not interchangeable with other systems. I often
call proprietary form factor systems “disposable” PCs because that’s what you must normally do with
them when they are too slow or need repair out of warranty.

Obsolete Form Factors

The following sections examine industry-standard motherboard form factors no longer in use but
which can be found on older systems.

PC and XT
The first popular PC motherboard was, of course, the original IBM PC released in August 1981. Figure
4.1 shows how this board looked. IBM followed the PC with the XT motherboard in March 1983,
which had the same size and shape as the PC board but had eight slots instead of five. Both the IBM
PC and XT motherboards were 9 inches x 13 inches. Also, the slots were spaced 0.8 inches apart in the
XT instead of 1 inch apart as in the PC (see Figure 4.2). The XT also eliminated the little-used cassette
port in the back, which was supposed to be used to save BASIC programs on cassette tape instead of
the much more expensive (at the time) floppy drive.
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FIGURE 4.1 IBM PC motherboard (circa 1981).
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FIGURE 4.2 IBM PC-XT motherboard (circa 1983).

Note

The Technical Reference section of the disc accompanying this book contains detailed information on the PC (5150) and
XT (5160). All the information there is printable.

The minor differences in the slot positions and the deleted cassette connector on the back required a
minor redesign of the case. In essence, the XT was a mildly enhanced PC with a motherboard that was
the same overall size and shape, used the same processor, and came in a case that was identical except
for slot bracketry and the lack of a hole for the cassette port. Eventually, the XT motherboard design
became popular, and many other PC motherboard manufacturers of the day copied IBM’s XT design
and produced similar boards.

Full-Size AT

The full-size AT motherboard form factor matches the original IBM AT motherboard design. This
allows for a large board of up to 12 inches wide by 13.8 inches deep. The full-size AT board first
debuted in August 1984, when IBM introduced the Personal Computer AT (advanced technology). To
accommodate the 16-bit 286 processor and all the necessary support components at the time, IBM
needed more room than the original PC/XT-sized boards could provide. So for the AT, IBM increased
the size of the motherboard but retained the same screw hole and connector positions of the XT
design. To accomplish this, IBM essentially started with a PC/XT-sized board and extended it in two
directions (see Figure 4.3).
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clock trimmer 128K Keylock connector
Memory modules
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FIGURE 4.3 IBM AT motherboard (circa 1984).

Note

The Technical Reference section of the disc enclosed with this book contains detailed coverage of the AT and the

XT Model 286.

A little more than a year after being introduced, the appearance of chipsets and other circuit
consolidation enabled the same motherboard functionality to be built using fewer chips, so the board
was redesigned to make it slightly smaller. Then, it was redesigned again as IBM shrank the board
down to XT-size in a system it called the XT-286 (introduced in September 1986). The XT-286 board
was virtually identical in size and shape to the original XT, a form factor which would later be known
as Baby-AT.

The keyboard connector and slot connectors in the full-size AT boards still conformed to the same
specific placement requirements to fit the holes in the XT cases already in use, but a larger case was
still required to fit the larger board. Because of the larger size of the board, a full-size AT motherboard
fits into only full-size AT desktop or tower cases. Because these motherboards do not fit into the
smaller Baby-AT or mini-tower cases, and because of advances in component miniaturization, they
are no longer being produced by most motherboard manufacturers—except in some cases for dual
processor server applications.

The important thing to note about the full-size AT systems is that you can always replace a full-size
AT motherboard with a Baby-AT (or XT-size) board, but the opposite is not true unless the case is large
enough to accommodate the full-size AT design.
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Baby-AT
After IBM released the AT in August 1984, component consolidation enabled subsequent systems
to be designed using far fewer chips and requiring much less in the way of motherboard real estate.
Therefore, all the additional circuits on the 16-bit AT motherboard could fit into boards using the
smaller XT form factor.

The Baby-AT form factor is essentially the same form factor as the original IBM XT motherboard. The
only difference is a slight modification in one of the screw hole positions to fit into an AT-style case.
These motherboards also have specific placement of the keyboard and slot connectors to match the
holes in the case. Note that virtually all full-size AT and Baby-AT motherboards use the standard 5-pin
DIN type connector for the keyboard. Baby-AT motherboards can replace full-size AT motherboards
and fit into several case designs. Because of its flexibility, from 1983 into early 1996, the Baby-AT
form factor was the most popular motherboard type. Starting in mid-1996, Baby-AT was replaced by
the superior ATX motherboard design, which is not directly interchangeable. Figure 4.4 shows the
onboard features and layout of a late-model Baby-AT motherboard.

LPT (parallel) port header cable connector
Floppy controller cable connector

COM (serial) ports header ATX (20-pin) power supply connector
cable connectors (2) 72-pin SIMM sockets (2)

LPX (12-pin) power
supply connector

IDE host adapter
cable connectors (2)

168-pin DIMM sockets (3)

AGP video card slot
VIA Apollo MVP 3

32-bit PCI chipset (2 chips)
expansion slots (?) L2 cache memory
BIOS chip

(1MB total from 2 chips)
Combo PCI/ISA

expansion slot Super Socket 7 CPU socket

ISA expansion slots (3)

FIGURE 4.4 A late-model Baby-AT motherboard, the Tyan Trinity 100AT (S1590). Photo courtesy of Tyan
Computer Corporation.

The easiest way to identify a Baby-AT form factor system without opening it is to look at the rear of
the case. In a Baby-AT motherboard, the cards plug directly into the board at a 90° angle; in other
words, the slots in the case for the cards are perpendicular to the motherboard. Also, the Baby-AT
motherboard has only one visible connector directly attached to the board, which is the keyboard
connector. Typically, this connector is the full-size 5-pin DIN type connector, although some Baby-AT
systems use the smaller 6-pin mini-DIN connector (sometimes called a PS/2-type connector) and

might even have a mouse connector. All other connectors are mounted on the case or on card edge
brackets and are attached to the motherboard via cables. The keyboard connector is visible through an
appropriately placed hole in the case.

»» See the Chapter 14 section "Keyboard/Mouse Interface Connectors,” p. 808.
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All Baby-AT boards conform to specific widths and screw hole, slot, and keyboard connector locations,
but one thing that can vary is the length of the board. Versions have been built that are smaller than
the full 9 inches x 13 inches; these are often called mini-AT, micro-AT, or even things such as 2/3-Baby
or 1/2-Baby. Even though they might not be the full size, they still bolt directly into the same case as a
standard Baby-AT board and can be used as a direct replacement for one.

LPX

The LPX and mini-LPX form factor boards were a semiproprietary design that Western Digital
originally developed in 1987 for some of its motherboards. The LP in LPX stands for Low Profile,
which is so named because these boards incorporate slots that are parallel to the main board, enabling
the expansion cards to install sideways. This allows for a slim or low-profile case design and overall a
smaller system than the Baby-AT.

Although Western Digital no longer produces PC motherboards, the form factor lived on, and many other
motherboard manufacturers duplicated the general design. Unfortunately, because the specifications were
never laid out in exact detail—especially with regard to the bus riser card portion of the design—these
boards are termed semiproprietary and are not interchangeable between manufacturers. Some vendors,
such as IBM and HP, have built LPX systems that use a T-shaped riser card that allows expansion cards

to be mounted at the normal 90° angle to the motherboard but still above the motherboard. This lack of
standardization means that if you have a system with an LPX board, in most cases you can’t replace the
motherboard with a different LPX board later. You essentially have a system you can’t upgrade or repair by
replacing the motherboard with something better. In other words, you have what I call a “disposable PC,”
something I would not normally recommend that anybody purchase.

Most people were not aware of the semiproprietary nature of the design of these boards, and they
were extremely popular in what I call “retail store” PCs from the late 1980s through the late 1990s.
This includes primarily Compaq and Packard Bell systems, as well as many others who used this form
factor in their lower-cost systems. These boards were most often used in low-profile or Slimline case
systems, but they were found in tower cases, too. These were often lower-cost systems such as those
sold at retail electronics superstores. LPX is considered obsolete today.

LPX boards are characterized by several distinctive features (see Figure 4.5). The most noticeable is that
the expansion slots are mounted on a bus riser card that plugs into the motherboard. In most designs,
expansion cards plug sideways into the riser card. This sideways placement enables the low-profile
case design. Slots are located on one or both sides of the riser card depending on the system and case
design. Vendors who use LPX-type motherboards in tower cases sometimes use a T-shaped riser card
instead, which puts the expansion slots at the normal right angle to the motherboard but on a raised
shelf above the motherboard.

Another distinguishing feature of the LPX design is the standard placement of connectors on the
back of the board. An LPX board has a row of connectors for video (VGA 15-pin), parallel (25-pin),
two serial ports (9-pin each), and mini-DIN PS/2-style mouse and keyboard connectors. All these
connectors are mounted across the rear of the motherboard and protrude through a slot in the case.
Some LPX motherboards might have additional connectors for other internal ports, such as network
or small computer systems interface (SCSI) adapters. Because LPX systems use a high degree of
motherboard port integration, many vendors of LPX motherboards, cases, and systems refer to LPX
products as having an “all-in-one” design.

The standard form factor used for LPX and mini-LPX motherboards in many typical low-cost systems
is shown in Figure 4.6.
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FIGURE 4.5 Typical LPX system chassis and motherboard.
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FIGURE 4.6 LPX motherboard dimensions.




172 Chapter 4 | Motherboards and Buses

Figure 4.7 shows two typical examples of the connectors on the back of LPX boards. Note that not
all LPX boards have the built-in audio, so those connectors might be missing. Other ports (such as
universal serial bus, or USB) might be missing from what is shown in these diagrams, depending on
exactly which options are included on a specific board; however, the general layout will be the same.

u“';'“%"j H ”H (] |_||_IH o

o0l

1) L —
_cel®|®| e oo ol o TR o oW 0|

Line PS/2
Out |Keyboard

Mic In PS/2
Mouse

o——

Serial Port 1 Serial Port 2 Parallel Port Video

8 o,

% J L —
_[o]01®| @] [cEHal e w0 owo|

Line | PS/2 Serial Port 1 USB 1 USB 2 Parallel Port Video
Out [Keyboard

Mic In PS/2
Mouse

(==} e—

FIGURE 4.7 LPX motherboard back panel connectors.

The connectors along the rear of the board would interfere with locating bus slots directly on the
motherboard, which accounts for why riser cards are used for adding expansion boards.

NLX

NLX is a low-profile form factor designed to replace the nonstandard LPX design used in previous
low-profile systems. Introduced in November 1996 by Intel, NLX was a popular form factor in the late
1990s for Slimline corporate desktop systems from vendors such as Compaq, HP, and Toshiba. Since
2000, many Slimline systems have used variations on the FlexATX motherboard instead.

NLX is similar in initial appearance to LPX, but with numerous improvements designed to enable full
integration of the latest technologies. NLX is basically an improved version of the proprietary LPX
design, but, unlike LPX, NLX is fully standardized, which means that (at least in theory) you could
replace one NLX board with another from a different manufacturer—something that was not possible
with LPX.

The main characteristic of an NLX system is that the motherboard plugs into the riser, unlike LPX
where the riser plugs into the motherboard. Therefore, the motherboard can be removed from the
system without disturbing the riser or any of the expansion cards plugged into it. In addition, the
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motherboard in a typical NLX system literally has no internal cables or connectors attached to it!

All devices that normally plug into the motherboard—such as drive cables, the power supply, the front
panel light, switch connectors, and so on—plug into the riser instead (see Figure 4.8). By using the
riser card as a connector concentration point, you can remove the lid on an NLX system and literally
slide the motherboard out the left side of the system without unplugging a single cable or connector
on the inside. This enables unbelievably quick motherboard changes; in fact, I have swapped
motherboards in less than 30 seconds on NLX systems!

FIGURE 4.8 NLX motherboard and riser combination.

Such a design was a boon for the corporate market, where ease and swiftness of servicing is a major
feature.

As with most of the form factors, you can identify NLX via the unique input/output (I/O) shield or
connector area at the back of the board (see Figure 4.9). You only need a quick look at the rear of
any given system to determine which type of board is contained within. Figure 4.9 shows the unique
stepped design of the NLX I/O connector area. This enables a row of connectors all along the bottom
and has room for double-stacked connectors on one side.

Although NLX is a standard form factor—just as the ATX family is—most NLX products were sold
as part of complete systems aimed at the corporate market. Few aftermarket motherboards were
developed in this form factor. The microATX and FlexATX form factors have superseded NLX in the
markets formerly dominated by LPX.

WITX

WTX was a board and system form factor developed by Intel for the mid-range workstation market;
however, most vendors making workstations and servers have used the ATX form factor. WTX went
beyond ATX and defined the size and shape of the board and the interface between the board and
chassis, as well as required chassis features.

WTX was released in September 1998 (1.0) and updated in February 1999 (1.1). Since then, however,
WTX has been officially discontinued, and there will be no further updates.
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FIGURE 4.9 Typical NLX motherboard rear connector layout.

BTX

Balanced Technology Extended (BTX) is a motherboard form factor specification that Intel released

in September 2003, with 1.0a and 1.0b updates released in February 2004 and July 2005, respectively.
BTX was designed to address the ever-increasing component power and cooling requirements, as well
as enabling improved circuit routing and more flexible chassis designs. However, the recent trend
toward more power efficient multicore processor designs has slowed the need for the benefits inherent
in the BTX standard, which has in turn slowed the adoption of BTX, causing Intel to announce in

late 2006 that it was abandoning future BTX development. BTX was popular in many mass-produced
retail-branded PCs sold between 2005 and 2007, such as those by Dell, Gateway, and others. Since
then, the BTX form factor has largely been abandoned.

BTX is not backward-compatible with ATX or other designs. A full-size BTX board is 17% larger

than ATX, allowing room for more integrated components onboard. The I/O connectors, slots, and
mounting holes are in different locations than with ATX, requiring new chassis designs. However,
the power supply interface connectors are the same as in the latest ATX12V specifications, and newer
ATX, TFX, SFX, CFX, and LFX power supplies can be used. The latter two power supply form factors
were specifically created to support compact and low-profile BTX systems.

The primary advantages to BTX include optimized inline component layout and routing, optimized
airflow path, a support and retention module (SRM) for heavy heatsinks, scalable board dimensions,
low-profile options, and flexible power supply designs with connector types that are compatible with
ATX designs.

BTX includes three definitions of motherboard size, as shown in Table 4.1.
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Table 4.1 BTX Motherboard Form Factors
Form Factor Max. Width Depth Max. Area Size Versus BTX
BTX 12.8 in. (325mm) 10.5 in. 134 sq. in. -

(267mm) (867 sq. cm)
microBTX 10.4 in. (264mm) 10.5 in. 109 sq. in. 19% smaller

(267mm) (705 sq. cm)
picoBTX 8.0 in. (203mm) 10.5 in. 84 sq. in. (542 sq. cm) 37% smaller

(267mm)

Each board has the same basic screw hole and connector placement requirements. So, if you have a
case that fits a full-size BTX board, you can also mount a microBTX or picoBTX board in that same
case (see Figure 4.10). Obviously, if you have a smaller case designed for microBTX or picoBTX, you
won't be able to put the larger microBTX or BTX boards there.
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FIGURE 4.10 BTX specification 1.0a motherboard dimensions.

BTX requires up to 10 mounting holes and supports up to seven slots, depending on the size, as

shown in Table 4.2.
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Table 4.2 BTX Motherboard Mounting Holes

Board Size Mounting Holes Max. Slots
BTX A,B,C,D,EFG,H,J K 7
microBTX A,B,CD,EFG 4
picoBTX A, B, CD 1

BTX also clearly specifies volumetric zones around the motherboard to prevent interference from the
chassis or internal components such as drives, which allows for maximum interchangeability without
physical interference or fit problems.

With processors exceeding 100W in thermal output, as well as voltage regulators, motherboard chip-
sets, and video cards adding to the thermal load in a system, BTX was designed to enable all the high-
heat-producing core components to be mounted inline from front to back, so a single high-efficiency
thermal module (heatsink) can cool the system. This eliminates the need for an excessive number of
fans. The thermal module includes a heatsink for the processor, high-efficiency fan, and duct to direct
airflow through the system. Extra support for the thermal module is provided under the board via

an SRM, which provides structural support for heatsinks that are much heavier than allowed in ATX
designs (see Figure 4.11).

Thermal Module

Chassis
Duct Interface

FIGURE 4.11 BTX thermal module containing a processor heatsink and fan.

BTX uses the same power connectors as in the latest power supply form factor specifications, includ-
ing a 24-pin main connector for the board and a 4-pin ATX12V connector for the CPU voltage regula-
tor module. The particular power supply form factor used depends mostly on the chassis selected.

A typical tower system has components arranged as shown in Figure 4.12.

From Figure 4.12, you can see that the main heat-producing core components are centrally located
inline from front to rear, allowing the most efficient thermal design. Air flows from front to rear
through the center, cooling the processor, motherboard chipset, memory, and video card.
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FIGURE 4.12 BTX tower chassis layout.

To support the heavy processor heatsink and thermal module assembly, an SRM is mounted under the
board. The SRM is essentially a metal plate affixed to the chassis under the board, and the thermal
module is bolted directly to the SRM instead of to the motherboard. This helps carry the weight of the
module and prevents excessive loads from being applied to the processor and motherboard, especially
during the shipping and handling of the system.

The BTX I/O connector area is similar to ATX, except that it is at the opposite side of the rear of
the board. The size of the area is slightly shorter but wider than ATX, allowing a large number of
interfaces and connectors to be built into the motherboard.

Systems using BTX were produced primarily from 2005 through 2007 by companies such as Dell and
Gateway. After that, a lack of new BTX motherboards and cases forced most system manufacturers

and builders to abandon BTX and revert to the more popular ATX-based form factors. Other large
manufacturers such as HP never jumped on the BTX bandwagon, instead staying with ATX-based
systems. Because of the lack of BTX component popularity and other problems, I recommend avoiding
BTX systems and components such as motherboards and chassis because they will be difficult to
upgrade or replace in the future. ATX remains by far the most popular and recommended form factor
for system builders and upgraders.

ATX and Other Modern Form Factors

The following sections cover the industry-standard form factors, including ATX, that are popular on
modern systems.
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ATX

The ATX form factor was the first of a dramatic evolution in motherboard form factors. ATX is a
combination of the best features of the Baby-AT and LPX motherboard designs, with many new
enhancements and features thrown in. The ATX form factor is essentially a Baby-AT motherboard
turned sideways in the chassis, along with a modified power supply location and connector. The most
important thing to know initially about the ATX form factor is that it is physically incompatible with
either the previous Baby-AT or the LPX design. In other words, a different case and power supply are
required to match the ATX motherboard. These case and power supply designs have become common
and are found in most new systems.

Intel initially released the official ATX specification in July 1995. It was written as an open
specification for the industry. ATX boards didn’t hit the market in force until mid-1996, when they
rapidly began replacing Baby-AT boards in new systems. The ATX specification was updated to version
2.01 in February 1997, 2.03 in May 2000, 2.1 in June 2002, and 2.2 in February 2004. Intel publishes
these detailed specifications so other manufacturers can use the interchangeable ATX design in their
systems. The current specifications for ATX and other current motherboard types are available online
from the Desktop Form Factors site: www.formfactors.org. ATX is the most popular motherboard

form factor for new systems and will continue to be popular in the future. An ATX system will be
upgradeable for many years to come, exactly like Baby-AT was in the past.

ATX improved on the Baby-AT and LPX motherboard designs in several major areas:

H Built-in double high external I/O connector panel—The rear portion of the mother-
board includes a stacked I/O connector area that is 6 1/4 inches wide by 1 3/4 inches tall. This
enables external I/O connectors to be located directly on the board and minimizes the need for
cables running from internal connectors to the back of the case as with Baby-AT designs.

B Single main Kkeyed internal power supply connector—The ATX specification includes
a keyed and shrouded main power connector that is easy to plug in and install. This connector
also features pins for supplying 3.3V to the motherboard, helping to minimize the use of built-
in voltage regulators that are susceptible to failure.

»» See the Chapter 17 section “Motherboard Power Connectors,” p. 928.

H Relocated CPU and memory—The CPU and memory modules are relocated so they can’t
interfere with bus expansion cards and can easily be accessed for upgrade without removing any
of the installed bus adapters.

H Relocated internal I/0 connectors—The internal I/O connectors for the floppy and hard
disk drives are relocated to be near the drive bays and out from under the expansion board slot
and drive bay areas.

H Improved cooling—The CPU and main memory are designed and positioned to improve
overall system cooling compared to Baby-AT and older designs.

H Lower cost to manufacture—The ATX specification eliminates the need for the rat’s nest of
cables to external I/O port connectors found on Baby-AT motherboards.

Figure 4.13 shows the typical ATX system layout and chassis features, as you would see them looking
in with the lid off on a desktop or sideways in a tower with the side panel removed. Notice how
virtually the entire motherboard is clear of the drive bays and how the devices such as CPU, memory,
and internal drive connectors are easy to access and do not interfere with the bus slots.
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Top case fan

Active heatsink on CPU

5.25-inch drive bays

Rear port cluster DDR3 RAM

Front-facing SATA ports

] 3.5-inch drive bays
Expansion slot covers

Power supply (not yet installed)

Motherboard

FIGURE 4.13 Typical ATX system layout.

Note

Although many ATX systems mount the power supply near the processor (on fop in most tower arrangements), this is not a
requirement of the standard. Some systems mount the power supply in other locations [such as on the bottom, as shown in
Figure 4.13).

The ATX motherboard shape is basically a Baby-AT design rotated sideways 90°. The expansion slots
are now parallel to the shorter side dimension and do not interfere with the CPU, memory, or I/O
connector sockets (see Figure 4.14). In addition to a full-size ATX layout, Intel originally specified a
Mini-ATX design, which is a fully compatible subset of ATX that fits into the same case:

B A full-size ATX board is 12 inches wide x 9.6 inches deep (305mm X 244mm).
B The Mini-ATX board is 11.2 inches x 8.2 inches (284mm x 208mm).

Mini-ATX is not an official standard; instead, it is simply referenced as a slightly smaller version of
ATX. In fact, all references to Mini-ATX were removed from the ATX 2.1 and later specifications.
Two smaller official versions of ATX exist, called microATX and FlexATX. They are discussed in the
following sections.

Although the case holes are similar to the Baby-AT case, cases for Baby-AT and ATX are generally

incompatible. The ATX power supply design is identical in physical size to the standard Slimline

power supply used with Baby-AT systems; however, they also use different connectors and supply
different voltages.
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FIGURE 4.14 ATX specification 2.2 motherboard dimensions. Modern ATX systems no longer include ISA
expansion slots.

The best way to tell whether your system has an ATX-family motherboard design without removing
the lid is to look at the back of the system. Two distinguishing features identify ATX. One is that

the expansion boards plug directly into the motherboard. There is usually no riser card as with

LPX and NLX (except for certain Slimline systems, such as rack-mounted servers), so the slots are
usually perpendicular to the plane of the motherboard. Also, ATX boards have a unique double-high
connector area for all the built-in connectors on the motherboard (see Figure 4.15 and Table 4.3). This
is found just to the side of the bus slot area and can be used to easily identify an ATX board. Note that
the colors listed in Table 4.3 might vary on some systems.
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Table 4.3 Built-In Ports Usually Found on ATX Motherboards

Port Description Connector Type Connector Color
PS/2 mouse port 6-pin Mini-DIN Green

PS/2 keyboard port 6-pin Mini-DIN Purple

PS/2 combo mouse/keyboard port 6-pin Mini-DIN Green/purple
USB 2.0 ports Dual Stack USB Black

USB 3.0 ports Dual Stack USB Blue

USB charging port Dual Stack USB Yellow
Parallel port 25-pin D-Submini Burgundy
Serial port 9-pin D-Submini Teal

VGA analog video port 15-pin HD D-Submini Dark blue
MIDI/Game port 15-pin D-Submini Gold

Audio ports: L/R in, front L/R out, rear L/R out, 1/8 in. (3.5mm) Mini-Phone Light blue, lime green, black,
center/LFE out, Microphone L/R in orange, pink
S-Video TV out (not shown) 4-pin Mini-DIN Black

IEEE 1394/FireWire port 6-pin IEEE 1394 Gray
10/100/1000 Ethernet LAN 8-pin RJ-45 Black

Optical S/PDIF audio out TOSLINK Black

DVI digital video out DDWG-DVI White

HDMI A/V out HDMI Black

Digital S/PDIF audio out RCA Jack Orange

SCSI (not shown) 50/68-pin HD Black

Dial-up modem (not shown) 4-pin RJ-11 Black
Composite video out (not shown) RCA Jack Yellow

eSATA port eSATA Black

DIN = Deutsches Institut fiir Normung e.V.

USB = Universal serial bus

VGA = Video graphics array

HD = High density

MIDI = Musical Instrument Digital Interface

L/R = Left and right channel

LFE = Low frequency effects (subwoofer)

S-Video = Super Video

IEEE = Institute of Electrical and Electronics Engineers
LAN = Local area network

RJ = Registered jack

S/PDIF = Sony/Philips Digital Interface
TOSLINK = Toshiba optical link

DVI = Digital visual interface

DDWG = Digital Display Working Group
RCA = Radio Corporation of America

SCSI = Small computer systems interface
HDMI = High definition multimedia interface
A/V = audio/video

eSATA = external SATA
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FIGURE 4.15 ATX motherboard and rear panel connections from legacy and modern systems.

Note

Most ATX motherboards feature connectors with industry-standardized color codes (shown in the previous table). This makes
plugging in devices much easier and more foolproof: You merely match up the colors. For example, most PS/2 keyboards
have a cable with a purple plug, whereas most PS/2 mice have a cable with a green plug. Even though the keyboard
and mouse connectors on the motherboard appear the same (both are 6-pin Mini-DIN types), their color-coding matches
the plugs on the respective devices. Therefore, to plug them in properly, you merely insert the purple plug into the purple
connector and the green plug into the green connector. This saves you from having to bend down fo try to decipher small
labels on the connectors to ensure you get them right. Some systems have a single PS/2 port (sometimes marked in both
green and purple) that can be used for either device.

The specifications and related information covering the ATX and related form factors are available
from the Form Factors website at www.formfactors.org. The Form Factors site provides form factor
specifications and design guides, as well as design considerations for new technologies, information on
initiative supporters, vendor products, and a form factor discussion forum.

Note

Some motherboards, especially those used in server systems, come in nonstandard ATX variations collectively called
extended ATX. This is a term applied to boards that are compatible with ATX but that are deeper. Standard ATX is

12 inches x 9.6 inches (305mm x 244mm), whereas extended ATX boards are up to 12 inches x 13 inches (305mm
x 330mm). Because technically no official “extended ATX" standard exists, compatibility problems can exist with boards
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and chassis claiming fo support extended ATX. When purchasing an extended ATX board, be sure it will fit in the chassis
you infend to use. Dual Xeon processors fit in a standard ATXsize board, so choose a standard ATXssize board for
maximum compatibility with the existing ATX chassis.

microATX

4

microATX is a motherboard form factor Intel introduced in December 1997 as an evolution of the ATX
form factor for smaller and lower-cost systems. The reduced size compared to standard ATX allows

for a smaller chassis, motherboard, and power supply, thereby reducing the cost of the entire system.
The microATX form factor is also backward-compatible with the ATX form factor and can be used in
full-size ATX cases. Of course, a microATX case doesn’t take a full-size ATX board. This form factor has
become popular in the low-cost PC market. Currently, mini-tower chassis systems dominate the low-
cost PC market, although their small sizes and cramped interiors severely limit future upgradeability.

The main differences between microATX and standard or Mini-ATX are as follows:

B Reduced width motherboard (9.6 inches [244mm] instead of 12 inches [305mm] or 11.2 inches
[284mm)])

B Fewer I/O bus expansion slots (four maximum, although most boards feature only three)

B Smaller power supply optional (SFX/TFX form factors)

The microATX motherboard maximum size is only 9.6 inches x 9.6 inches (244mm x 244mm) as
compared to the full-size ATX size of 12 inches x 9.6 inches (305mm x 244mm) or the Mini-ATX
size of 11.2 inches x 8.2 inches (284mm x 208mm). Even smaller boards can be designed as long as
they conform to the location of the mounting holes, connector positions, and so on, as defined by
the standard. Fewer slots aren’t a problem for typical home or small-business PC users because more
components such as sound and video are usually integrated on the motherboard and therefore don't
require separate slots. This higher integration reduces motherboard and system costs. External buses,
such as USB, eSATA, 10/100/1000 Ethernet, and optionally 1394 (FireWire), can provide additional
expansion out of the box. The specifications for microATX motherboard dimensions are shown in
Figure 4.16.

Smaller form factor (called SFX or TFX) power supplies have been defined for optional use with
microATX systems, although the standard ATX supply also works fine because the connectors are the
same. The smaller size SFX/TFX power supplies encourage flexibility in choosing mounting locations
within the chassis and allow for smaller systems that consume less power overall. However, SEX/TFX
power supplies may lack sufficient power output for faster or more fully configured systems. Because
of the high power demands of most modern systems, most third-party microATX chassis are designed
to accept standard ATX power supplies, although microATX systems sold at retail often use some type
of SFX or TFX power supply to reduce costs.

See the Chapter 17 section "Power Supply Form Factors,” p. 907.
The microATX form factor is similar to ATX for compatibility. The similarities include the following:

B Standard ATX power connectors
B Standard ATX I/O panel

B Mounting holes and dimensions are a subset of ATX
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FIGURE 4.16 microATX specification 1.2 motherboard dimensions.

These similarities ensure that a microATX motherboard can easily work in a standard ATX chassis with
a standard ATX power supply, as well as the smaller microATX chassis and SFX/TFX power supply.

The overall system size for a microATX is small. A typical case is only 12-14 inches tall, about 7 inches
wide, and 12 inches deep. This makes microATX a good choice for a desktop or micro tower system. A
typical microATX motherboard is shown in Figure 4.17.

As with ATX, Intel released microATX to the public domain to facilitate adoption as a de facto
standard. The specification and related information on microATX are available through the Desktop
Form Factors site (www.formfactors.org).

FlexATX

In March 1999, Intel released the FlexATX addendum to the microATX specification. This added a
new and even smaller variation of the ATX form factor to the motherboard scene. FlexATX’s smaller
design is intended to allow a variety of new PC designs, especially extremely inexpensive, smaller,
consumer-oriented, appliance-type systems. Some of these designs might not even have expansion
slots, enabling expansion only through USB or IEEE 1394/FireWire ports.
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FIGURE 4.17 A typical microATX motherboard’s dimensions are 9.6 inches x 9.6 inches.

FlexATX defines a board that is up to 9 inches x 7.5 inches (229mm x 191mm), which is the smallest
of the ATX family boards. In all other ways, FlexATX is the same as ATX and microATX, making
FlexATX fully backward compatible with ATX or microATX by using a subset of the mounting holes

and the same I/O and power supply connector specifications (see Figure 4.18).

Most FlexATX systems use SFX/TFX (small or thin form factor) type power supplies (introduced in the
microATX specification), although if the chassis allows it, a standard ATX power supply can be used.

The addition of FlexATX gave the family of ATX boards four definitions of size (three are the official

standards), as shown in Table 4.4.

Table 4.4 ATX Motherboard Form Factors

Max. Area

Size Comparison

Form Factor Max. Width Max. Depth

ATX 12.0 in. (305mm) 9.6 in. (244mm)
Mini-ATX 11.2 in. (284mm) 8.2 in. (208mm)
microATX 9.6 in. (244mm) 9.6 in. (244mm)
FlexATX 9.0 in. (229mm) 7.5in. (191mm)

115 sq. in. (743 sq. cm)
92 sq. in. (593 sq. cm)
92 sq. in. (595 sq. cm)
68 sq. in. (435 sq. cm)

20% smaller
20% smaller

41% smaller
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FIGURE 4.18 Size and mounting hole comparison between ATX, microATX, and FlexATX motherboards.

Note that these dimensions are the maximums allowed. Making a board smaller in any given dimen-
sion is always possible as long as it conforms to the mounting hole and connector placement
requirements detailed in the respective specifications. Each board has the same basic screw hole and
connector placement requirements, so if you have a case that fits a full-size ATX board, you could also
mount a microATX or FlexATX board in that same case. Obviously, if you have a smaller case designed
for microATX or FlexATX, you can’t put the larger Mini-ATX or full-size ATX boards in that case.

DTX and Mini-DTX

The DTX (and Mini-DTX) specification was released in February 2007 by AMD as smaller variations of
the microATX and FlexATX specifications, respectively. DTX boards are up to 8 inches x 9.6 inches,
whereas Mini-DTX boards are a shorter version at only 8 inches x 6.7 inches. Mini-DTX boards
incorporate only four mounting holes (C, F, H, and J), whereas DTX boards add two more for a total of
six (C, F H, ], L, and M). Refer to Figure 4.18 for the respective hole locations. The size of the DTX and
Mini-DTX boards as they relate to FlexATX are shown in Table 4.5. The narrow 8-inch width for both
DTX and Mini-DTX boards allows for only two expansion slots. Although AMD no longer supports
DTX and Mini-DTX, some vendors produced Intel Atom-based systems based on the Mini-DTX
standard. DTX and Mini-DTX have been replaced by Mini-ITX. Motherboards produced in these form
factors can be installed in microATX, FlexATX cases, or Mini-ITX cases.



Motherboard Form Factors | Chapter 4 187

ITX

and Mini-ITX

FlexATX defines a board that is up to 9 inches x 7.5 inches. A FlexATX board can be smaller than
that, but how much smaller? By analyzing the FlexATX specification—and, in particular, studying the
required mounting screw locations—you can see that a FlexATX board could be made small enough to
use only four mounting holes (C, F, H, and J). Refer to Figure 4.18 for the respective hole locations.

According to the FlexATX standard, the distance between holes H and ] is 6.2 inches, and the distance
between hole J and the right edge of the board is 0.25 inches. By leaving the same margin from

hole H to the left edge, you could make a board with a minimum width of 6.7 inches (0.25 inches

+ 6.2 inches + 0.25 inches) that would conform to the FlexATX specification. Similarly, the distance
between holes C and H is 6.1 inches, and the distance between hole C and the back edge of the

board is 0.4 inches. By leaving a minimum 0.2-inch margin from hole H to the front edge, you could
make a board with a minimum depth of 6.7 inches (0.4 inches + 6.1 inches + 0.2 inches) that would
conform to the FlexATX specification. By combining the minimum width and depth, you can see that
the minimum board size that would conform to the FlexATX specification is 6.7 inches x 6.7 inches
(170mm x 170mm).

VIA Technologies Platform Solutions Division wanted to create a motherboard as small as possible, yet
not define a completely new and incompatible form factor. To accomplish this, in March 2001 VIA
created a board that was slightly narrower in width (8.5 inches instead of 9 inches) but still the same
depth as FlexATX, resulting in a board that was 6% smaller and yet still conformed to the FlexATX
specification. VIA called this ITX but then realized that the size savings were simply too small to
justify developing it further, so it was discontinued before any products were released.

In April 2002, VIA created an even smaller board that featured the absolute minimum width and
depth dimensions allowed by FlexATX. The company called it Mini-ITX. In essence, all Mini-ITX
boards are simply FlexATX boards that are limited to the minimum allowable dimensions. All
other aspects, including the I/O aperture size and location, screw hole locations, and power supply
connections, are pure FlexATX. A Mini-ITX board fits in any chassis that accepts a FlexATX board;
however, larger boards will not fit into a Mini-ITX chassis.

The Mini-ITX form factor was designed by VIA especially to support VIA’s low-power embedded
processors. Originally designed for the Eden ESP and C3 E-Series processors, VIA currently produces
Mini-ITX motherboards that support VIA’s Quad-core E-series processors with clock speeds exceeding
1GHz. However, third-party vendors have also adopted this form factor for use with low-power
netbook-class chips such as Intel’s Atom and AMD’s E- and C-series APUs, as well as with more
powerful processors such as Intel’s Core i3, Core i5, and Core i7, and AMD’s Phenom, Athlon 64 X2,
Athlon 64, Athlon II, Phenom II, or Sempron 100. Mini-ITX systems that use these processors can
be used as multimedia servers and small form factor PCs as well as for set-top boxes and computing
appliances.

The size of the DTX and ITX families of motherboards as they relate to FlexATX is shown in Table 4.5.

Table 4.5 Comparing FlexATX to DTX and ITX Motherboard Families Form Factors

Size Comparison

Form Factor Max. Width Max. Depth Max. Area to FlexATX
DTX 8.0 in. (203mm) 9.6 in. (244mm) 77 sq. in. (495 sg. cm) 14% larger
FlexATX 9.0 in. (229mm) 7.5in. (191mm) 68 sq. in. (435 sg. cm) —

ITX 8.5 in. (215mm) 7.5in. (191mm) 64 sq. in. (411 sq. cm) 6% smaller
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Table 4.5 Continued

Size Comparison

Form Factor Max. Width Max. Depth Max. Area to FlexATX
Mini-DTX 8.0 in. (203mm) 6.7 in. (170mm) 54 sq. in. (346 sq. cm) 21% smaller
Mini-ITX 6.7 in. (170mm) 6.7 in. (170mm) 45 sq. in. (290 sq. cm) 34% smaller
Nano-ITX 4.7 in. (120mm) 4.7 in. (120mm) 22 sq. in. (144 sq. cm) 67% smaller
Pico-ITX 3.9 in. (100mm) 2.8 in. (72mm) 11 sq. in. (72 sq. cm) 83% smaller

Whereas the still-born ITX format was virtually the same as FlexATX in size (which is probably why it
was discontinued before any were sold), the Mini, Nano, and Pico-ITX form factors are considerably
smaller than FlexATX, as is the mini-DTX.

To take advantage of the smaller Mini-ITX format, several chassis makers have produced small chassis
to fit these boards. Most are the shape of a small cube, with one floppy and one optical drive bay vis-
ible from the front. The layout of a typical Mini-ITX motherboard, the ASRock M67M-ITX, is shown

in Figure 4.19. Nano-ITX and Pico-ITX can fit into slimline (half-U) cases that can be used horizontally

or vertically.

24-pin
ATX power —
connector

Intel

DDR3 memory slots (2)

H67 chipset

SATA 6Gbps _I:

SATA 3Gbps

Rear Port

1 Joo)

Socket

cluster

(o)e)

=l
==

1155

—PCle x16
slot

©6O
CXC,
EfC)

FIGURE 4.19 Top and rear views of the ASRock H67M-ITX motherboard, a third-party Mini-ITX
motherboard with support for interchangeable processors and PCle video.
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Mini-ITX motherboards can offer a full range of input-output ports. And, although designs that use
VIA processors typically feature soldered-in place processors and lack PCle expansion slots, designs
that use Intel or AMD processors support a wide range of processors and feature a PCle slot. However,

Mini-ITX and smaller motherboards in the family are not suitable when you need a highly expandable

system (most feature only one expansion slot) or when you plan to use processors with more than
100W thermal design power (TDP).

The smaller Nano-ITX and Pico-ITX motherboards use soldered-in-place low-power netbook/
embedded-class processors from VIA, Intel, or AMD.

Note

The official site for ITX information is www.viaembedded.com/en/. The site www.mini-itx.com is often mistaken for an
official site, but it is actually a vendor that specializes in ITX systems and component sales.

Proprietary Designs
Motherboards that are not one of the industry standard form factors, such as any of the ATX, DTX,
or ITX formats, are deemed proprietary or semiproprietary. Although these were once common, major
computer vendors and component vendors alike stopped using proprietary motherboards for their
desktop computers some years ago.

Although major-brand desktop computers have used standard form-factor motherboards for several
years, your ability to upgrade these systems is still limited by the licensing of Microsoft Windows to
the original manufacturer’s motherboards. If you replace the motherboard, you will need to purchase
a new version of Windows. This is one of the reasons I prefer to build my own systems. To learn more
about that process, see Chapter 18, “Building or Upgrading Systems.”

Processor Sockets/Slots

The CPU is installed in either a socket or a slot, depending on the type of chip.

Starting with the 486 processors, Intel designed the processor to be a user-installable and replaceable
part and developed standards for CPU sockets and slots that would allow different models of the
same basic processor to plug in. One key innovation was to use a zero insertion force (ZIF) socket
design, which meant that you could easily install or remove the processor with no tools. ZIF sockets
use a lever to engage or release the grip on the chip, and with the lever released, the chip can be
easily inserted or removed. The ZIF sockets were given a designation that was usually imprinted or
embossed on the socket indicating what type it was. Different socket types accepted different families

of processors. If you know the type of socket or slot on your motherboard, you essentially know which

types of processors are designed to plug in.
4« See the Chapter 3 section "Processor Socket and Slof Types,” p. 81.

Table 4.6 shows the designations for the various industry-standard processor sockets/slots and lists the
chips designed to plug into them.


http://www.viaembedded.com/en/
http://www.mini-itx.com

190

Chapter 4

Motherboards and Buses

Table 4.6 CPU Socket Specifications

System
Class Socket Pins Layout Voltage Supported Processors
Intel 486 Socket 1 169 17x17 PGA 5V Intel 486 SX/SX2, DX/DX2, DX4
OverDrive
Socket 2 238 19x19 PGA 5V Intel 486 SX/SX2, DX/DX2, DX4,
DX4 OverDrive, 486 Pentium
OverDrive
Socket 3 237 19x19 PGA 5V/3.3V Intel 486 SX/SX2, DX/DX2, DX4,
DX4 OverDrive, 486 Pentium
OverDrive, AMD Am486, Am5x86
Socket 6* 235 19x19 PGA 3.3V Intel 486 DX4, 486 Pentium
OverDrive
Intel 586 Socket 4 273 21x21 PGA 5V Intel Pentium 60/66, OverDrive
(Pentium) Socket 5 320 37x37 SPGA  3.3V/3.5V Intel Pentium 75-133, OverDrive
Socket 7 321 37x37 SPGA  VRM Intel Pentium 75-233+, MMX,
OverDrive, AMD K5/K6, Cyrix
6x86/M1/Mll
Intel 686 Socket 8 387 Dual-pattern ~ Auto VRM Intel Pentium Pro, Pentium I
(Pentium 11/111) SPGA OverDrive
Slot 1 (SC242) 242 242-pin slot Auto VRM Intel Pentium II/1ll SECC, Celeron
SEPP, VIA/Cyrix l/C3
Socket 370 370 37x37 SPGA  Auto VRM Intel Celeron/Pentium Il PPGA/
FC-PGA, VIA/Cyrix IIl/C3
Intel Pentium Socket 423 423 39x39 SPGA  Auto VRM Intel Pentium 4 FC-PGA
4/Core
Socket 478 478 26x26 Auto VRM Intel Pentium 4/Celeron FC-PGA2,
mPGA Celeron D
LGA775 (Socket T) 775 30x33 LGA Auto VRM Intel Pentium 4/Extreme Edition,
Pentium D, Celeron D, Pentium
Dual-Core, Core 2 Duo/Extreme/
Quad, Xeon
LGA1155 (Socket H2) 1155 40x40 LGA Auto VRM Second-generation Intel Pentium,
Core i-series, Xeon
LGA1156 (Socket H) 1156 40x40 LGA Auto VRM First-generation Intel Pentium, Core
i-series, Xeon
LGA1366 (Socket B) 1366 41x43 LGA Auto VRM First-generation Intel Core i-series,
Xeon
LGA1356 (Socket B) 1356 41x43 LGA Auto VRM Second-/Third-generation Intel Core
i-series, Xeon
LGA2011 (Socket R) 2011 58x43 LGA Auto VRM Second-/Third-generation Intel Core

i7-E Series, Xeon
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System
Class Socket Pins Layout Voltage Supported Processors
LGA 1150 (Socket 1150 40x40 LGA Auto VRM Fourth-generation Intel Core i3,
H3) i5,i7
LGA 2011-3 2011 58x43 LGA Auto VRM Haswell-E and Haswell-EP fourth-
generation Intel Core i7-series
AMD K7 Slot A 242 242-pin slot Auto VRM AMD Athlon SECC
Socket A (462) 462 37%x37 SPGA  Auto VRM AMD Athlon, Athlon XP/MP, Duron,
Sempron, Geode NX
AMD K8 Socket 754 754 29x29 Auto VRM AMD Athlon 64, Sempron
mPGA
Socket 939 939 31x31 Auto VRM AMD Athlon 64/64 FX/64 X2,
mPGA Sempron, Opteron
Socket 940 940 31x31 Auto VRM AMD Athlon 64 FX, Opteron
mPGA
Socket AM2 940 31x31 Auto VRM AMD Athlon 64/64 FX/64 X2,
mPGA Sempron, Opteron, Phenom
Socket AM2+ 940 31x31 Auto VRM AMD Athlon 64/64 X2, Opteron,
mPGA Phenom X2/X3/X4/1l X4
Socket AM3 941 31x31 Auto VRM AMD Athlon I, Phenom II, Sempron
mPGA
Socket AM3+ 942 31x31 Auto VRM AMD “Bulldozer” core processors
mPGA
Socket F (1207 FX) 1207 35%35 x2 Auto VRM AMD Athlon 64 FX, Opteron
LGA
Socket FM1 905 31x31 Auto VRM AMD “Llano” Fusion core
mPGA processors
Socket FM2 904 31x31 Auto VRM AMD “Trinity” Fusion core
mPGA processors
Server and Slot 2 (SC330) 330 330-pin slot Auto VRM Intel Pentium 11/1ll Xeon
Workstation
Socket PAC418 418 38x22 split Auto VRM Intel ltanium
SPGA
Socket PAC611 611 25%28 Auto VRM ltanium 2
mPGA
Socket 603 603 31x25 Auto VRM Intel Xeon
mPGA
Socket 604 604 31x25 Auto VRM Intel Xeon
mPGA
LGA 771 (Socket J) 771 30x33 LGA Auto VRM Intel Core 2 Extreme, Xeon
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Table 4.6 Continued

System
Class Socket Pins Layout Voltage Supported Processors
Socket 940 940 31x31 Auto VRM AMD Athlon 64FX
mPGA
Socket F (1207 FX) 1207 35%x35 x2 Auto VRM AMD Athlon 64 FX, Opteron
LGA
Socket G34 1974 olGA Auto VRM AMD Opteron “Magny-Cours
MCM,” “Interlagos”
Socket C32 1207  olGA Auto VRM AMD Opteron “Lisbon,” “Valencia”

* Socket 6 was never actually implemented in systems.
FC-PGA = Flip-chip pin grid array
FC-PGA2 = FC-PGA with an integrated heat spreader

mPGA = Micro pin grid array
VRM = Voltage regulator module with variable voltage
output determined by module type or manual jumpers

(IHS)
OverDrive = Retail upgrade processors
PAC = Pin array cartridge
PGA = Pin grid array
PPGA = Plastic pin grid array
SECC = Single edge contact cartridge
SEPP = Single edge processor package
SPGA = Staggered pin grid array

Auto VRM = Voltage regulator module with automatic
voltage selection determined by processor voltage ID
(VID) pins

0LGA = organic LGA

Core i-series second-generation = “Sandy Bridge”

Core i-series third-generation = “Ivy Bridge”

Core i-series fourth generation = “Haswell”

Originally, all processors were mounted in sockets (or soldered directly to the motherboard). However,
both Intel and AMD temporarily shifted to a slot-based approach for their processors in the late

1990s because the processors began incorporating built-in L2 cache, purchased as separate chips from
third-party Static RAM (SRAM) memory chip manufacturers. Therefore, the processor then consisted
not of one but of several chips, all mounted on a daughterboard that was then plugged into a slot

in the motherboard. This worked well, but there were additional expenses in the extra cache chips,
the daughterboard itself, the slot, optional casings or packaging, and the support mechanisms and
physical stands and latches for the processor and heatsink. All in all, slot-based processors were
expensive to produce compared to the previous socketed versions. With the advent of the second-
generation Celeron, Intel began integrating the L2 cache directly into the processor die, meaning no
extra chips were required. The second-generation (code-named Coppermine) Pentium III also received
on-die L2 cache, as did the second-generation Athlon (code-named Thunderbird) processor from AMD.
With on-die L2 cache, the processor was back to being a single chip again, which also meant that
mounting it on a separate board plugged into a slot was unnecessary. All modern processors now have
integrated L2 cache (and most high-end processors from Intel and AMD also have large integrated L3
cache) and use the socket form. As a bonus, on-die cache runs at full processor speed, instead of the
one-half or one-third speed of the cache in slot-based processors.

h [
Chipsets
We can’t talk about modern motherboards without discussing chipsets. The chipset is the motherboard;

therefore, any two boards with the same chipsets offer essentially the same level of performance and
features.



Chipsets | Chapter 4 193

Depending on the model, the chipset might contain the processor bus interface (called front side bus,
or FSB), memory controllers, bus controllers, I/O controllers, and more. All the primary circuits of the
motherboard are contained within the chipset. If the processor in your PC is like the engine in your
car, the chipset represents the drivetrain and chassis. It is the framework in which the engine rests
and is its connection to the outside world. The chipset is the frame, suspension, steering, wheels and
tires, transmission, drive shaft, differential, and brakes. The chassis in your car is what gets the power
to the ground, enabling the vehicle to start, stop, and corner. In the PC, the chipset represents the
connection between the processor and everything else. The processor can’t talk to the adapter boards,
devices, memory (in some models), and so on without going through the chipset. If you think of the
processor as the brain, the chipset is the spine and central nervous system.

Because the chipset controls the interface or connections between the processor and just about
everything else, the chipset ends up dictating which type of processor you have; how fast the buses
run; and in some cases what speed, type, and amount of memory you can use. In fact, the chipset
might be the single most important component in your system—possibly even more important than
the processor. I've seen systems with a slower processor but a better chipset outperform systems with

a faster processor, much like how a car with less power might win a race through better cornering and
braking. When deciding on a system, I often start by choosing the chipset because the chipset decision
dictates the processor, I/O, and expansion capabilities.

Chipset Evolution

When IBM created the first PC motherboards, it used several discrete (separate) chips to complete

the design. Besides the processor and optional math coprocessor, many other components were
required to complete the system. These other components included items such as the clock generator,
bus controller, system timer, interrupt and DMA controllers, CMOS RAM and clock, and keyboard
controller. Additionally, many other simple logic chips were used to complete the entire motherboard
circuit, plus, of course, things such as the actual processor, math coprocessor (floating-point unit),
memory, and other parts. Table 4.7 lists all the primary chip components used on the original PC/XT
and AT motherboards.

Table 4.7 Primary Chip Components on PC/XT and AT Motherboards

Chip Function PC/XT Version AT Version
Processor 8088 80286
Math coprocessor (floating-point unit) 8087 80287
Clock generator 8284 82284

Bus controller 8288 82288
System timer 8253 8254
Low-order interrupt controller 8259 8259
High-order interrupt controller — 8259
Low-order DMA controller 8237 8237
High-order DMA controller — 8237
CMOS RAM/real-time clock — MC146818

Keyboard controller 8255 8042
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In addition to the processor/coprocessor, a six-chip set was used to implement the primary mother-
board circuit in the original PC and XT systems. IBM later upgraded this to a nine-chip design in the
AT and later systems, mainly by adding more interrupt and DMA controller chips and the nonvolatile
Complementary Metal Oxide Semiconductor (CMOS) RAM/real-time clock chip. All these mother-
board chip components came from Intel or an Intel-licensed manufacturer, except the CMOS/clock
chip, which came from Motorola. Building a clone or copy of one of these IBM systems required all
these chips plus many smaller discrete logic chips to glue the design together, totaling 100 or more
individual chips. This kept the price of a motherboard high and left little room on the board to inte-
grate other functions.

In 1986, a company called Chips and Technologies introduced a revolutionary component called the
82C206—the main part of the first PC motherboard chipset. This was a single chip that integrated

all the functions of the main motherboard chips in an AT-compatible system. This chip included the
functions of the 82284 clock generator, 82288 bus controller, 8254 system timer, dual 8259 interrupt
controllers, dual 8237 DMA controllers, and even MC146818 CMOS/clock chip. Besides the processor,
virtually all the major chip components on a PC motherboard could now be replaced by a single chip.
Four other chips augmented the 82C206 acting as buffers and memory controllers, thus completing
virtually the entire motherboard circuit with five total chips. This first chipset was called the CS8220
chipset by Chips and Technologies. Needless to say, this was a revolutionary concept in PC mother-
board manufacturing. Not only did it greatly reduce the cost of building a PC motherboard, but it
also made designing a motherboard much easier. The reduced component count meant the boards
had more room for integrating other items formerly found on expansion cards. Later, the four chips
augmenting the 82C206 were replaced by a new set of only three chips, and the entire set was called
the New Enhanced AT (NEAT) CS8221 chipset. This was later followed by the 82C836 Single Chip AT
(SCAT) chipset, which finally condensed all the chips in the set to a single chip.

Other chip manufacturers rapidly copied the chipset idea. Companies such as Acer, Erso, Opti, Suntac,
Symphony, UMC, and VLSI each gained an important share of this market. Unfortunately for many of
them, the chipset market has been a volatile one, and many of them have long since gone out of busi-
ness. In 1993, VLSI had become the dominant force in the chipset market and had the majority of the
market share; by the next year, VLSI (which later was merged into Philips Semiconductors), along with
virtually everybody else in the chipset market, was fighting to stay alive. This is because a new chipset
manufacturer had come on the scene, and within a year or so of getting serious, it was totally domi-
nating the chipset market. That company was Intel, and after 1994, it had a virtual lock on the chipset
market. If you have a motherboard built since 1994 that uses or accepts an Intel processor, chances are
good that it has an Intel chipset on it as well.

Although ATI (prior to its merger with AMD), NVIDIA, VIA Technologies, and Silicon Integrated
Systems (SiS) provided a wide variety of alternatives to Intel chipsets during the first decade of the
twenty-first century, Intel is once again the sole maker of chipsets for its current processors.

What happened to Intel’s former rivals? AMD has focused its former ATI chipset business squarely
on making chipsets for its own processors, whereas VIA Technologies is primarily an embedded CPU/
motherboard builder and SiS now focuses on HDTV and streaming media. The last rival to Intel,
NVIDIA, was unable to reach agreement with Intel over support for the new Core i-series processors
and stopped developing chipsets for Intel in late 2009.

If you use current models of AMD processors, you can choose from motherboards that use either AMD
or NVIDIA chipsets.

It is interesting to note that the original PC chipset maker, Chips and Technologies, survived by
changing course to design and manufacture video chips and found a niche in that market specifically
for laptop and notebook video chipsets. Chips and Technologies was subsequently purchased by Intel
in 1998 as part of Intel’s video strategy.
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Intel Chipsets

You can’t talk about chipsets today without discussing Intel because it currently owns the majority of
the chipset market. It is interesting to note that we probably have Compagq to thank for forcing Intel
into the chipset business in the first place!

The thing that started it all was the introduction of the Enhanced Industry Standard Architecture
(EISA) bus designed by Compagq in 1989. At that time, Compaq had shared the bus with other
manufacturers in an attempt to make it a market standard. However, Compaq refused to share its EISA
bus chipset—a set of custom chips necessary to implement this bus on a motherboard.

Enter Intel, who decided to fill the chipset void for the rest of the PC manufacturers wanting to build
EISA bus motherboards. As is well known today, the EISA bus failed to become a market success,
except for a short-term niche server business, but Intel now had a taste of the chipset business—and
this it apparently wouldn’t forget. With the introduction of the 286 and 386 processors, Intel became
impatient with how long it took the other chipset companies to create chipsets around its new
processor designs; this delayed the introduction of motherboards that supported the new processors.
For example, it took more than two years after the 286 processor was introduced for the first 286
motherboards to appear and just over a year for the first 386 motherboards to appear after the 386
had been introduced. Intel couldn’t sell its processors in volume until other manufacturers made
motherboards that would support them, so it thought that by developing motherboard chipsets for

a new processor in parallel with the new processor, it could jumpstart the motherboard business by
providing ready-made chipsets for the motherboard manufacturers to use.

Intel tested this by introducing the 420 series chipsets along with its 486 processor in April 1989. This
enabled the motherboard companies to get busy right away, and in only a few months the first 486
motherboards appeared. Of course, the other chipset manufacturers weren’t happy; now they had
Intel as a competitor, and Intel would always have chipsets for new processors on the market first!

Intel then realized that it made both processors and chipsets, which were 90% of the components on
a typical motherboard. What better way to ensure that motherboards were available for its Pentium
processor when it was introduced than by making its own motherboards as well and having these
boards ready on the new processor’s introduction date? When the first Pentium processor debuted in
1993, Intel also debuted the 430LX chipset as well as a fully finished motherboard. Now, besides the
chipset companies being upset, the motherboard companies weren’t too happy, either. Not only was
Intel the major supplier of parts needed to build finished boards (processors and chipsets), but it also
was now building and selling the finished boards as well. By 1994, Intel dominated the processor and
chipset markets and had cornered the motherboard market as well.

Since then, as Intel develops new processors, it develops chipsets and motherboards simultaneously,
which means they can be announced and shipped in unison. This eliminates the delay between
introducing new processors and waiting for motherboards and systems capable of using them, which
was common in the industry’s early days. For the consumer, this means no waiting for new systems.
Since the original Pentium processor in 1993, we have been able to purchase ready-made systems on
the same day a new processor is released.

Intel Chipset Model Numbers

Starting with the 486 in 1989, Intel began a pattern of numbering its chipsets as shown in Table 4.8.
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Table 4.8 Intel Chipset Model Numbers

Chipset Series Supported Processors and Other Features

420xx P4 (486)

430xx P5 (Pentium), EDO memory

440xx P6 (Pentium Pro/PIl/PIll), AGP, SDRAM memory

450xx P6 workstation (Pentium Pro/Pll/Plll Xeon), SDRAM memory

8xx PIl/Plll/P4, AGP, DDR memory

9xx Pentium 4/D, Core 2, PCl Express, DDR2 memory

3x Core 2, PC| Express, DDR2/DDR3 memory

4x Core 2, PCl Express 2.x, DDR2/DDR3 memory

5x Original Core i-series, PCl Express 2.x

6x Second-generation Core i-series, PCl Express 2.x. SATA 6Gbps, DMI 2.0

7x Third-generation Core i-series, PCl Express 3.x

8x Fourth-generation Core i-series, more PCl Express 3.x, more SATA 6Gps ports
9x Refreshed fourth-generation and new fifth-generation Core i series, PCle M.2

The chipset numbers listed here are abbreviations of the actual chipset numbers stamped on the
individual chips. For example, one of the popular Pentium II/III chipsets was the Intel 440BX chip-
set, which consisted of two components: the 82443BX North Bridge and the 82371EB southbridge.
Likewise, the 865G chipset supports the Pentium 4 and consists of two main parts: the 82865G graph-
ics memory controller hub (GMCH; replaces the North Bridge and includes integrated video) and

an 82801EB or 82801EBR I/O controller hub (ICHS or ICHSR; replaces the southbridge). Finally, the
768 chipset supports Socket LGA1155 versions of the second-generation Core i7 and i5 Series proces-
sors. The Z68 uses the 827268 chip; like other 6-series chipsets and their successors, it is a single-chip
chipset.

Intel has used three distinct chipset architectures:

B North/southbridge (used by 400-series chipsets)
B Hub (used by 800-series, 900-series, 3x, 4x, and 5x chipsets)
B Single-chip (used by 6x, 7x, 8x, and 9x series chipsets)

Tip

On older systems, you might be able to identify the chipset by reading the logo (Intel or others) as well as the part number
and letter combinations on the larger chips on your motherboard. However, on all recent motherboards, the North Bridge/
GMCH/MCH/IOH chip on recent motherboards is covered up with a passive or active heatsink, and virtually all recent
motherboards use a heatsink on the southbridge or ICH chip [when present). To determine the chipset used in these
systems, | recommend software such as the Intel Chipset Identification Utility (http:/ /downloadmirror.intel.com/ 18498/
eng/ ChipUtil.exe] or CPU-Z (http://cpuid.com).
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Intel Integrated Graphics Architecture

Intel began producing motherboard chipsets with integrated video starting with the 810 chipset in
April 1999. Intel took this a step further in January 2010 when it introduced the first processors with
integrated video, the Clarkdale Core i-series processors. By building the graphics directly into the
motherboard chipset or processor, no other graphics chip or video memory was required, meaning
video could be essentially included in a PC for “free.” Many of the processors and chipsets including
integrated graphics also support slots for graphics cards, meaning that the integrated graphics could
easily be upgraded by adding one or more discrete graphics cards.

See Table 11.2 in Chapter 11, “Video Hardware,” for the types and features for the integrated graphics
available in Intel motherboard chipsets and processors over the years.

AMD Integrated Graphics Architecture

Before its takeover by AMD, ATI offered a number of chipsets with integrated graphics, and AMD
has continued to do so. AMD'’s accelerated processing units (APUs), which combine the CPU with
video, was first released in early 2011 for use in notebook and netbook products, and by mid-2011
for desktop computers. Although AMD’s APU products have come to market later than Intel’s CPU-
integrated products, t they are built on its former ATI division’s long experience with all levels of
graphic processing.

Note

Traditionally, integrated video has never been fast enough for serious gamers or other users requiring high-speed displays.

Instead, infegrated video can offer reasonable graphics performance for virtually no cost. However, the new generation of

CPUs incorporating graphics now rival mid-range graphics cards.

| often recommend using processors or motherboards that feature integrated graphics as well as a slot for adding a video
card later; that way you can sfart by saving money using the infegrated graphics and have the option fo later upgrade to

a higher performance video solution by merely adding a card.

P> See the Chapter 11 sections “Integrated Video,/Motherboard Chipsets,” p. 659, and “CPUs with Integrated
Video,” p. 663.

Traditional North/Southbridge Architecture

Most of Intel’s earlier chipsets as well as earlier non-Intel chipsets use a multitiered architecture
incorporating what are referred to as North and southbridge components, as well as a Super I/O chip:

H North Bridge—So named because it is the connection between the high-speed processor bus
and the slower accelerated graphics port (AGP) and Peripheral Component Interconnect (PCI)
buses. The North Bridge is what the chipset is named after, meaning that, for example, what we
call the 440BX chipset is derived from the fact that the actual North Bridge chip part number for
that set is 82443BX.

B Southbridge—So named because it is the bridge between the PCI bus (66/33MHz) and the
even slower ISA bus (8MHz).

B Super I/0 chip—It’s a separate chip attached to the ISA bus that is not really considered part
of the chipset and often came from a third party, such as National Semiconductor or Standard
MicroSystems Corp. (SMSC). The Super I/O chip included commonly used peripheral items com-
bined into a single chip. Note that more recent southbridge chips include Super I/O functions
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(such chips are known as Super-southbridge chips), so the most recent motherboards based on a
North/southbridge architecture no longer include a separate Super I/O chip.

»» See "Super |/O Chips,” p. 244.

Figure 4.20 shows a typical AMD Socket A motherboard using North/southbridge architecture with the
locations of all chips and components.

AC '97 Audio Codec chip AGP Pro MIDI/Joystick
(for built-in audio) slot port Parallel port USB ports

iﬂoondneen;ttljr; — PS/2 mouse

) i and keyboard
Video/Audio ports
In connector

Audio/Modem

Riser (AMR) Socket A

connector (Socket 462)

+—— for AMD Athlon/Duron
processors

PCI slots (5) —

Chipset:
|_ North Bridge

— ATX power
supply (20-pin)
connector

USB header @
cable connector i

(for front-mounted 1
USB ports) — H

— DIMM slots

Flash BIOS and Battery IDE connectors Floppy connector
socket for optional
sef:ond flash BIOS L Ghipset: Super-South Bridge
chip (South Bridge plus Super I/0)

FIGURE 4.20 A typical Socket A (AMD Athlon/Duron) motherboard showing component locations.

The North Bridge was sometimes referred to as the PAC (PCI/AGP Controller). It is essentially the
main component of the motherboard and is the only motherboard circuit besides the processor that
normally runs at full motherboard (processor bus) speed. Most modern chipsets use a single-chip
North Bridge; however, some of the older ones actually consisted of up to three individual chips to
make up the complete North Bridge circuit.

The southbridge is the lower-speed component in the chipset and has always been a single chip. The
southbridge is a somewhat interchangeable component in that different chipsets (North Bridge chips)
often are designed to use the same southbridge component. This modular design of the chipset allows
for lower cost and greater flexibility for motherboard manufacturers. Similarly, many vendors produce
several versions of pin-compatible southbridge chips with different features to enable more flexible
and lower-cost manufacturing and design.
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The southbridge connects to the 33MHz PCI bus and contains the interface or bridge to the 8MHz
ISA bus (if present). It also typically contains dual ATA/IDE hard disk controller interfaces, one or
more USB interfaces, and in later designs even the CMOS RAM and real-time clock functions. In
older designs, the southbridge contained all the components that make up the ISA bus, including the
interrupt and DMA controllers.

The third motherboard component, the Super 1/O chip, is connected to the 8MHz ISA bus or the low
pin count (LPC) bus and contains all the standard peripherals that are built into a motherboard. For
example, most Super I/O chips contain the serial ports, parallel port, floppy controller, and keyboard/
mouse interface. Optionally, they might contain the CMOS RAM/clock, IDE controllers, and game
port interface as well. Systems that integrate IEEE 1394 and SCSI ports use separate chips for these

port types.

Most recent motherboards that use North/southbridge chipset designs incorporate a Super-
southbridge, which incorporates the southbridge and Super I/O functions into a single chip.

Hub Architecture

Beginning in 1999, chipsets from Intel began using hub architectures in which the former North
Bridge chip is now called a Memory Controller Hub (MCH) or an I/O Hub (IOH) and the former
southbridge is called an I/O Controller Hub (ICH). Systems that include integrated graphics use

a Graphics Memory Controller Hub (GMCH) in place of the standard MCH. Rather than being
connected through the PCI bus as in a standard North/southbridge design, they are connected via a
dedicated hub interface that is at least twice as fast as PCI. The hub design offers several advantages
over the conventional North/southbridge design:

B It’s faster—The Accelerated Hub Architecture (AHA) interface that the 8xx series uses has twice
the throughput of PCI. The 9xx and newer series chipsets use an even faster version called DMI
(Direct Media Interface), which is 7.5-14 times faster than PCI.

B Reduced PCI loading—The hub interface is independent of PCI and doesn’t share or steal PCI
bus bandwidth for chipset or Super I/O traffic. This improves performance of all other PCI bus—
connected devices because the PCI bus is not involved in these transactions.

H Reduced board wiring—The AHA interface is 8 bits wide and requires 15 signals to be routed
on the motherboard, whereas DMI is 4 bits wide and requires 8 differential pairs of signals.
By comparison, PCI requires that no fewer than 64 signals are routed on the board, causing
increased electromagnetic interference (EMI) generation, greater susceptibility to signal degrada-
tion and noise, and increased board manufacturing costs.

This hub interface design allows for a much greater throughput for PCI devices because there is no
southbridge chip (also carrying traffic from the Super I/O chip) hogging the PCI bus. Due to bypassing
PCI, the hub interface also enables greater throughput for devices directly connected to the I/O
controller hub (formerly the southbridge), such as the higher-speed ATA-100/133, Serial ATA 3Gbps,
and USB interfaces.

There are two main variations on the hub interface:

H AHA (Accelerated Hub Architecture)—Used by the 8xx series of chipsets. AHA is a 4X
(quad-clocked) 66MHz 8-bit (4 x 66MHz x 1 byte = 266MBps) interface, which has twice the
throughput of PCI (33MHz x 32 bits = 133MBps).

H DMI (Direct Media Interface)—Used by the 9xx and later series chipsets. DMI is basically a
dedicated four-lane (4-bit-wide) PCI Express connection allowing for 1GBps (250GHz x 4 bits) in
each direction simultaneously, which is 7.5-14 times faster than PCI. DMI 2.0 was introduced in
2011, and runs at 2GBps in each direction simultaneously.
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These hub interface designs are also economical, being only 4 or 8 bits wide. Although this seems too
narrow to be useful, there is a reason for the design. The lower pin count for the AHA and DMI hub
connections means that less circuit routing exists on the board, less signal noise and jitter occur, and
the chips have many fewer pins, making them smaller and more economical to produce. So, by virtue
of a narrow—but fast—design, the hub interface achieves high performance with less cost and more
signal integrity than with the previous North/southbridge design.

The ICH also includes a new LPC bus, consisting basically of a stripped 4-bit-wide version of PCI
designed primarily to support the motherboard ROM BIOS and Super I/O chips. Because the same
four signals for data, address, and command functions are used, only 9 other signals are necessary

to implement the bus, for a total of 13 signals. This dramatically reduces the number of traces
connecting the ROM BIOS chip and Super I/O chips in a system as compared to the 98 ISA bus signals
necessary for older North/southbridge chipsets that used ISA as the interface to those devices. The LPC
bus has a maximum bandwidth of 16.67MBps, which is much faster than ISA and more than enough
to support devices such as ROM BIOS and Super 1/O chips.

Figure 4.21 shows a typical Intel chipset-based motherboard that uses hub architecture.

1. PCI expansion slots (4) 8. ICH (I/0 Controller Hub) aka South Bridge
2. PCIl Express x1 slots (2) 9. SATA/RAID host adapter connectors

3. PCI Express x16 slot 10. ATA/IDE host adapter connector

4. Alternate power connector 11. Floppy controller connector

5. ATX12V power supply connector 12. 24-pin ATX power supply connector

6. Socket LGA775 13. Super /O chip

7. MCH (Memory Controller 14. DDR2 DIMM sockets

Hub) aka North Bridge

FIGURE 4.21 Typical PCle-based motherboard showing chipset and other component locations.
[lustration courtesy of Intel Corporation.
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HyperTransport and Other Processor/Chipset Interconnects

Intel is not alone in replacing the slow PCI bus connection between North and southbridge-type

chips with faster architectures that bypass the PCI bus. Currently, AMD uses the HyperTransport bus
for chipset interconnects to support its Socket AM3+ and earlier standard CPUs, but it also uses its
proprietary Unified Media Interface (UMI) for its A-series chipsets for APUs. Be’fore NVIDIA exited

the chipset business in 2010, it also used HyperTransport. HyperTransport, introduced in 2001 by the
HyperTransport Technology Consortium (www.hypertransport.org), transmits packets using a DDR
connection (sending on the rising and falling edges of the clock signal) between the CPU, memory, and

the chipset. 64-bit AMD desktop and most chipset implementations use a single 16-bit link, whereas
64-bit AMD server processors such as the Opteron support up to three 16-bit links. HyperTransport is
used both with dual-chip chipsets and with single-chip chipsets developed by AMD and NVIDIA.

Table 4.9 lists HyperTransport versions and speeds.

Table 4.9 HyperTransport Versions

Maximum Bandwidth When

Version Number (32-Bit Links) Introduced Example Product

1.x 12.8Gbps 2001 AMD Socket 754 processors

2.0 22.4Gbps 2004 AMD Socket 939 processors

3.0 41.6Gbps 2006 AMD Socket AM2+, AM3 processors
3.1 51.2Gbps 2008 AMD Socket AM3+ processors

AMD processors and chipsets supporting HyperTransport use 16-bit links, so actual throughput is lower than shown.

Other companies that have introduced high-speed chipset interconnects include the following:

B VIA—VIA created the V-Link architecture to connect its North and southbridge chips at
speeds matching or exceeding Intel hub architecture. V-Link uses a dedicated 8-bit data bus in
three versions: 4x V-Link, 8x V-Link, and Ultra V-Link. 4x V-Link transfers data at 266MBps
(4 x 66MHz), which is twice the speed of PCI and matches the speed of Intel’s AHA and HI 1.5
hub architectures. 8x V-Link transfers data at 533MBps (4 x 133MHz), which is twice the speed
of Intel’s AHA interface. Ultra V-Link transfers data at 1GBps.

B SiS—SiS’s MuTIOL architecture (also called HyperStreaming) provided performance comparable
to VIA’s 4x V-Link; the second-generation MuTIOL 1G used in more recent SiS’s chipsets
provides performance comparable to VIA’s Ultra V-Link and Intel’s DMI architectures. Chipsets
that support MuTIOL use separate address, DMA, input data, and output data buses for each I/O
bus master. MuTIOL buffers and manages multiple upstream and downstream data transfers over
a bidirectional 16-bit data bus.

B ATI—ATI (now owned by AMD) used a high-speed interconnect called A-Link in its 9100-series
IGP integrated chipsets. A-Link runs at 266MBps, matching Intel’s AHA interface as well as first-
generation V-Link and MuTIOL designs.

In the following sections, let’s examine the popular chipsets used from the 486 to the present.

Intel’s Early 386/486 Chipsets

Intel’s first real PC motherboard chipset was the 82350 chipset for the 386DX and 486 processors.
This chipset was not successful, mainly because the EISA bus was not popular and many other
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manufacturers were making standard 386 and 486 motherboard chipsets at the time. The market
changed quickly, and Intel dropped support for the EISA bus and introduced follow-up 486 chipsets
that were much more successful.

Table 4.10 shows the Intel 486 chipsets.

Table 4.10 Intel 486 Motherboard Chipsets

Chipset 420TX 420EX 420ZX
Code Name Saturn Avries Saturn Il

Date Introduced Nov. 1992 March 1994 March 1994
Processor 5V 486 5V/3.3V 486 5V/3.3V 486
Bus Speed Up to 33MHz Up to 50MHz Up to 33MHz
SMP (Dual CPUs) No No No

Memory Types FPM FPM FPM
Parity/ECC Parity Parity Parity

Max. Memory 128MB 128MB 160MB

L2 Cache Type Async Async Async

PCI Support 2.0 2.0 2.1

AGP Support No No No

AGP = Accelerated graphics port

FPM = Fast page mode

PCI = Peripheral component interconnect

SMP = Symmetric multiprocessing (dual processors)
Note: PCI 2.1 supports concurrent PCI operations.

The 420 series chipsets were the first to introduce the North/southbridge design.

Fifth-Generation (P5 Pentium Class) Chipsets

With the advent of the Pentium processor in March 1993, Intel introduced its first Pentium chipset:
the 430LX chipset (code-named Mercury). This was the first Pentium chipset on the market and set
the stage as Intel captured this lead and ran with it. Other manufacturers took months to a year or
more to get their Pentium chipsets out the door. Since the debut of its Pentium chipsets, Intel has
dominated the chipset market for Intel processors. Table 4.11 shows the Intel Pentium motherboard
chipsets. Note that none of these chipsets supports AGP; Intel first added support for AGP in its
chipsets for the Pentium II/Celeron processors.
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Table 4.11 Intel Pentium Motherboard Chipsets (North Bridge)

Chipset 430LX 430NX 430FX 430MX 430HX 430VX 430TX
Code Name Mercury Neptune Triton Mobile Triton I Triton Ill n/a
Triton
Date Introduced March March Jan. 1995 Oct. 1995  Feb. 1996  Feb. 1996  Feb.
1993 1994 1997
CPU Bus Speed 66MHz 66MHz 66MHz 66MHz 66MHz 66MHz 66MHz
CPUs Supported P60/66 P75+ P75+ P75+ P75+ P75+ P75+
SMP (Dual CPUs) No Yes No No Yes No No
Memory Types FPM FPM FPM/EDO  FPM/EDO FPM/EDO  FPM/EDO/  FPM/
SDRAM EDO/
SDRAM
Parity/ECC Parity Parity Neither Neither Both Neither Neither
Max. Memory 192MB 512MB 128MB 128MB 512MB 128MB 256MB
Max. Cacheable 192MB 512MB 64MB 64MB 512MB 64MB 64MB
L2 Cache Type Async Async Async/ Async/ Async/ Async/ Async/
Pburst Pburst Pburst Pburst Pburst
PCl Support 2.0 2.0 2.0 2.0 2.1 2.1 2.1
AGP Support No No No No No No No
Southbridge SIO SIO PIIX MPIIX PIIX3 PIIX3 PliX4

EDO = Extended data out

FPM = Fast page mode

PIIX = PCI ISA IDE Xcelerator

SDRAM = Synchronous dynamic RAM

SIO = System I/O

SMP = Symmetric multiprocessing (dual processors)

Note

PCl 2.1 and later supports concurrent PCl operations, enabling multiple PCI cards to perform transactions at the same time

for greater speed.

Sixth-Generation (P6 Pentium Pro/Il/Ill Class)
Chipsets

Because the Pentium Pro, Celeron, and Pentium II/III were essentially the same processor with
different cache designs and minor internal revisions, the same chipsets could be used for Socket 8
(Pentium Pro), Socket 370 (Celeron/Pentium III), and Slot 1 (Celeron/Pentium II/III) designs.
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Table 4.12 shows the chipsets used on Pentium Pro motherboards.

Table 4.12 Pentium Pro Motherboard Chipsets (North Bridge)

Chipset 450KX 450GX 440FX
Code Name Orion Orion Server Natoma
Workstation Date Introduced Nov. 1995 Nov. 1995 May 1996
Bus Speed 66MHz 66MHz 66MHz
SMP (Dual CPUs) Yes Yes (up to 4) Yes
Memory Types FPM FPM FPM/EDO/BEDO
quity/ ECC Both Both Both
Maximum Memory 1GB 4GB 1GB

L2 Cache Type In CPU In CPU In CPU
Maximum Cacheable 1GB 4GB 1GB

PCI Support 2.0 2.0 2.1

AGP Support No No No

AGP Speed n/a n/a n/a
Southbridge Various Various PIIX3

AGP = Accelerated graphics port

BEDO = Burst EDO

EDO = Extended data out

FPM = Fast page mode

Pburst = Pipeline burst (synchronous)

PCI = Peripheral Component Interconnect

PIIX = PCI ISA IDE Xcelerator
SDRAM = Synchronous dynamic RAM

SIO = System I/O

SMP = Symmetric multiprocessing (dual processors)

For the Celeron and Pentium II/III motherboards, Intel offered the chipsets in Table 4.13. 4xx series
chipsets incorporate a North/southbridge architecture, whereas 8xx series chipsets support the newer
and faster hub architecture. P6/P7 (Pentium III/Celeron, Pentium 4, and Xeon) processor chipsets
using hub architecture are shown in Table 4.14.
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Table 4.13 P6 Processor Chipsets Using North/Southbridge Architecture

Chipset 440FX 440LX 440EX 440BX 440GX 450NX 440ZX
Code Name Natoma None None None None None None
Date May 1996  Aug. 1997 April April 1998 June 1998 June 1998 Nov. 1998
Introduced 1998
Part 82441FX, 82443LX 82443EX  82443BX 82443GX 82451NX, 82453NX,
Numbers 82442FX 82452NX 82454NX
Bus Speed 66MHz 66MHz 66MHz 66/100MHz  100MHz 100MHz 66/100MHz
Supporfed Pentium Il Pentium Il Celeron Pentium Il/ Pentium Il/ Pentium Il/ Celeron,
Processors IIl, Celeron ll, Xeonpro lll, Xeon Pentium 1I/11l
SMP (Dual Yes Yes No Yes Yes Yes, up to No
CPUs) four
Memory FPM/EDO/  FPM/EDO/ EDO/ SDRAM SDRAM FPM/EDO SDRAM
Types BEDO SDRAM SDRAM
Parity/ ECC Both Both Neither Both Both Both Neither
Maximum 1GB 1GB 256MB 1GB 2GB 8GB 256MB
Memory EDO/512MB
SDRAM
Memory 4 4 2 4 4 4 2
Banks
PCl Support 2.1 2.1 2.1 2.1 2.1 2.1 2.1
AGP Support  No AGP 2x AGP 2x AGP 2x AGP 2x No AGP 2x
Southbridge 82371SB 82371AB 82371EB  82371EB 82371EB 82371EB 82371EB
(PIIX3) (PlIX4) (PIIX4E) (PIIX4E) (PIIX4E) (PIIX4E) (PIIX4E)
Note

Pentium Pro, Celeron, and Pentium II/IIl CPUs have their secondary caches integrated info the CPU package. Therefore,

cache characterisfics for these machines are not dependent on the chipset but are quite dependent on the processor.
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Table 4.14 P6 (Pentium lll/Celeron) Processor Chipsets Using Hub Architecture

Chipset 810 810E 8153 815E3 815EP

Code Name Whitney Whitney Solano Solano Solano

Date Introduced April 1999 Sept. 1999 June 2000 June 2000 Nov. 2000

Part Number 82810 82810E 82815 82815 82815EP

Bus Speed 66/100MHz 66/100/133MHz ~ 66/100/133MHz  66/100/133MHz  66/100/133MHz

Supported Celeron, Celeron, Pentium Celeron, Pentium Celeron, Pentium Celeron, Pentium

Processors Pentium 1I/11l 1/ /101 /N /11

SMP (dual CPUs) No No No No No

Memory Types EDO SDRAM SDRAM SDRAM SDRAM SDRAM

Memory Speeds PC100 PC100 PC133 PC133 PC133

Pclrity/ECC Neither Neither Neither Neither Neither

Maximum 512MB 512MB 512MB 512MB 512MB

Memory

AGP Slot No No AGP 4x AGP 4x AGP 4x

Integrated Video AGP 2x AGP 2x AGP 2x AGP 2x No

Southbridge (ICH) 82801AA/ AB 82801AA 82801AA 82801BA 82801BA
(ICH/ICHO) (ICH) (ICH) (ICH2) (ICH2)

AGP = Accelerated graphics port
BEDO = Burst EDO

EDO = Extended data out

FPM = Fast page mode

ICH = I/O controller hub

Pburst = Pipeline burst (synchronous)

PCI = Peripheral Component Interconnect
PIIX = PCI ISA IDE Xcelerator

SDRAM = Synchronous dynamic RAM

SIO = System I/O
SMP = Symmetric multiprocessing (dual processors)

Up until the release of the single-chip 6x series, most Intel chipsets were designed as a two-part
system, using a North Bridge (MCH or GMCH in hub-based designs) and a southbridge (ICH in hub-
based designs) component. Often the same southbridge or ICH component can be used with several

different North Bridge (MCH or GMCH) chipsets.

To learn more about the southbridge chips used in Intel 386 and early 486 chipsets, see Chapter 3
of Upgrading and Repairing PCs, 19th Edition, supplied in its entirety on the DVD packaged with this

book.

Several third-party companies also produced chipsets designed to support P6-class processors,
including ALi Corporation (formerly known as Acer Laboratories), VIA Technologies, and SiS. ALi (Acer
Labs, Inc.) spun off its chipset division in 2003 as ULi Electronics; then ULi was acquired by NVIDIA
in 2006. ALi manufactured a variety of chipsets for the P6-class processors. Most of these were similar
in form and function to the Intel offerings.
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820 820E 840 815P 815EG 815G
Camino Camino Carmel Solano Solano Solano
Nov. 1999 June 2000 Oct. 1999 March 2001 Sept. 2001 Sept. 2001
82820 82820 82840 82815EP 82815G 82815G
66/100/133MHz  66/100/133MHz  66/100/133MHz  66/100/133MHz  66/100/133MHz  66/100/133MHz
Pentium II/11l, Pentium II/1l, Pentium lll, Xeon Celeron, Pentium Il Celeron, Pentium Il Celeron, Pentium llI
Celeron Celeron
Yes Yes Yes No No No
RDRAM RDRAM RDRAM SDRAM SDRAM SDRAM
PC800 PC800 PC800 dual- PC100, PC133 PC66, PC100 PC133

channel

Both Both Both Neither Neither Neither
1GB 1GB 4GB 512MB 512MB 512MB
AGP 4x AGP 4x AGP 4x AGP 4x No No
No No No No AGP 2x AGP 2x
82801AA 82801BA 82801AA 82801AA/ 82801BA 82801AA/
(ICH) (ICH2) (ICH) AB (ICH/ICHO) (ICH2) AB (ICH/ICHO)

Seventh/Eighth-Generation (Pentium 4/D,

Core 2, an

Core i) Chipsets

The Pentium 4 and Celeron processors using Socket 423 and those made for Socket 478 are essentially
the same processors with different cache designs and minor internal revisions, so the same chipset can
be used for both processors. The Pentium 4 processor in Socket 775 is different from its predecessors;
consequently, most 9xx-series chipsets support only the Socket 775 version of the Pentium 4, as well
as the newer Core 2 series of processors.

Tables 4.15 and 4.16 show the 8xx-series chipsets Intel made for Pentium 4 and Celeron 4 processors.
These chipsets use Intel’s hub architecture, providing an interconnect speed of 266MBps between the
MCH/GMCH and the ICH chips.
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Table 4.15 Pentium 4 8xx-Series Chipsets from Intel Introduced 2000-2002

Chipset 850 850E 845 845E

Code Name Tehama Tehama-E Brookdale Brookdale-E

Date Introduced Nov. 2000 May 2002 Sept. 2001 (SDRAM);  May 2002
Jan. 2002 (DDR)

Part Number 82850 82850E 82845 82845E

Bus Speeds 400MHz 400/533MHz 400MHz 400/533MHz

Supported Processors

Pentium 4, Celeron

Pentium 4, Celeron

Pentium 4, Celeron

Pentium 4, Celeron

SMP (Dual CPUs) No No No No
Memory Types RDRAM (PC800) RDRAM (PC800, PC133 SDRAM, DDR 200/266
dual-channel 1066 dual-channel) SDRAM SDRAM
Parity/ECC Both Both ECC ECC
Maximum Memory 2GB 2GB (PC800); 1.5GB  2GB (PC2100 2GB
(PC10696) DDR); 3GB (PC133
SDRAM)
Memory Banks 2 2 2 (PC2100); 3 2
(PC133)

PCI Support 2.2 2.2 2.2 2.2
PCl Speed/Width 33MHz/32-bit 33MHz/32-bit 33MHz/32-bit 33MHz/32-bit
AGP Slot AGP 4x (1.5V) AGP 4x (1.5V) AGP 4x (1.5V) AGP 4x (1.5V)
Integrated Video No No No No
Southbridge (Hub) ICH2 ICH2 ICH2 ICH4
Table 4.16 Intel 8xx-Series Chipsets Introduced in 2003 for Pentium 4
Chipset 848P 865P 865PE
Code Name Breeds Hill Springdale-P Springdale-PE
Date Introduced Feb. 2004 May 2003 May 2003
Part Number 82848P 82865P 82865PE
Bus Speeds 800/533/400MHz 533/400MHz 800/533/400MHz
Supported Processors Pentium 4, Celeron, Pentium 4, Celeron, Pentium 4, Celeron,

Celeron D Celeron D Celeron D
SMP (Dual CPUs) No No No
Memory Types DDR266/333/400 single- DDR266/333 dual- DDR333/

channel channel 400 dual-channel
Pdrity/ECC Neither Neither Neither
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845GL 845G 845GE 845GV 845PE
Brookdale-GL Brookdale-G Brookdale-GE Brookdale-GV Brookdale-PE
July 2002 July 2002 Oct. 2002 Oct. 2002 Oct. 2002
82845GL 82845G 82845GE 82845GV 82845PE
400MHz 400/533MHz 400/533MHz 400/533MHz 400/533MHz

Pentium 4, Celeron
No

DDR 200/266
SDRAM

Neither
2GB

2.2
33MHz/32-bit
None

Intel Extreme

Graphics 200MHz
ICH4

Pentium 4, Celeron
No

PC133 SDRAM, DDR
200/266 SDRAM

ECC
2GB

2.2
33MHz/32-bit
AGP 4x (1.5V)

Intel Extreme

Graphics 200MHz
ICH4

Pentium 4, Celeron
No

PC133 SDRAM, DDR
200/266 SDRAM

Neither
2GB

2.2
33MHz/32-bit
AGP 4x (1.5V)

Intel Extreme

Graphics 266MHz
ICH4

Pentium 4, Celeron
No

DDR 333/
266 SDRAM

Neither
2GB

2.2
33MHz/32-bit
None

Intel Extreme

Graphics 200MHz
ICH4

Pentium 4, Celeron
No

DDR 200/266
SDRAM

Neither
2GB

2.2
33MHz/32-bit
AGP 4x (1.5V)
No

ICH4

865G 865GV 875
Springdale-G Springdale-GV Canterwood
May 2003 May 2003 April 2003
82865G 82865GV 82875
800/533/400MHz 800/533/400MHz 800/533MHz

Pentium 4, Celeron, Celeron D Pentium 4, Celeron, Celeron Pentium 4, Celeron, Celeron D

No No No
DDR333/400 dual-channel DDR333/400 dual-channel DDR333/400 dual-channel

Neither Neither ECC
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Table 4.16 Continued

Chipset 848P 865P 865PE
Maximum Memory 2GB 4GB 4GB

Memory Banks 2 2 2

PCI Support 2.3 2.3 2.3

PCl Speed/Width 33MHz/32-bit 33MHz/32-bit 33MHz/32-bit
Video AGP 8x AGP 8x AGP 8x
Integrated Video No No No Graphics 2
Gigoabit (GbE) Ethernet No Yes Yes

Support*

Southbridge (Hub) ICH5/ICH5R ICH5/ICH5R ICH5/ICH5R

*GDbE connects directly to the MCH/GMCH chip, bypassing the PCI bus. It is implemented by the optional
Intel_82547E1 Gigabit Connection chip.

Table 4.17 lists the ICH chips used by 8xx-series Pentium 4/Celeron 4 chipsets made by Intel.

Table 4.17 1/0 Controller Hub Chips for Pentium 4 8xx-Series Chipsets

Chip Name ICHO ICH ICH2

Part Number 82801AB 82801AA 82801BA
ATA Support UDMA-33 UDMA-66 UDMA-100
SATA Support No No No

SATA RAID No No No

USB Support 1C/2P 1C/2P 2C/4P

USB 2.0 No No No
CMOS/Clock Yes Yes Yes

PCI Support 2.2 2.2 2.2

LPC Support Yes Yes Yes

Power Management SMM/ACPI 1.0 SMM/ACPI 1.0 SMM/ACPI 1.0
10/100 Ethernet No No No

ICH = I/O controller hub

SATA = Serial ATA

USB = Universal serial bus

xC/xP = Number of controller/number of ports
ATA = AT attachment (IDE)

UDMA = Ultra-DMA ATA
LPC = Low-pin-count bus
SMM = System management mode

ACPI = Advanced configuration and power interface
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865G 865GV 875

4GB 4GB 4GB

2 2 2

2.3 2.3 2.3
33MHz/32-bit 33MHz/32-bit 33MHz/32-bit
AGP 8x = AGP 8x
Intel Extreme Graphics 2 Intel Extreme No

Yes Yes Yes
ICH5/ICH5R ICH5/ICH5R ICH5/ICH5R
ICH4 ICH5 ICH5R
82801DB 82801EB 82801ER
UDMA-100 UDMA-100 UDMA-100

No SATA-150 SATA-150

No No RAID O, RAID 1
3C/6P 4C/8P 4C/8P

Yes Yes Yes

Yes Yes Yes

2.2 2.3 2.3

Yes Yes Yes

SMM/ACPI 2.0 SMM/ACPI 2.0 SMM/ACPI 2.0
Yes Yes Yes

In mid-2004, Intel introduced the 915/925 series of chipset for the Pentium 4 and Celeron 4. These
chipsets, code-named Grantsdale and Alderwood before their introduction, were the first Intel chipsets
to support several Socket 775 processors, DDR2 memory, and PCI Express for both video and other

high-speed I/O uses (such as Gigabit Ethernet).
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In 2005, Intel introduced its first dual-core chip for desktop processors (the Pentium D) as well as a
processor designed for maximum single-core performance (the Pentium Extreme Edition). To support
these new processors, as well as Socket 775 Pentium 4 processors with HT Technology, Intel released
the 945, 955, and 975 chipsets.

Because of the greater performance needed to support these high-speed technologies, the 9xx-series
chipsets used a faster hub architecture than what was used by the 8xx-series chipsets. This

Table 4.18 Intel 9xx-Series Chipsets for Pentium 4

Chipset 910GL 915P 915PL 915G

Code Name Grantsdale-GL Grantsdale-P Grantsdale-PL Grantsdale-G

Date Introduced Sept. 2004 June 2004 March 2005 June 2004

Part Number 82910GL 828915P 828915GPL 828915G

Bus Speeds 533MHz 800/533MHz 800/533MHz 800/533MHz

Supported Processors  Pentium 4, Celeron, Pentium 4, Celeron, Pentium 4, Celeron D Pentium 4, Celeron,
Celeron D Celeron D Celeron D

Memory Types DDR333/400 DDR333/400 DDR333/400 DDR333/
dual-channel dual-channel, DDR2 400 dual-channel

DDR2

quity/ECC Neither Neither Neither Neither

Maximum Memory 2GB 4GB 2GB 4GB

PCI Support PCle x1, PCI 2.3 PCle x1, x16, PCl 2.2 PCle x1, x16, PCI 2.3  PCle x1, x16, PCl 2.3

PCI Express x16 No Yes Yes Yes

Video

Integrated Video Intel GMA 900 No No Extreme Graphics 3

Southbridge (hub) ICH6 family ICH6 family ICH6 family ICH6 family

*B-2 stepping and above are required for ECC support.
915GL does not support HT Technology.

GMA 900 = Graphics Media Accelerator 900.

Table 4.19 Intel 9xx-Series Chipsets for Core 2, Pentium D, Pentium Extreme Edition,

and Pentium 4

Chipset 975X 955X

Code Name Glenwood Glenwood

Date Introduced Nov. 2005 April 2005
Part Number 82975X 82955X

Bus Speeds 1066/800MHz 1066/800MHz

Supported Processors

Memory Types

Pentium Extreme Edition, Pentium D, Pentium

4 with HT Tech (Socket 775)
DDR2 667/533MHz dual-channel

Pentium Extreme Edition, Pentium D,

Pentium 4 with HT Tech (Socket 775)
DDR2 667/533MHz dual-channel
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interconnect design, known as DMI, runs at 1GBps in each direction. Table 4.18 lists the 9xx-series
chipsets for the Pentium 4; Table 4.19 lists the 9xx-series chipsets for the Core 2, Pentium D, and
Pentium Extreme Edition (they also support the Pentium 4); and Table 4.20 lists the ICH6 and ICH7
families of I/O controller hub chips used with 9xx-series chipsets.

915GV 915GL 925X 925XE
Grantsdale-GV Grantsdale-GL Alderwood Alderwood-E
June 2004 March 2005 June 2004 Nov. 2004
828915GV 828915GL 82925X 82925XE
800/533MHz 533MHz 800/533MHz 1066/800MHz

Pentium 4, Celeron, Celeron
D

Pentium 4, Celeron, Celeron
D

Pentium 4, Celeron, Celeron
D

Pentium 4 (90nm)

DDR333/ DDR333/ DDR2 DDR2 533/
400 dual-channel DDR2 400 dual-channel 400 dual-channel
Neither Neither ECC* Neither
4GB 4GB 4GB 4GB
PCle x1, PCl 2.2 PCI 2.2 PCle x1, PCl 2.2 PCle x1, x16, PCl 2.3 PCle x1, x16, PCI 2.3
No No Yes Yes
Extreme Graphics 3 Extreme Graphics 3 No No
ICH6 family ICH6 family ICH6 family ICH6 family
945G 945P 945PL
Lakeport-G Lakeport-P Lakeport-PL
May 2005 May 2005 March 2006
82945G 82945P 82945PL
1066/800/533MHz 1066/800/533MHz 800/533MHz

Pentium D, Pentium 4 with HT Tech
(Socket 775)

DDR2 667/533/400MHz, dual-channel

Pentium D, Pentium 4 with HT Tech
(Socket 775)

DDR2 667/533/400MHz dual-channel

Pentium D, Pentium 4 with HT Tech
(Socket 775)

DDR2 533/400MHz dual-channel



214 Chapter 4 | Motherboards and Buses

Table 4.19 Continued

Chipset 975X 955X

Parity/ECC ECC ECC

Maximum Memory 8GB 8GB

PCI Support PCle x1, x16, PCI 2.3 PCle x1, x16, PCl 2.3
PCle x16 Video Yes, dual slots Yes

Integrated Video No No

Southbridge (Hub) ICH7 family ICH7 family

Table 4.20 Intel 9xx Chipset 1/O Controller Hub Specifications (aka Southbridge)

Features ICH6 ICH6R ICH7 ICH7R ICH8 ICH8R

PATA UDMA-100  UDMA-100 UDMA-100 UDMA-100 No No

Support*

SATA Support  1.5Gbps, 4  1.5Gbps, 4 3Gbps, 4 3Gbps, 4 3Gbps, 4 3Gbps, 6
drives drives drives drives drives drives

SATA RAID No 0,1,10 No 0,1,10,5 No 0,1,10,5

USB 2.0 6 ports 6 ports 8 ports 8 ports 10 ports 10 ports

Support

CMOS/Clock  Yes Yes Yes Yes Yes Yes

PCl Support PCl 2.3, PCI 2.3,PCle  PCI2.3,PCle PCI23,PCle PCl2.3, PCle PCl 2.3, PCle
PCle 1.0a 1.0a 1.0a 1.0a 1.1 1.1

Number of 4 4 4 6 6 6

PCI Express

Lanes

LPC Support Yes Yes Yes Yes Yes Yes

Power SMM/ACPI SMM/ACPI SMM/ACPI SMM/ACPI SMM/ACPI SMM/ACPI

Management 1.0 1.0 3.0 3.0 3.0 3.0

Ethernet 10/100 10/100 10/100 10/100 10/100/1000  10/100/1000

Audio HD Audio, HD Audio, HD Audio HD Audio HD Audio HD Audio

Support AC 97 AC 97

ICH = I/O controller hub

USB = Universal serial bus

xC/xP = Number of USB controllers/number of ports
PATA = Parallel AT attachment (IDE)

UDMA = Ultra-DMA ATA

LPC = Low-pin-count bus

SMM = System management mode

ACPI = Advanced configuration and power interface
HT Tech = Hyperthreading
*One PATA port supporting two ATA/IDE drives
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945G 945P 945PL

Neither Neither Neither

4GB 4GB 4GB

PCle x1, x16, PCl 2.3 PCle x1, x16, PCI 2.3 PCle x1, x16, PCl 2.3
Yes Yes Yes

Intel GMA 900 No No

ICH7 family ICH7 family ICH7 family

Intel 915 Family

The Intel 915 chipset family, code-named Grantsdale during its development, was introduced in 2004.
The Grantsdale family comprises six members (910GL, 915PL, 915P, 915G, 915GV, and 915GL), all of
which support the 90nm Pentium 4 Prescott core. These chipsets are the first to support the Socket
775 processor interface outlined in Chapter 3, “Processor Types, and Specifications.” These chipsets
replaced the 865 Springdale family of chipsets.

The 915P, 915G, 915GV, 915GL, and 915PL models are designed to support the HT Technology
feature built in to most recent Pentium 4 processors and to support bus speeds up to 800MHz. All five
chipsets support dual-channel DDR memory up to 400MHz and PCI Express x1 as well as PCI version
2.3 expansion slots. The 915P, 915G, and 915GV chipsets also support the then-new DDR2 memory
standard at speeds up to 533MHz.

The 915P and 915PL used a PCI Express x16 slot for high-speed graphics, whereas the 915G had a
PCI Express x16 slot as well as integrated Intel Graphics Media Accelerator 900 (originally known as
Extreme Graphics 3). The 915GV, 915GL, and 910GL use Intel Graphics Media Accelerator 900 but
do not include a PCI Express x16 slot. Graphics Media Accelerator 900 is a partial implementation
of DirectX 9, but it lacks the vertex shaders found on fully compatible DirectX 9 GPUs from ATI and
NVIDIA.

The 910GL is the low-end member of the family, lacking support for DDR2 RAM, 800MHz bus speeds,
and PCI Express x16 video. The 910GL was designed to be matched with Intel Celeron or the Celeron
D processors to produce a low-cost system, although it also supports the Pentium 4.

All 915-series MCH/GMCH chips used the ICH6 family of southbridge (I/O Controller Hub or ICH)
replacements detailed in Table 4.20.

Intel 925X Family

The Intel 925 chipset family includes two members: the 925X and the 925XE. The Intel 925X chipset,
code-named Alderwood, was released in 2004. It was designed to replace the 875P Canterwood
chipset. Unlike the 915 series of chipsets, which continued to support older DDR memory, the 925X
supported only DDR2 memory. The 925X also supported ECC memory, providing a fast and accurate
platform for mission-critical applications. To further improve performance, it used an optimized
memory controller design.
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The 925X supported the Pentium 4 Extreme Edition and the Pentium 4 in Socket 775 form factors.
It also includes PCI Express x1, PCI Express x16 (video), and PCI version 2.3 expansion slots. The I/O
controller hub used the ICH6 family of southbridge replacements detailed in Table 4.20.

The 925XE was an updated version of the 925X, adding support for 1,066MHz FSB speeds; however, it
dropped support for the Pentium 4 Extreme Edition processor and for ECC memory.

Intel 945 Express Family

The Intel 945 Express chipset family (code-named Lakeport) was released in 2005 and included three
members: 945G, 945P, and 945PL. These chipsets, along with the 955X and 975X, were the first to
support Intel’s new dual-core Pentium D processors, but they also support Pentium 4 HT Technology
processors using Socket 775.

The 945G and 945P were aimed at what Intel refers to as the “performance PC” market segment.

They offered FSB speeds up to 1,066MHz and up to 4GB of dual-channel DDR2 memory (two pairs)
running at up to 667MHz. Both featured PCI Express x16 support, but the 945G also incorporates Intel
Graphics Media Accelerator 950 integrated graphics.

The 945PL—aimed at what Intel refers to as the “mainstream PC” segment—supported only two
memory modules (one pair of dual-channel modules) running at up to 5$33MHz and a maximum
memory size of 2GB. It also supported PCI Express x16.

All members of the 945 family supported the ICH7 family of I/O controller hub chips listed in Table
4.20. The ICH7 family differs from ICH6 in the following ways:

B It has support for 300MBps Serial ATA.
B It has support for SATA RAID 5 and Matrix RAID (ICH7R only).
W It has support for two additional PCI Express x1 ports (ICH7R only).

Figure 4.22 compares the features of the 945G and 915G chipsets.
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FIGURE 4.22 The 915G chipset (left) was the first Intel chipset to support both PCI Express x16 and
integrated graphics. The 945G chipset (right) offers similar features but supports faster integrated graphics,
faster SATA hard disks, and more PCI Express x1 slots than the 915G.
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Intel 955X and 975X Family

The Intel Glenwood chipset family was released in 2005 and includes two members: the 955X and
975X. These chipsets, along with the 945 family, were the first to support Intel’s new dual-core
Pentium D processors, but they also supported the high-performance single-core Pentium Extreme
Edition processors and existing Pentium 4 HT Technology processors using Socket 775. Intel

categorized these chipsets as entry-level workstation and performance PC chipsets.
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Although these chipsets were numbered in different series, most of their features are identical. Both
supported FSB speeds of 800MHz and 1,066MHz and supported up to four DDR2 667/533MHz
memory modules (two pairs of dual-channel modules) for a maximum 8GB of system memory. Both
supported ECC memory—a must for workstation operation—and both used the ICH7 family of I/O
controller hub chips listed in Table 4.20.

The 955X and 975X differed from each other in their video support. The 955X supported a single PCI
Express x16 video card, whereas the 975X supported two PCI Express video cards in CrossFire dual-slot

operation.

Intel 96x Series

The 96x series (code-named Broadwater) was introduced in June 2006 and was designed to support
the Core 2 processors, including dual- and quad-core versions. There were several models in the series,
each with slightly different features. The Q963 and Q965 were the most basic versions. Both featured
integrated GMA 3000 video; however, the Q965 included support for a PCle x16 slot (allowing for a
video card upgrade). It also supported faster 800MHz DDR2 memory. The P965 deleted the integrated
video for those only wanting to use PCle x16 cards. Finally, the G965 included all the features of the
other chipsets while adding even better integrated GMA X3000 video, along with support for a PCle
x16 upgrade slot. Table 4.21 shows the major features of these chipsets.

Table 4.21 Intel 96x Chipsets for Core 2

Chipset Q963 Q965 P965 G965

Code Name Broadwater Broadwater Broadwater Broadwater

Date Introduced June 2006 June 2006 June 2006 June 2006

Part Number 82Q963 GMCH 82Q965 GMCH 82P965 MCH 82Q965 GMCH

Supported Processors  Core 2, Pentium D, Core 2, Pentium D, Core 2, Pentium D, Core 2, Pentium D,
Pentium 4 Pentium 4 Pentium 4 Pentium 4

CPU FSB 1066/800/533MHz ~ 1066/800/533MHz ~ 1066/800/533MHz  1066/800/533MHz

Max Memory 8GB 8GB 8GB 8GB

Memory Type Dual-Channel DDR2 Dual-Channel DDR2 Dual-Channel DDR2 Dual-Channel DDR2

Memory Speed 667 /533MHz 800/667/533MHz 800/677/533MHz 800/667/533MHz

Integrated Graphics GMA 3000 GMA 3000 No GMA X3000

External Graphics No 1 PCle x16 1 PCle x16 1 PCle x16

I/O Controller Hub ICH8 family ICH8 family ICH8 family ICH8 family
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Intel 3x and 4x Series Chipsets

Introduced in June 2007, the 3x series chipset family (code-named Bearlake) was designed to support
the Core 2 processors in both dual- and quad-core versions. The 4x series (code-named Eaglelake)
followed in March 2008 and basically added DDR3 memory support, plus faster PCle 2.x slots and
improved integrated graphics.

Some of the 3x and 4x series chipsets also included integrated Graphics Memory Accelerator (GMA)
graphics, and some of those include Clear Video Technology, which can enhance video playback and
support High Definition Media Interface (HDMI).

Table 4.22 Intel 3x Chipset Specifications

Chipset P31 G31 Q33 G33
Code Name Bearlake Bearlake Bearlake Bearlake
Date Introduced Aug. 2007 Aug. 2007 June 2007 June 2007

Supported CPUs

Core 2 Duo/Quad,

Pentium Dual-Core

Core 2 Duo/Quad,

Pentium Dual-Core

Core 2 Duo/Quad,

Pentium Dual-Core

Core 2 Duo/Quad,

Pentium Dual-Core

CPU FSB 800/1066MHz 800/1066/1333MHz  800/1066/1333MHz  800/1066/1333MHz

Max. Memory 4GB 4GB 8GB 8GB

Memory Channels Dual-Channel Dual-Channel Dual-Channel Dual-Channel

Memory Type and DDR2 667/800 DDR2 667/800 DDR2 667/800 DDR2 667/800

Speed

Integrated Graphics ~ No GMA 3100 GMA 3100 GMA 3100, Clear
Video Technology

External Graphics 1 PCle x16, 1 PClex4 1 PCle x16 1 PCle x16 1 PCle x16

I/O Controller Hub ~ ICH7 family ICH7 family ICH? family ICH9 family

Table 4.23 Intel 4x Chipset Specifications

Chipset G41 Q43 B43 G43

Code Name Eaglelake Eaglelake Eaglelake Eaglelake

Date Introduced Sep. 2008 Sep. 2008 Dec. 2008 June 2008

Supported CPUs

CPU FSB
Max. Memory

Memory Channels

Core 2 Duo/Quad,

Pentium Dual-Core

800/1066/1333MHz
8GB
Dual-Channel

Core 2 Duo/Quad,

Pentium Dual-Core

800/1066/1333MHz
16GB
Dual-Channel

Core 2 Duo/Quad,

Pentium Dual-Core

800/1066/1333 MHz
16GB
Dual-Channel

Core 2 Duo/Quad,

Pentium Dual-Core

800/1066/1333MHz
16GB
Dual-Channel
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The 3x and 4x series are available in a number of versions, including some with integrated video,
support for faster CPU and memory speeds, as well as more memory and slots. Tables 4.22 and 4.23
show the different 3x and 4x series chipsets.

The 3x and 4x series chipsets are designed as a two-chip set solution and must be combined with a
corresponding ICH chip. The ICH contains interfaces for the SATA ports (some with RAID capability),
non-video PCle slots, USB ports, and integrated HD audio and LAN connections. Table 4.24 shows the
specific ICH chips that are used with 3x and 4x series chipsets.

Q35 G35 P35 X38
Bearlake Bearlake Bearlake Bearlake
June 2007 Aug. 2007 June 2007 Sep. 2007

Core 2 Duo/Quad, Pentium
Dual-Core

800/1066/1333MHz
8GB

Dual-Channel

DDR2 667/800

Core 2 Duo/Quad, Pentium
Dual-Core

800/1066/1333MHz
8GB

Dual-Channel

DDR2 667/800

Core 2 Duo/Quad, Pentium
Dual-Core

800/1066/1333MHz
8GB
Dual-Channel

DDR3 800/1066/1333,
DDR2 667/800/1066

Core 2 Duo/Quad/Extreme

800/1066/1333MHz
8GB
Dual-Channel

DDR3 800/1066/1333,
DDR2 667/800/1066

GMA 3100 GMA X3500, Clear Video No No
Technology
1 PCle x16 1 PCle x16 1 PCle x16, 1 PCle x4 2 PCle x16 2.0
ICH9 family ICH8 family ICH? family ICH9 family
P43 Q45 G45 P45 X48
Eaglelake Eaglelake Eaglelake Eaglelake Bearlake
June 2008 Sep. 2008 June 2008 June 2008 March 2008
Core 2 Duo/Quad, Core 2 Duo/Quad, Core 2 Duo/Quad, Core 2 Duo/Quad, Core 2 Duo/Quad/
Pentium Dual-Core Pentium Dual-Core Pentium Dual-Core Pentium Dual-Core Extreme, Pentium
Dual-Core
800/1066/1333MHz 800/1066/1333MHz 800/1066/1333MHz  800/1066/1333MHz  1066/1333/1600MHz
16GB 16GB 16GB 16GB 8GB

Dual-Channel

Dual-Channel

Dual-Channel

Dual-Channel

Dual-Channel
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Table 4.23 Continued

Chipset G41 Q43 B43 G43

Memory Type and ~ DDR3 800/1066, DDR3 800/1066, DDR3 DDR3 800/1066,

Speed DDR2 667/800 DDR2 667/800 800/1066/1333, DDR2 667/800
DDR2 667/

Integrated GMA X4500 GMA X4500 GMA X4500 GMA X4500

Graphics

External Graphics 1 PCle x16 1 PCle x16 2.0 1 PCle x16 2.0 1 PCle x16 2.0

I/O Controller Hub  ICH7 family ICH10 family ICH10 family ICH10 family

Table 4.24 Intel 3x/4x/5x Chipset 1/O Controller Hub Specifications (aka Southbridge)

Features ICH7 ICH7R ICH8

PATA Support UDMA-100 UDMA-100 No

SATA Support 3Gbps, 4 drives 3Gbps, 4 drives 3Gbps, 4 drives
SATA RAID No 0,1,10,5 No

USB 2.0 Support 8 ports 8 ports 10 ports
CMOS/Clock Yes Yes Yes

PCI Support PCl 2.3, PCle 1.0a PCI 2.3, PCle 1.0a PCI 2.3, PCle 1.1
Number of PCI Express Lanes 4 6 6

LPC Support Yes Yes Yes

Power Management SMM/ACPI 3.0 SMM/ACPI 3.0 SMM/ACPI 3.0
Ethernet 10/100 10/100 10/100/1000
Audio Support HD Audio HD Audio HD Audio

Intel 5x Series Chipsets

The Intel 5x series of chipsets is designed to support the original Core i-series processors. These

processors and chipsets have a distinctly different design from previous Intel chipsets and represent a
new level of system integration. In fact, the 5x series actually has two completely different subseries,
with the first two examples being the X58 IOH (I/O Hub) introduced in November 2008 and the

P55 PCH (Platform Controller Hub) introduced in September 2009. Perhaps the biggest difference
between the 5x series chipsets and its predecessors is that the memory controller is no longer part of
the chipset, having been moved directly into the Core i-series processors instead. Placing the memory
controller in the processor means the memory modules are directly connected to the processor instead
of the North Bridge chipset component, allowing for a dedicated connection between the processor
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P43 Q45 G45 P45 X48

DDR3 800/1066, DDR3 800/1066, DDR3 800/1066, DDR3 DDR3

DDR2 667/800 DDR2 667/800 DDR2 667/800 800/1066/1333, 1066/1333/1600,
DDR2 DDR2 800/1066
667/800/1066 533/667/800/1066

No GMA X4500 GMA X4500HD No No

1 PCle x16 2.0 1 PCle x16 2.0 1 PCle x16 2.0 1 PCle x16 2.0, 2 2 PCle x16 2.0
PCle x8 2.0

ICH10 family ICH10 family ICH10 family ICH10 family ICH9 family

ICH8R ICH9 ICH9R ICH10 ICHIOR

No No No No No

3Gbps, 6 drives 3Gbps, 6 drives 3Gbps, 6 drives 3Gbps, 6 drives 3Gbps, 6 drives

0,1,10,5 No 0,1,10,5 No 0,1,10,5

10 ports 12 ports 12 ports 12 ports 12 ports

Yes Yes Yes Yes Yes

PCI 2.3, PCle 1.1 PCl 2.3, PCle 1.1 PCl 2.3, PCle 1.1 PCI 2.3, PCle 1.1 PCI 2.3, PCle 1.1

6 6 6 6 6

Yes Yes Yes Yes Yes

SMM/ACPI 3.0 SMM/ACPI 3.0b SMM/ACPI 3.0b SMM/ACPI 3.0b SMM/ACPI 3.0b

10/100/1000 10/100/1000 10/100/1000 10/100/1000 10/100/1000

HD Audio HD Audio HD Audio HD Audio HD Audio

and memory. Although this sounds like (and is) a good idea, it’s not a new one. This is something that
AMD introduced in the Athlon 64 as far back as 2003.

With the memory controller integrated